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#### Abstract

We give a self-contained exposition on generalized $s$-numbers of $\tau$-measurable operators affiliated with a semi-finite von Neumann algebra. As applications, dominated convergence theorems for a gage and convexity (or concavity) inequalities are investigated. In particular, relation between the classical $L^{p}$-norm inequalities and inequalities involving generalized $s$-numbers due to $\mathbf{A}$. Grothendieck, J. von Neumann, H. Weyl and the first named author is clarified. Also, the Haagerup $L^{p_{-}}$ spaces (associated with a general von Neumann algebra) are considered.


0. Introduction. This article is devoted to a study of generalized $s$-numbers of $\tau$-measurable operators affiliated with a semi-finite von Neumann algebra. Also dominated convergence theorems for a gage and convexity (or concavity) inequalities are investigated.

In the "hard" analysis of compact operators in Hilbert spaces, the notion of $s$-numbers (singular numbers) plays an important role as shown in [10], [24]. For a compact operator $A$, its $n$th $s$-number $\mu_{n}(A)$ is defined as the $n$th largest eigenvalue (with multiplicity counted) of $|A|=\left(A^{*} A\right)^{1 / 2}$. The following expression is classical:

$$
\mu_{n}(A)=\inf \left\{\left\|A P_{\mathscr{C}}\right\| ; \mathscr{K} \text { is a closed subspace with } \operatorname{dim} \mathscr{K}^{\perp} \leq n\right\},
$$

where $P_{\mathscr{K}}$ denotes the projection onto $\mathscr{K}$.
In the present article, we will study the corresponding notion for a semi-finite von Neumann algebra. More precisely, let $\mathscr{M}$ be a semi-finite von Neumann algebra with a faithful trace $\tau$. For an operator $A$ in $\mathscr{M}$, the " $t \mathrm{th}$ " generalized $s$-number $\mu_{t}(A)$ is defined by
$\mu_{t}(A)=\inf \{\|A E\| ; E$ is a projection in $\mathscr{M}$ with $\tau(1-E) \leq t\}, \quad t>0$.
Notice that the parameter $t$ is no longer discrete corresponding to the fact that $\tau$ takes continuous values on the projection lattice. Actually this notion has already appeared in the literature in many contexts ([8], [11], [25], [33]). In fact, Murray and von Neumann used it (in the $\Pi_{1}$-case), [18]. We will consider generalized $s$-numbers of $\tau$-measurable operators in the sense of Nelson [19]. This is indeed a correct set-up to consider generalized $s$-numbers. In fact, the $\tau$-measurability of an operator $A$
exactly corresponds to the property $\mu_{t}(A)<+\infty, t>0$ and the measure topology ([19], [27]) can be easily and naturally expressed in terms of $\mu_{t}$.

When $\mathscr{M}$ is commutative, $\mathscr{M} \cong L^{\infty}(X ; m), \tau(\cdot)=\int_{X} \cdot d m$, the generalized $s$-number $\mu_{t}(A)$ of $A \cong f$, a function on $X$, is exactly the non-increasing rearrangement $f^{*}(t)$ of $f$ in classical analysis. (See [26] for example.) Therefore, through the use of $\mu_{t}$, one can employ many classical analysis techniques (such as majorization arguments) in our non-commutative context (as shown in §4).
$\S 1$ consists of some preliminaries. $\S 2$ is expository and we give a self-contained and unified account on the theory of generalized $s$-numbers of $\tau$-measurable operators. In §3, we prove certain dominated convergence theorems for a trace (i.e. gage, [23]). In the literature (see [27] for example), Fatou's lemma for a trace was emphasized. Instead, we will show Fatou's lemma for generalized $s$-numbers. Although its proof is simple, it will prove extremely useful. In fact, based on this, we will prove dominated convergence theorems unknown previously. Also, this Fatou's lemma is useful to extend known estimates (involving $\mu_{t}$ ) for bounded operators to (unbounded) $\tau$-measurable operators. In $\S 4$, we will study convexity (and concavity) inequalities involving $\mu_{t}$. For applications and for the sake of completeness, we will prove classicial norm inequalities such as the Hölder and Minkowsky inequalities. However, our main emphasis here is to compare carefully the above classical norm inequalities with inequalities due to A. Grothendieck, J. von Neumann, H. Weyl and the first named author. We will also show that these "semi-finite techniques" are useful to derive the corresponding results for the Haagerup $L^{p}$-spaces, [12]. This is possible because $\mu_{t}(A)$ (with respect to the canonical trace on the crossed product, [28]) is particularly simple in this case. In the final §5, we prove the Clarkson-McCarthy inequalities for the Haagerup $L^{p}$-spaces "from scratch." Proofs are known, but it may not be without interest. In fact, some false proofs exist in the literature.

This work was completed during a stay of the first named author at the Mathematical Sciences Research Institute of Berkeley. The author is grateful to the Institute for its warm hospitality and support. Also the authors are indebted to the referee for improvement of the article.

1. Preliminaries. For the convenience of the reader, we will collect in this section some definitions and basic facts on the theory of non-commutative $L^{p}$-spaces associated with a von Neumann algebra. Our basic reference on the general theory of operator algebras is [6], [29].
1.1. Let $\mathscr{M}$ be a von Neumann algebra acting on a Hilbert space $\mathscr{S}$.

Assume for a moment that $\mathscr{M}$ admits a faithful semi-finite normal trace $\tau$. For a positive self-adjoint operator $T=\int_{0}^{\infty} \lambda d E_{\lambda}$ affiliated with $\mathscr{M}$, we set

$$
\tau(T)=\sup _{n} \tau\left(\int_{0}^{n} \lambda d E_{\lambda}\right)=\int_{0}^{\infty} \lambda d \tau\left(E_{\lambda}\right)
$$

For $0<p<\infty, L^{p}(\mathscr{M} ; \tau)$ is defined as the set of all densely-defined closed operators $T$ affiliated with $\mathscr{M}$ such that

$$
\|T\|_{p}=\tau\left(|T|^{p}\right)^{1 / p}<\infty
$$

In addition, we put $L^{\infty}(\mathscr{M} ; \tau)=\mathscr{M}$ and denote by $\left\|\|_{\infty}(=\| \|)\right.$ the usual operator norm. It is well-known ([5], [16], [19], [23]) that $L^{p}(\mathscr{M} ; \tau)$ is a Banach space under $\left\|\|_{p}(1 \leq p \leq \infty)\right.$ satisfying all the expected properties such as duality. From this definition, it is not obvious at all that for example the sum of two operators in $L^{p}(\mathscr{M} ; \tau)$ is well-defined and, a fortiori, belongs to the same space. In fact, as was shown at first by Segal [23], the sum is well-defined because involved operators are measurable. Instead of the notion of measurability introduced by Segal, we will use
1.2. Definition ([19]). A densely-defined closed operator $T$ (possibly unbounded) affiliated with $\mathscr{M}$ is said to be $\tau$-measurable if for each $\varepsilon>0$ there exists a projection $E$ in $\mathscr{M}$ such that $E(\mathscr{S}) \subseteq \mathscr{D}(T)$ and $\tau(1-E)$ $\leq \varepsilon$.

Let $T$ be a (densely-defined closed) operator affiliated with $\mathscr{M}$. Let $T=U|T|$ be the polar decomposition and $|T|=\int_{0}^{\infty} \lambda d E_{\lambda}$ be the spectral decomposition. Then $T$ is $\tau$-measurable if and only if $\tau\left(1-E_{\lambda}\right)<\infty$ for $\lambda$ large enough, or equivalently, $\lim _{\lambda \rightarrow \infty} \tau\left(1-E_{\lambda}\right)=0$ due to the normality of $\tau$ (see [19] for example). Let us denote by $\overline{\mathcal{M}}$ the set of all $\tau$-measurable operators. When $\mathscr{M}=L^{\infty}(X ; m)$ and $\tau(f)=\int f d m$, where ( $X, m$ ) is a measure space, a function on $X$ is in $\overline{\mathscr{M}}$ if and only if it is a (finite $m$-a.e.) $m$-measurable function which is bounded except on a set of finite measure. Thus, $\overline{\mathscr{M}}$ is large enough to contain all $L^{p}$-spaces, $0<p$ $\leq \infty$. Also, $\overline{\mathscr{M}}$ is the closure of $\mathscr{M}$ with respect to the measure topology. All these facts remain valid for a von Neumann algebra $\mathscr{M}$ with semi-finite trace $\tau$ so that $\overline{\mathcal{M}}$ really appears as a "basis for investigations in non-commutative integration theory." The notion of $\tau$-measurability does not appear in the classical theory of Schatten classes because $\overline{\mathscr{M}}=\mathscr{M}$ for the algebra $\mathscr{M}$ of all bounded operators on a Hilbert space (with the canonical trace). Note in contrast that $\overline{\mathcal{M}}$ is the set of all densely-defined closed operators affiliated with $\mathscr{M}$ when the trace is finite.
1.3. Definition. For a $\tau$-measurable operator $T$, we define the distribution function of $T$ by

$$
\lambda_{t}(T)=\tau\left(E_{(t, \infty)}(|T|)\right), \quad t \geq 0
$$

where $E_{(t, \infty)}(|T|)$ is the spectral projection of $|T|$ corresponding to the interval $(t, \infty)$.

The operator $T$ being $\tau$-measurable, we have $\lambda_{t}(T)<\infty$ for $t$ large enough and $\lim _{t \rightarrow \infty} \lambda_{t}(T)=0$ as noted before. Moreover, the map: $t \in[0, \infty] \rightarrow \lambda_{t}(T)$ is non-increasing and continuous from the right (because $\tau$ is normal and $E_{\left(t_{n}, \infty\right)}(|T|) \nearrow E_{(t, \infty)}(|T|)$ strongly as $\left.t_{n} \searrow t\right)$. The reader may notice that $\lambda_{t}(T)$ is a non-commutative analogue of the distribution function in classical analysis. (cf. [26]).
1.4. Let $T, S$ be $\tau$-measurable operators. Then $T+S, T S$, and $T^{*}$ are densely-defined and preclosed. Moreover, the closures $(T+S)^{-}$(strong sum) $(T S)^{-}$(strong product) and $T^{*}$ are again $\tau$-measurable, and $\overline{\mathscr{M}}$ is a *-algebra with respect to the strong sum, the strong product, and the adjoint operation. (See [19], [31].) In what follows, we will supress the closure sign.
1.5. The measure topology on $\overline{\mathscr{M}}$ is by definition the linear (Hausdorff) topology whose fundamental system of neighborhoods around 0 is given by

$$
\begin{aligned}
& V(\varepsilon, \delta)=\{T \in \overline{\mathscr{M}} ; \text { there exists a projection } E \text { in } \mathscr{M} \\
& \quad \text { such that }\|T E\| \leq \varepsilon \text { and } \tau(1-E) \leq \delta\} .
\end{aligned}
$$

Here, $\varepsilon, \delta$ run over all strictly positive numbers. It is known ([19], [31]) that $\overline{\mathscr{M}}$ is a complete topological $*$-algebra. Moreover, $\mathscr{M}$ is dense in $\overline{\mathscr{M}}$. In fact, if $T=U|T| \in \overline{\mathscr{M}}$ and $|T|=\int_{0}^{\infty} \lambda d E_{\lambda}$, then the sequence $\left\{U \int_{0}^{n} \lambda d E_{\lambda}\right\}_{n=1,2, \ldots}$ in $\mathscr{M}$ tends to $T$ as $n \rightarrow \infty$ in the measure topology.
1.6. Now let $\mathscr{M}$ be a general (not necessarily semi-finite) von Neumann algebra. Let $\mathfrak{U}$ be the crossed product of $\mathscr{M}$ by the modular automorphism group $\left\{\sigma_{t}\right\}_{t \in \mathbf{R}}$ of a fixed weight on $\mathscr{M}$. By a result of Takesaki, [28], $\mathfrak{A}$ admits the dual action $\left\{\boldsymbol{\theta}_{s}\right\}_{s \in \mathbf{R}}$ and the faithful semifinite normal trace $\tau$ satisfying $\tau \circ \boldsymbol{\theta}_{s}=e^{-s} \tau, s \in \mathbf{R}$. The Haagerup $L^{p_{-}}$ spaces associated with $\mathscr{M}$, [12], are defined by

$$
L^{p}(\mathscr{M})=\{T ; T \text { is a } \tau \text {-measurable operator (affiliated with } \mathfrak{H})
$$

$$
\text { such that } \left.\theta_{s}(T)=e^{-s / p} T, s \in \mathbf{R}\right\}, \quad 0<p \leq \infty
$$

It is known that $L^{1}(\mathscr{M})$ is order-isomorphic to the predual $\mathscr{M}_{*}$. We thus get a positive linear functional $\operatorname{tr}$ on $L^{1}(\mathscr{M})$ by the formula

$$
\operatorname{tr}\left(H_{\varphi}\right)=\varphi(1)
$$

Here $H_{\varphi}$ is the element in $L^{1}(\mathscr{M})$ which corresponds to $\varphi \in \mathscr{M}_{*}$ by the order isomorphism. For $T$ in $L^{p}(\mathscr{M}), 0<p<\infty$, we set

$$
\|T\|_{p}=\operatorname{tr}\left(|T|^{p}\right)^{1 / p}
$$

(As usual, $\left\|\|_{\infty}\right.$ is the usual operator norm.) Some remarks are in order: (i) $L^{p}(\mathscr{M})$ does not depend on a choice of a weight on $\mathscr{M}$ (used to construct the crossed product), (ii) the functional $\operatorname{tr}$ on $L^{1}(\mathscr{M})$ and the canonical trace $\tau$ are quite different, (iii) when $\mathscr{M}$ is semi-finite, $L^{p}(\mathscr{M} ; \tau)$ in 1.1 is isomorphic to $L^{p}(\mathscr{M})$.

Full details of Haagerup's theory can be found in [31]. For later reference, we record:
1.7. Lemma. Let $T$ be an element in $L^{1}(\mathscr{M})$. For any $t>0$, we have

$$
\lambda_{t}(T)=t^{-1}\|T\|_{1}
$$

Here, the distribution function $\lambda_{t}$ is with respect to the canonical trace on the crossed product $\mathfrak{U}=\mathscr{M} x_{\sigma} \mathbf{R}$ explained in 1.6.

Its proof is found in [31]. Let us point out that this Lemma is crucial and indeed a starting point of Haagerup's theory. Because of this lemma, $T$ is $\tau$-measurable (with respect to the trace $\tau$ on $\mathfrak{U}$ ) and additions and multiplications are justified.
2. Generalized $s$-numbers. The notion of generalized $s$-numbers for bounded operators was carefully developed in [8] by the first named author. On the other hand, its generalization to $\tau$-measurable operators has fruitful applications as indicated in [15] by the second named author. In this section, we will give a self-contained and unified account on generalized $s$-numbers of $\tau$-measurable operators.

Throughout the section, let $\mathscr{M}$ be a von Neumann algebra on a Hilbert space $\mathfrak{S}$ with a faithful semi-finite normal trace $\tau$.
2.1. Definition. Let $T$ be a $\tau$-measurable operator and $t>0$. The " $t$ th singular number of $T$ " $\mu_{t}(T)$ is

$$
\mu_{t}(T)=\inf \{\|T E\| ; E \text { is a projection in } \mathscr{M} \text { with } \tau(1-E) \leq t\} .
$$

It follows from 1.3 that $\mu_{t}(T)<\infty, t>0$. The reader may notice that $\mu_{t}(T)$ is indeed a generalization of the classical $s$-number for a compact operator. (Recall the first part of $\S 0$.) Obviously, $\mu_{t}(A)$ admits the following "minimax" representation:

$$
\mu_{t}(T)=\inf _{\substack{E \text { is a projection in } \\ \text { with } \tau(1-E) \leq t}}\left[\operatorname{Sup}_{\substack{\xi \in E(\mathfrak{S}) \\\|\xi\|=1}}\|T \xi\|\right]
$$

As shown shortly, we have $\mu_{t}(T)=\mu_{t}\left(T^{2}\right)^{1 / 2}$ wen $T$ is positive. Therefore, for a positive $T$, this expression reads

$$
\mu_{t}(T)=\inf _{\substack{E \text { is a projection in } \\ \text { with } \tau(1-E) \leq t}}\left[\sup _{\substack{\xi \in E(\mathfrak{S}) \\\|\xi\|=1}}(T \xi \mid \xi)\right]
$$

2.2. Proposition. Let $T$ be a $\tau$-measurable operator. For any $t>0$, we have

$$
\mu_{t}(T)=\inf \left\{s \geq 0 ; \lambda_{s}(T) \leq t\right\}
$$

where $\lambda_{s}(T)$ is the distribution function in 1.3. Moreover, the infimum is attained and $\lambda_{\mu_{t}(T)}(T) \leq t, t>0$.

Proof. As the map: $s \rightarrow \lambda_{s}(T)$ is continuous from the right, the second statement is obvious. Let us denote the infimum in the proposition by $a$. The inequality $\lambda_{a}(T) \leq t$ means $\tau(1-E) \leq t$ with $E=E_{[0, a]}(|T|)$. But, $\|T E\|=\||T| E\| \leq a$ and $\mu_{t}(T) \leq a$.

On the other hand, let $\varepsilon>0$ and take a projection $E$ in $\mathscr{M}$ such that $\tau(1-E) \leq t$ and

$$
\|T E\|<\mu_{t}(T)+\varepsilon=\alpha
$$

If $\xi \in E(\mathfrak{S}) \cap E_{(\alpha, \infty)}(|T|)(\mathfrak{S}),\|\xi\|=1$, then we have

$$
\left(T^{*} T \xi \mid \xi\right) \geq \alpha^{2}, \quad\left(T^{*} T \xi \mid \xi\right)<\alpha^{2}
$$

Therefore $E \wedge E_{(\alpha, \infty)}(|T|)=0$ and

$$
\begin{aligned}
E_{(\alpha, \infty)}(|T|) & =E_{(\alpha, \infty)}(|T|)-E \wedge E_{(\alpha, \infty)}(|T|) \\
& \sim E \vee E_{(\alpha, \infty)}(|T|)-E \leq 1-E
\end{aligned}
$$

in the Murray-von Neumann sense. We thus get

$$
\lambda_{\alpha}(T) \leq \tau(1-E) \leq t, \quad a \leq \alpha=\mu_{t}(T)+\varepsilon
$$

The proof is complete since $\varepsilon$ is arbitrary.

### 2.3. Remarks.

2.3.1. Let $\mathfrak{A}$ be any von Neumann subalgebra of $\mathscr{M}$ containing the spectral projections of $|T|$. The above proof actually shows that
$\mu_{t}(T)=\inf \{\|T E\| ; E$ is a projection in $\mathfrak{U}$ with $\tau(1-E) \leq t\}$.
2.3.2. When $\mathscr{M}=L^{\infty}(X ; m)$ and $\tau(f)=\int f d m$, we get

$$
\mu_{t}(f)=\inf \{s \geq 0 ; m(\{x \in X ;|f(x)|>s\}) \leq t\} .
$$

Hence, $\mu_{t}(f)$ is exactly the classical non-increasing rearrangement $f^{*}(t)$. (cf. [26].) These two remarks are useful tricks to reduce the analysis of $s$-numbers for a single operator to the classical commutative situation.

The next proposition gives a more geometrical interpretation of the generalized $s$-numbers.
2.4. Proposition. For each $t$, Let $\mathscr{R}_{t}$ be the set of all $\tau$-measurable operators $S$ such that $\tau(\operatorname{supp}(|S|)) \leq t .($ Here, $\operatorname{supp}(|S|)$ denotes the support projection of $|S|$.) Then, for a $\tau$-measurable operator $T, \mu_{t}(T)$ is exactly the "approximation number"

$$
d\left(T, \mathscr{R}_{t}\right)=\inf \left\{\|T-S\| ; S \in \mathscr{R}_{t}\right\}
$$

Proof. Let $T=U|T|$ be the polar decomposition and

$$
S=U \int_{(\alpha, \infty)} \lambda d E_{\lambda}(|T|)
$$

with $\alpha=\mu_{t}(T)$. We have

$$
\|T-S\| \leq \alpha=\mu_{t}(T), \quad \tau(\operatorname{supp}(|S|))=\lambda_{\alpha}(T) \leq t(\text { by } 2.2)
$$

Hence we get $d\left(T, \mathscr{R}_{t}\right) \leq \mu_{t}(T)$.
On the other hand, let $S \in \mathscr{R}_{t}$ and set

$$
E=1-\operatorname{supp}(|S|)
$$

As $T E=(T-S) E$, we get

$$
\|T E\| \leq\|T-S\|
$$

But $\tau(1-E) \leq t$ so that $\mu_{t}(T) \leq\|T-S\|$ and $\mu_{t}(T) \leq d\left(T, \mathscr{R}_{t}\right)$.
2.5. Lemma. Let $T, S$ be $\tau$-measurable operators.
(i) The map: $t \in(0, \infty) \rightarrow \mu_{t}(T)$ is non-increasing and continuous from the right. Moreover,

$$
\lim _{t \downarrow 0} \mu_{t}(T)=\|T\| \in[0, \infty]
$$

(ii) $\mu_{t}(T)=\mu_{t}(|T|)=\mu_{t}\left(T^{*}\right)$ and

$$
\mu_{t}(\alpha T)=|\alpha| \mu_{t}(T) \text { for } t>0 \text { and } \alpha \in \mathbf{C} .
$$

(iii) $\mu_{t}(T) \leq \mu_{t}(S), t>0$, if $0 \leq T \leq S$.
(iv) $\mu_{t}(f(|T|))=f\left(\mu_{t}(|T|)\right), t>0$ for any continuous increasing function $f$ on $[0, \infty)$ with $f(0) \geq 0$
(v) $\mu_{t+s}(T+S) \leq \mu_{t}(T)+\mu_{s}(S), t, s>0$.
(vi) $\mu_{t}(S T R) \leq\|S\|\|R\| \mu_{t}(T), t>0$.
(vii) $\mu_{t+s}(T S) \leq \mu_{t}(T) \mu_{s}(S), t, s>0$.

Proof. (i) The monotone property is evident. If it were not continuous from the right at $t$, we would get

$$
\mu_{t}(T)>\alpha \geq \mu_{t+\varepsilon}(T) \quad \text { for all } \varepsilon>0 .
$$

Then $\lambda_{\alpha}(T) \leq \lambda_{\mu_{t+e}(T)}(T) \leq t+\varepsilon($ by 2.2$)$ and $\lambda_{\alpha}(T) \leq t$. It follows that $\mu_{t}(T) \leq \alpha$, a contradiction.

From the definition, we obviously have $\mu_{t}(T) \leq\|T\|$.
If we had $\|T\|>\alpha \geq \mu_{\varepsilon}(T), \varepsilon>0$, then we would get $\lambda_{\alpha}(T)=0$ as before and $\|T\| \leq \alpha$, a contradiction.
(ii) follows immediately from Proposition 2.2 or 2.4.
(iii) From $0 \leq T \leq S$, we get

$$
E_{(s, \infty)}(T) \wedge E_{[0, s]}(S)=0, \quad E_{(s, \infty)}(T) \leqslant E_{(s, \infty)}(S)
$$

in the Murray-von Neumann sense (as in the proof of Proposition 2.2). Therefore, $\lambda_{s}(T) \leq \lambda_{s}(S), s \geq 0$, and the result follows.
(iv) Let $\mathfrak{N}$ be the von Neumann subalgebra of $\mathscr{M}$ generated by the spectral projections of $|T|$. It obviously contains the spectral projections of $f(|T|)$. For any projection $E$ in $\mathfrak{U}$, we get

$$
f(\||T| E\|)=\|f(|T|) E\|
$$

since $f$ is continuous increasing and $f(0) \geq 0$. Using Remark 2.3.1, we get

$$
f\left(\mu_{t}(|T|)\right)=\mu_{t}(f(|T|)) .
$$

(v), (vi), and (vii) follow from Proposition 2.4. We will just prove (vii). ((v) and (vi) are easier.) Choose and fix $\varepsilon>0$. Proposition 2.4 guarantees the existence of $\tau$-measurable $A, B$ such that

$$
\begin{array}{ll}
\|T-A\| \leq \mu_{t}(T)+\varepsilon, & \tau(\operatorname{supp}(|A|)) \leq t, \\
\|S-B\| \leq \mu_{s}(S)+\varepsilon, & \tau(\operatorname{supp}(|B|)) \leq s,
\end{array}
$$

With $C=(T-A) B+A S$, we get

$$
\|T S-C\|=\|(T-A)(S-B)\| \leq\left(\mu_{t}(T)+\varepsilon\right)\left(\mu_{s}(S)+\varepsilon\right) .
$$

We have

$$
\tau(\operatorname{supp}(|C|)) \leq t+s
$$

thanks to the following three facts:

$$
\begin{aligned}
& \operatorname{supp}(|C|) \leq \operatorname{supp}(|(T-A) B|) \vee \operatorname{supp}(|A S|) \\
& \operatorname{supp}(|(T-A) B|) \leq \operatorname{supp}(|B|) \\
& \operatorname{supp}(|A S|) \sim \operatorname{supp}\left(\left|S^{*} A^{*}\right|\right) \leq \operatorname{supp}\left(\left|A^{*}\right|\right) \sim \operatorname{supp}(|A|)
\end{aligned}
$$

Therefore, Proposition 2.4 implies

$$
\mu_{t+s}(T S) \leq\left(\mu_{t}(T)+\varepsilon\right)\left(\mu_{s}(S)+\varepsilon\right) .
$$

2.6. Lemma. Let $T$ be a $\tau$-measurable operator. For a projection $E$ in $\mathscr{M}$, we get

$$
\mu_{t}(T E)=0 \quad \text { for } t \geq \tau(E) .
$$

In particular, if $\tau(1)=\alpha$ is finite, then

$$
\mu_{t}(T)=0 \quad \text { for } t \geq \alpha .
$$

Proof. It follows from Proposition 2.4.
2.7. Proposition. Let $T$ be a positive $\tau$-measurable operator. Then we have

$$
\tau(T)=\int_{0}^{\infty} \mu_{t}(T) d t .
$$

Proof. When $T$ is of the form

$$
\begin{equation*}
\sum_{i=1}^{n} \alpha_{i} E_{i} \tag{1}
\end{equation*}
$$

( $\alpha_{i}>0$ and $E_{i}$ are mutually orthogonal projections in $\mathscr{M}$ ), the result is proved in p. 190-191, [26]. (In [26], the extra assumption $\tau\left(E_{i}\right)<+\infty$ is posed. But, if $\tau\left(E_{i}\right)=+\infty$ for some $i$, then we obviously get $\infty=\infty$.)

At first we claim that the equality remains valid for any positive bounded $T$. Using the spectral projections, one can write $T$ as the norm limit of an increasing sequence $\left\{T_{n}\right\}$ of operators having the form (1). We have

$$
\mu_{t}\left(T_{n}\right) \nearrow \mu_{t}(T) .
$$

(In fact, it follows immediately from Lemma 2.5, (i), (v) that $\mid \mu_{t}\left(S_{1}\right)-$ $\mu_{t}\left(S_{2}\right) \mid \leq\left\|S_{1}-S_{2}\right\|$ for any operators $S_{i}$.) Therefore, $\int_{0}^{\infty} \mu_{t}\left(T_{n}\right) d t \nearrow$ $\int_{0}^{\infty} \mu_{t}(T) d t$ as $n \nearrow \infty$ by the monotone convergence theorem. On the other hand, we obviously have $\tau\left(T_{n}\right) \nearrow \tau(T)$ as $n \rightarrow \infty$.

Let us now assume that $T$ is a general positive $\tau$-measurable operator. For each $n$, we set

$$
E_{n}=E_{[0, n]}(T)
$$

By Lemma 2.5, (iii),

$$
\mu_{t}\left(T E_{1}\right) \leq \mu_{t}\left(T E_{2}\right) \leq \cdots \leq \mu_{t}(T) .
$$

We claim that $\lim _{n \rightarrow \infty} \mu_{t}\left(T E_{n}\right)=\mu_{t}(T)$. Assume that $s=$ $\lim _{n \rightarrow \infty} \mu_{t}\left(T E_{n}\right)<\mu_{t}(T)$. Then $E_{\left(\mu_{t}\left(T E_{n}\right), \infty\right)}\left(T E_{n}\right)=E_{\left(\mu_{t}\left(T E_{n}\right), n\right]}(T)$ converges to $E_{[s, \infty)}(T)$ strongly. Since $\tau\left(E_{\left(\mu_{t}\left(T E_{n}\right), \infty\right)}\left(T E_{n}\right)\right) \leq t$, the lower semi-continuity of $\tau$ implies

$$
\tau\left(E_{(s, \infty)}(T)\right) \leq \tau\left(E_{[s, \infty)}(T)\right) \leq \liminf _{n \rightarrow \infty} \tau\left(E_{\left(\mu_{r}\left(T E_{n}\right), \infty\right)}\left(T E_{n}\right)\right) \leq t
$$

which contradicts $s<\mu_{t}(T)$. Therefore we have

$$
\mu_{t}\left(T E_{n}\right) \nearrow \mu_{t}(T) \text { and } \int_{0}^{\infty} \mu_{t}\left(T E_{n}\right) d t \nearrow \int_{0}^{\infty} \mu_{t}(T) d t
$$

as $n \rightarrow \infty$ by the monotone convergence theorem. On the other hand, $\tau\left(T E_{n}\right) \nearrow \tau(T)$ as $n \rightarrow \infty$ (from the definition). Therefore, the general case is reduced to the bounded case.
2.8. Corollary. Let $f$ be a continuous increasing function on $[0, \infty)$ with $f(0)=0$. For each $\tau$-measurable operator $T$, we have

$$
\tau(f(|T|))=\int_{0}^{\infty} f\left(\mu_{t}(T)\right) d t
$$

In particular,

$$
\|T\|_{p}=\left(\int_{0}^{\infty} \mu_{t}(T)^{p} d t\right)^{1 / p} \quad \text { for } 0<p<\infty
$$

Proof. Apply Lemma 2.5, (iv), and Proposition 2.7.
We now characterize spectral dominance (see [1], [3]) in terms of generalized $s$-numbers. The next result was stated in Remark 5, [3] without proof.
2.9. Corollary. Let T, $S$ be positive $\tau$-measurable operators. The following conditions are equivalent:
(i) $\mu_{t}(T) \leq \mu_{t}(S), t>0$,
(ii) $\lambda_{s}(T) \leq \lambda_{s}(S), s \geq 0$,
(iii) $\tau(f(T)) \leq \tau(f(S)$ ) for any continuous increasing function $f$ on $[0, \infty)$ with $f(0)=0$.

Proof. (i) $\Rightarrow$ (iii) follows from Corollary 2.8.
(iii) $\Rightarrow$ (ii) One can approximate the characteristic function $\chi_{(s, \infty)}$ from below by a sequence $\left\{f_{n}\right\}$ of continuous increasing functions on $[0, \infty)$ with $f_{n}(0)=0$, and we have $\tau\left(f_{n}(T)\right) \leq \tau\left(f_{n}(S)\right)$ by the assumption. It follows from Lebesgue's dominated convergence theorem (applied to $d\left\|E_{s}(T) \xi\right\|^{2}, \xi$ is a vector) that $f_{n}(T) \nearrow E_{(s, \infty)}(T)$ and $f_{n}(S) \nearrow$ $E_{(s, \infty)}(S)$ strongly as $n \rightarrow \infty$. Thus, the normality of $\tau \operatorname{implies} \lambda_{s}(T) \leq$ $\lambda_{s}(S)$. (ii) $\Rightarrow$ (i) follows from Proposition 2.2.

When $\mathscr{M}$ is a factor, the above three conditions are of course equivalent to the spectral dominance $E_{(s, \infty)}(T) \leq E_{(s, \infty)}(S), s \geq 0$.
3. Convergence theorems for gages. Throughout the section, let $\mathscr{M}$ be a von Neumann algebra with a faithful semi-finite normal trace $\tau$ (i.e. $\tau$ is a gage in the sense of Segal, [23]). As a direct analogue of the measure theory, on expects for example the following "dominated convergence theorem": if a sequence $\left\{T_{n}\right\}$ of $\tau$-measurable operators tends to $T$ in the measure topology and if there is a positive integrable operator $S$ with $\left|T_{n}\right| \leq S$, then one would get

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \tau\left(T_{n}\right)=\tau(T) \tag{2}
\end{equation*}
$$

However, in the literature ([20], [27]) the theorem in the above expected form has not been proved. (As explained in p. 29, [27], difficulty comes from failure of the operator inequality $|T+S| \leq|T|+|S|)$. In fact, (2) was proved under slightly unnatural conditions such as

$$
-S \leq \operatorname{Re} T_{n} \leq S \quad \text { and } \quad-S \leq \operatorname{Im} T_{n} \leq S
$$

In this section, among other things, we will prove the "correct" dominated convergence theorem based on the tools developed in $\S 2$. We will also prove "Fatou's lemma" for generalized $s$-numbers. As mentioned in §0, this viewpoint is new, and will prove very useful.

We begin by characterizing the convergence in the measure topology (recall 1.5) in terms of generalized $s$-numbers.
3.1. Lemma. Let $T_{n}, n=1,2, \ldots$, and $T$ be $\tau$-measurable operators. Then $\left\{T_{n}\right\}$ converges to $T$ in the measure topology if and only if

$$
\lim _{n \rightarrow \infty} \mu_{t}\left(T-T_{n}\right)=0 \quad \text { for each } t>0
$$

Proof. We will prove that $S \in V(\varepsilon, \delta)(1.5)$ if and only if $\mu_{\delta}(S) \leq \varepsilon$. When $S \in V(\varepsilon, \delta)$, we clearly have $\mu_{\delta}(S) \leq \varepsilon$ (Definition 2.1). Conversely, if $\mu_{\delta}(S) \leq \varepsilon$, then $E=E_{\left[0, \mu_{\delta}(S)\right]}(|S|)$ satisfies $\tau(1-E)=$ $\lambda_{\mu_{\delta}(S)}(S) \leq \delta$ (Proposition 2.2). Since

$$
\|S E\|=\||S| E\| \leq \mu_{\delta}(S) \leq \varepsilon
$$

we get $S \in V(\varepsilon, \delta)$.
The next result was stated in [3] (Proposition 13) without proof.
3.2. Proposition. The following three conditions are equivalent for a $\tau$-measurable operator $T$ :
(i) $\lambda_{\varepsilon}(T)<+\infty$ for all $\varepsilon>0$,
(ii) $\lim _{t \rightarrow \infty} \mu_{t}(T)=0$,
(iii) there exists a sequence $\left\{T_{n}\right\}$ of $\tau$-measurable operators (bounded if wished) converging to $T$ in the measure topology such that $\tau\left(\operatorname{supp}\left|T_{n}\right|\right)<\infty$ for each $n$.

Proof. (iii) $\Rightarrow$ (ii) For any $\varepsilon>0$, pick up an integer $n_{0}$ with $\mu_{1}\left(T-T_{n_{0}}\right) \leq \varepsilon$ (Lemma 3.1). Since $\mu_{t}\left(T_{n_{0}}\right)=0$ for $t \geq \tau\left(\operatorname{supp}\left(\left|T_{n_{0}}\right|\right)\right)$ (Lemma 2.6), Lemma 2.5, (v) implies

$$
\mu_{t}(T) \leq \mu_{t-1}\left(T_{n_{0}}\right)+\mu_{1}\left(T-T_{n_{0}}\right) \leq \varepsilon
$$

for $t \geq \tau\left(\operatorname{supp}\left(\left|T_{n_{0}}\right|\right)\right)+1$.
(ii) $\Rightarrow$ (i) For any $\varepsilon>0$, pick up $t_{0}>0$ such that $\mu_{t_{0}}(T) \leq \varepsilon$. We then get

$$
\infty>t_{0} \geq \lambda_{\mu_{t_{0}}(T)}(T) \geq \lambda_{\varepsilon}(T)
$$

(Proposition 2.2).
(i) $\Rightarrow$ (iii) If $T=U \int_{0}^{\infty} \lambda d E_{\lambda}(|T|)$, then the sequence

$$
\left\{U \int_{n^{-1}}^{n} \lambda d E_{\lambda}(|T|)\right\}_{n=1,2, \ldots}
$$

does a job.
3.3. Remark. For a $\tau$-measurable operator in the class characterized in Proposition 3.2, we can strengthen Corollary 2.8. Namely, if $T$ is in this class and $g$ is a non-negative Borel function on $[0, \infty)$ with $g(0)=0$ (not necessarily increasing), we get

$$
\begin{equation*}
\tau(g(|T|))=\int_{0}^{\infty} g\left(\mu_{t}(T)\right) d t \tag{3}
\end{equation*}
$$

To prove this, at first we note

$$
\tau\left(E_{(s, \infty)}(S)\right)=\int_{0}^{\infty} \chi_{(s, \infty)}\left(\mu_{t}(S)\right) d t, \quad s \geq 0
$$

for any positive $\tau$-measurable $S$. This is obtained by approximating the characteristic function $\chi_{(s, \infty)}$ from below by functions described in Corollary 2.8. Similarly we get

$$
\tau\left(E_{[s, \infty]}(S)\right)=\int_{0}^{\infty} \chi_{[s, \infty)}\left(\mu_{t}(S)\right) d t, \quad s \geq 0
$$

Therefore, if $T$ is in the above mentioned class and I is an interval in $(0, \infty)$, we get

$$
\tau\left(E_{I}(|T|)\right)=\int_{0}^{\infty} \chi_{I}\left(\mu_{t}(T)\right) d t
$$

The class of measurable subsets $I$ in the interval $(\varepsilon, \infty)(\varepsilon>0$ fixed) for which the above equality holds is closed under countable disjoint union and complement and hence includes all Borel subsets in $(\varepsilon, \infty) .(\infty-\infty$ does not occur when one takes a complement thanks to $\lim _{t \rightarrow \infty} \mu_{t}(T)=0$.) Since $g \chi_{(\varepsilon, \infty)} \uparrow g$ as $\varepsilon \rightarrow 0$, (3) follows.

We also remark that all $L^{p}(\mathscr{M} ; \tau), 0<p<\infty$, are included in this class. In fact, if $T$ is in $L^{p}(\mathscr{M} ; \tau)$ then

$$
\begin{aligned}
\mu_{t}(T)^{p} & \leq t^{-1} \int_{0}^{t} \mu_{s}(T)^{p} d s \leq t^{-1} \int_{0}^{\infty} \mu_{s}(T)^{p} d s \\
& =t^{-1}\|T\|_{p}^{p} \rightarrow 0 \quad \text { as } t \rightarrow \infty
\end{aligned}
$$

The following "Fatou's lemma" is very useful:
3.4. Lemma (cf. Appendix of [15]). Let $\left\{T_{n}\right\}$ be a sequence of $\tau$-measurable operators converging to $T$ in the measure topology.
(i) $\mu_{t}(T) \leq \liminf \mu_{t}\left(T_{n}\right)$ for each $t>0$.
(ii) $\mu_{t}(T)=\lim _{n \rightarrow \infty}^{n \rightarrow \infty} \mu_{t}\left(T_{n}\right)$ if $s \rightarrow \mu_{s}(T)$ is continuous at $s=t$, or if $\mu_{t}\left(T_{n}\right) \leq \mu_{t}(T)$.

Proof. (i) For each $\varepsilon>0$, Lemma 2.5(v) implies that

$$
\mu_{t+\varepsilon}(T)-\mu_{\varepsilon}\left(T-T_{n}\right) \leq \mu_{t}\left(T_{n}\right)
$$

Taking the $\liminf _{n \rightarrow \infty}$ of the both sides and using Lemma 3.1, we get

$$
\mu_{t+\varepsilon}(T) \leq \liminf _{n \rightarrow \infty} \mu_{t}\left(T_{n}\right)
$$

Letting $\varepsilon \downarrow 0$, we get by Lemma 2.5, (i),

$$
\mu_{t}(T) \leq \liminf _{n \rightarrow \infty} \mu_{t}\left(T_{n}\right)
$$

(ii) Picking up a small $\varepsilon>0(0<\varepsilon<t)$, we get as before

$$
\begin{aligned}
\mu_{t}\left(T_{n}\right) & \leq \mu_{t-\varepsilon}(T)+\mu_{\varepsilon}\left(T_{n}-T\right), \\
\limsup _{n \rightarrow \infty} \mu_{t}\left(T_{n}\right) & \leq \mu_{t-\varepsilon}(T) .
\end{aligned}
$$

If $s \rightarrow \mu_{s}(T)$ is continuous at $s=t$, letting $\varepsilon \downarrow 0$ we get

$$
\limsup _{n \rightarrow \infty} \mu_{t}\left(T_{n}\right) \leq \mu_{t}(T)\left(\leq \liminf _{n \rightarrow \infty} \mu_{t}\left(T_{n}\right)\right)
$$

When $\mu_{t}\left(T_{n}\right) \leq \mu_{t}(T)$, the result is clear.
The proof of the next (known) result should be compared with that in [27].
3.5. Theorem. Let $\left\{T_{n}\right\}$ be a sequence of positive $\tau$-measurable operators converging to $T$ in the measure topology.
(i) ( Fatou's lemma) $\tau(T) \leq \liminf _{n \rightarrow \infty} \tau\left(T_{n}\right)$.
(ii) (Monotone convergence theorem.) If $T_{n} \leq T$ (or even if $\mu_{t}\left(T_{n}\right) \leq$ $\left.\mu_{t}(T), t>0\right)$, then

$$
\tau(T)=\lim _{n \rightarrow \infty} \tau\left(T_{n}\right)
$$

Proof. (i) We estimate:

$$
\begin{aligned}
\tau(T) & =\int_{0}^{\infty} \mu_{t}(T) d t \quad \text { (Proposition 2.7) } \\
& \leq \int_{0}^{\infty} \liminf _{n \rightarrow \infty} \mu_{t}\left(T_{n}\right) d t \quad \text { (Lemma 3.4) } \\
& \leq \liminf _{n \rightarrow \infty} \int_{0}^{\infty} \mu_{t}\left(T_{n}\right) d t \quad \text { (usual Fatou's lemma) } \\
& =\liminf _{n \rightarrow \infty} \tau\left(T_{n}\right)
\end{aligned}
$$

(ii) It follows from (i) and

$$
\tau\left(T_{n}\right)=\int_{0}^{\infty} \mu_{t}\left(T_{n}\right) d t \leq \int_{0}^{\infty} \mu_{t}(T) d t=\tau(T)
$$

3.6. Theorem. Let $\left\{T_{n}\right\}$ be a sequence of $\tau$-measurable operators converging to $T$ in the measure topology. Assume that there exist $\tau$-measurable operators $S_{n}, n=1,2, \ldots$, and $S$ in $L^{p}(\mathscr{M} ; \tau), 0<p<\infty$, satisfying the following conditions:
(i) $\mu_{t}\left(T_{n}\right) \leq \mu_{t}\left(S_{n}\right)$ (it is satisfied if $\left|T_{n}\right| \leq\left|S_{n}\right|$, Lemma 2.5, (ii), (iii)),
(ii) $\|S\|_{p}=\lim _{n \rightarrow \infty}\left\|S_{n}\right\|_{p}$,
(iii) $\mu_{t}(S) \leq \liminf _{n \rightarrow \infty} \mu_{t}\left(S_{n}\right)$. (It is satisfied if $\left\{S_{n}\right\}$ converges to $S$ in the measure topology, Lemma 3.4, (i).) Then; $T_{n}$ and $T$ are in $L^{p}(\mathscr{M} ; \tau)$, and we have

$$
\lim _{n \rightarrow \infty}\left\|T-T_{n}\right\|_{p}=0
$$

If $p=1$, then we also get

$$
\lim _{n \rightarrow \infty} \tau\left(T_{n}\right)=\tau(T)
$$

Of course, the dominated convergence theorem described at the beginning of the section is included in this theorem. (Take $p=1$ and $S_{n}=S$.)

Proof. At first we note $|\tau(T)| \leq \tau(|T|)$ whenever $T \in L^{1}(\mathscr{M} ; \tau)$ (see $\mathrm{V} \S 2$, [24] for example). The last statement follows from

$$
\left|\tau\left(T_{n}\right)-\tau(T)\right|=\left|\tau\left(T_{n}-T\right)\right| \leq \tau\left(\left|T_{n}-T\right|\right)=\left\|T_{n}-T\right\|_{1} .
$$

Obviously, (i) implies $T_{n} \in L^{p}(\mathscr{M} ; \tau)$. Also, (any version of) Fatou's lemma implies

$$
\|T\|_{p} \leq \liminf _{n \rightarrow \infty}\left\|T_{n}\right\|_{p} \leq \liminf _{n \rightarrow \infty}\left\|S_{n}\right\|_{p}=\|S\|_{p}<\infty
$$

and $T \in L^{p}(\mathscr{M} ; \tau)$. By Lemma 2.5, (iv), we have

$$
\mu_{t}\left(T-T_{n}\right) \leq \mu_{t / 2}(T)+\mu_{t / 2}\left(T_{n}\right) \leq \mu_{t / 2}(T)+\mu_{t / 2}\left(S_{n}\right),
$$

and hence,

$$
\mu_{t}\left(T-T_{n}\right)^{p} \leq C_{p}\left\{\mu_{t / 2}(T)^{p}+\mu_{t / 2}\left(S_{n}\right)^{p}\right\},
$$

where $C_{p}=\operatorname{Max}\left(1,2^{p-1}\right)$. Since $\lim _{n \rightarrow \infty} \mu_{t}\left(T-T_{n}\right)^{p}=0($ Lemma 3.1) and $\liminf _{n \rightarrow \infty} \mu_{t / 2}\left(S_{n}\right)^{p} \geq \mu_{t / 2}(S)^{p}$ ((iii)), the non-negative function $C_{p}\left\{\mu_{t / 2}(T)^{p}+\mu_{t / 2}\left(S_{n}\right)^{p}\right\}-\mu_{t}\left(T-T_{n}\right)^{p}$ satisfies

$$
\begin{gathered}
\liminf _{n \rightarrow \infty}\left[C_{p}\left\{\mu_{t / 2}(T)^{p}+\mu_{t / 2}\left(S_{n}\right)^{p}\right\}-\mu_{t}\left(T-T_{n}\right)^{p}\right] \\
\geq C_{p}\left\{\mu_{t / 2}(T)^{p}+\mu_{t / 2}(S)^{p}\right\} .
\end{gathered}
$$

Usual Fatou's Lemma thus implies

$$
\begin{aligned}
\int_{0}^{\infty} & C_{p}\left\{\mu_{t / 2}(T)^{p}+\mu_{t / 2}(S)^{p}\right\} d t \\
& \leq \int_{0}^{\infty} \liminf _{n \rightarrow \infty}\left[C_{p}\left\{\mu_{t / 2}(T)^{p}+\mu_{t / 2}\left(S_{n}\right)^{p}\right\}-\mu_{t}\left(T-T_{n}\right)^{p}\right] d t \\
& \leq \operatorname{limin}_{n \rightarrow \infty} \int_{0}^{\infty}\left[C_{p}\left\{\mu_{t / 2}(T)^{p}+\mu_{t / 2}\left(S_{n}\right)^{p}\right\}-\mu_{t}\left(T-T_{n}\right)^{p}\right] d t .
\end{aligned}
$$

In other words, we have

$$
2 C_{p}\left(\|T\|_{p}^{p}+\|S\|_{p}^{p}\right) \leq \liminf _{n \rightarrow \infty}\left\{2 C_{p}\left(\|T\|_{p}^{p}+\left\|S_{n}\right\|_{p}^{p}\right)-\left\|T-T_{n}\right\|_{p}^{p}\right\}
$$

By (ii) and the fact that every norm is finite, we get

$$
0 \leq-\limsup _{n \rightarrow \infty}\left\|T-T_{n}\right\|_{p}^{p}
$$

that is, $\lim _{n \rightarrow \infty}\left\|T-T_{n}\right\|_{p}=0$.
3.7. Theorem. Let $T_{n}, n=1,2, \ldots$, and $T$ be elements in $L^{p}(\mathscr{M} ; \tau)$, $0<p<\infty$. The following two conditions are equivalent:
(i) $\lim _{n \rightarrow \infty}\left\|T-T_{n}\right\|_{p}=0$,
(ii) $\lim _{n \rightarrow \infty}\left\|T_{n}\right\|_{p}=\|T\|_{p}$ and $T_{n} \rightarrow T$ in the measure topology.

If, in addition, $1<p<\infty$, they are also equivalent to
(iii) $\lim _{n \rightarrow \infty}\left\|T_{n}\right\|_{p}=\|T\|_{p}$ and $T_{n} \rightarrow T$ in the $\sigma\left(L^{p}, L^{q}\right)$-topology, where $q$ is the conjugate exponent of $p$.

Proof. (i) $\Rightarrow$ (ii), (i) $\Rightarrow$ (iii) are obvious. (ii) $\Rightarrow$ (i) follows from Theorem 3.6 with $S_{n}=\left|T_{n}\right|$ and $S=|T|$. In fact, (iii) in Theorem 3.6 is checked as follows:

$$
\mu_{t}(S)=\mu_{t}(T) \leq \liminf _{n \rightarrow \infty} \mu_{t}\left(T_{n}\right)=\lim _{n \rightarrow \infty} \mu_{t}\left(S_{n}\right)
$$

Here, Lemma 2.5, (ii), and Lemma 3.4,(i) were used. (iii) $\Rightarrow$ (i) follows from the uniform convexity of $L^{p}(\mathscr{M} ; \tau), 1<p<\infty$. (cf. [13], [14], [34]).

The theorem ((ii) $\Rightarrow$ (i)) was previously known for special values of $p$ only when $\tau(1)<\infty$. (cf. [14], [21]). Also, here is one subtlety in the above proof worth pointing out. Although we were able to check the condition (iii) in Theorem 3.6, the following problem is still open: Let $\left\{T_{n}\right\}$ be a sequence of $\tau$-measurable operators converging to $T$ in the measure topology. Does the sequence $\left\{\left|T_{n}\right|\right\}$ converge to $|T|$ in the measure topology? The answer is affirmative if $\tau(1)<+\infty$. More information can be found in [19], [20] (when $\tau(1)<\infty$ ).
4. Convexity and concavity inequalities. Here, we study convexity (and concavity) inequalities involving $\mu_{t}$ and provide "real analysis" proofs to the classical norm inequalities. Not only that, we will carefully compare these classical norm inequalities with inequalities involving $\mu_{t}$ due to $\mathbf{A}$. Grothendieck, J. von Neumann, H. Weyl, and the first named author. We will also show that these "semi-finite techniques" are useful in the theory of Haagerup's $L^{p}$-spaces.

The topics here are closely related to [1], [2], [3], [8], [9], [11], [32], and as in [3] our philosophy is that, inside a trace, operators behave "like functions."

Until further notice, throughout we will assume that $\mathscr{M}$ is a von Neumann algebra with a faithful semi-finite normal trace $\tau$.

Thanks to Proposition 2.7 and Corollary 2.8, one can derive inequalities involving the trace $\tau$ from these involving $\mu_{t}$. The converse is also possible to some extent thanks to
4.1. Lemma (cf. Lemma 3.3. [8]). Assume that $\mathscr{M}$ has no minimal projection. For any $\tau$-measurable operator $T$, we have

$$
\int_{0}^{t} \mu_{s}(T) d s=\sup \{\tau(E|T| E) ; E \text { is a projection in } \mathscr{M} \text { with } \tau(E) \leq t\}
$$

If $|T|$ does not have a point spectrum, the supremum may be taken over all projections (of trace at most $t$ ) in the von Neumann subalgebra generated by the spectral projections of $|T|$.

Proof. We may assume $T \geq 0$. Let $T=\int_{0}^{\infty} \lambda d E_{\lambda}$ be the spectral decomposition. Take an abelian von Neumann subalgebra $\mathfrak{H}=$ $L^{\infty}(X ; m)$ of $\mathscr{M}$ containing spectral projections of $T$ and with non-atomic measure $m$ (corresponding to $\tau$ ). (Such $\mathfrak{H}$ exists by assumption on $\mathscr{M}$.) Therefore, for $T=f$ in $\mathfrak{H}$, we have $\mu_{t}(T)=f^{*}(t)$ (Remark 2.3.2).

Since ( $X, m$ ) is non-atomic, the classical equality

$$
\int_{0}^{t} f^{*}(s) d s=\sup _{\substack{E \subseteq X \\ m(E) \leq t}} \int_{E}|f| d m
$$

is available. (See p. 202, [26].) This means that

$$
\begin{aligned}
\int_{0}^{t} \mu_{s}(T) d s & =\sup \{\tau(E T E) ; E \text { is a projection in } \mathfrak{U} \text { with } \tau(E) \leq t\} \\
& \leq \sup \{\tau(E T E) ; E \text { is a projection in } \mathscr{M} \text { with } \tau(E) \leq t\}
\end{aligned}
$$

Conversely, when a projection $E$ in $\mathscr{M}$ satisfies $\tau(E) \leq t$ we estimate

$$
\begin{aligned}
\tau(E T E) & =\int_{0}^{\infty} \mu_{s}(E T E) d s \quad \text { (Proposition 2.7) } \\
& =\int_{0}^{t} \mu_{s}(E T E) d s \quad(\text { Lemma 2.6) } \\
& \leq \int_{0}^{t} \mu_{s}(T) d s . \quad(\text { Lemma } 2.5,(\mathrm{vi}))
\end{aligned}
$$

The reader may think that the assumption on $\mathscr{M}$ (no minimal projection) is quite restrictive. But we can always embed $\mathscr{M}$ into $\mathscr{M} \otimes$ $L^{\infty}([0,1] ; d t)$ without changing the $s$-number because of the trivial fact

$$
\mu_{t}(T)=\mu_{t}(T \otimes 1)
$$

where the $s$-number on the right is relative to the tensor product of $\tau$ by the trace

$$
f \rightarrow \int_{0}^{1} f(s) d s
$$

Let us discuss the Hölder inequality:

$$
\begin{equation*}
\|T S\|_{r} \leq\|T\|_{p}\|S\|_{q} \quad\left(p, q, r>0 ; p^{-1}+q^{-1}=r^{-1}\right) \tag{4}
\end{equation*}
$$

Of course, (4) is well-known when $p, q, r \geq 1$. However, it seems that the only proof of (4) for $0<r<1$ is based on the Weyl inequality (see [8])

$$
\Lambda_{t}(T S) \leq \Lambda_{t}(T) \Lambda_{t}(S), \quad t>0
$$

Here, $\Lambda_{t}(T)$ is defined by

$$
\Lambda_{t}(T)=\exp \int_{0}^{t} \log \mu_{s}(T) d s, \quad t>0
$$

It is easy to see that if for example $T$ satisfies the "Lorentz space"-type condition

$$
\begin{equation*}
T \in \mathscr{M} \quad \text { or } \quad \mu_{t}(T) \leq C t^{-\alpha} \quad(C, \alpha>0), t>0 \tag{5}
\end{equation*}
$$

then $\Lambda_{t}(T)$ is well-defined (i.e., $\infty-\infty$ does not occur). Whenever $\Lambda_{t}(T)$ appears in what follows, we will always understand that $T$ satisfies (5). Actually, the assumption (5) is satisfied by "almost all" $\tau$-measurable operators appearing in applications. (Cf. the estimate before Lemma 3.4.)
4.2. Theorem. Let $T$, $S$ be $\tau$-measurable operators.
(i) $\|T S\|_{r} \leq\|T\|_{p}\|S\|_{q}\left(p, q, r>0 ; p^{-1}+q^{-1}=r^{-1}\right)$.
(ii) $\Lambda_{t}(T S) \leq \Lambda_{t}(T) \Lambda_{t}(S), t>0$.
(iii) $\int_{0}^{t} f\left(\mu_{s}(T S)\right) d s \leq \int_{0}^{t} f\left(\mu_{s}(T) \mu_{s}(S)\right) d s$
for any increasing function $f: \mathbf{R}_{+} \rightarrow \mathbf{R}$ such that $t \rightarrow f\left(e^{t}\right)$ is convex.
This result for $\tau$-compact elements in $\mathscr{M}$ (i.e., elements in $\mathscr{M}$ satisfying the conditions in 3.2 ) was proved in [8]. As mentioned before, not only proofs of (i) ~ (iii) for $\tau$-measurable operators, but we will also show that each of them can be deduced from the others.

Proof. (i) We may and do assume $\|T\|_{p},\|S\|_{q}<\infty$. Then the result follows from Corollary 4.4, (iii), [8], and the trick in the Appendix of [15]. But, since this trick will be repeatedly used later, for the convenience of the reader we will recall the arguments. Let $T=U|T|$ and $|T|=\int_{0}^{\infty} \lambda d E_{\lambda}$
as usual. For each $n \in \mathbf{N}_{+}$, we set

$$
T_{n}=U \int_{0}^{n} \lambda d E_{\lambda}
$$

As $\|T\|_{p}<+\infty$, each $T_{n}$ in $\mathscr{M}$ is $\tau$-compact (cf. p. 315-316, [8]) because of

$$
\mu_{t}\left(T_{n}\right) \leq \mu_{t}(T) \rightarrow 0 \quad \text { as } t \rightarrow \infty
$$

Define $S_{n}$ similarly. By Corollary 4.4, [8] (which is essentially (ii), (iii) for $\tau$-compact operators), we get

$$
\begin{aligned}
\left\{\int_{0}^{\infty} \mu_{s}\left(T_{n} S_{n}\right)^{r} d s\right\}^{1 / r} & \leq\left\{\int_{0}^{\infty} \mu_{s}\left(T_{n}\right)^{p} d s\right\}^{1 / p}\left\{\int_{0}^{\infty} \mu_{s}\left(S_{n}\right)^{q} d s\right\}^{1 / q} \\
& \leq\|T\|_{p}\|S\|_{q}
\end{aligned}
$$

But $T_{n} S_{n} \rightarrow T S$ in the measure topology so that

$$
\begin{aligned}
\|T S\|_{r} & =\left\{\int_{0}^{\infty} \mu_{s}(T S)^{r} d s\right\}^{1 / r} \\
& \left.\leq\left\{\int_{0}^{\infty} \liminf _{n \rightarrow \infty} \mu_{s}\left(T_{n} S_{n}\right)^{r} d s\right\}^{1 / r} \quad \text { (Lemma 3.4, }(i)\right) \\
& \leq \liminf _{n \rightarrow \infty}\left\{\int_{0}^{\infty} \mu_{s}\left(T_{n} S_{n}\right)^{r} d s\right\}^{1 / r} \quad \text { (usual Fatou's lemma) }
\end{aligned}
$$

Combining the above two estimates, we get the desired result. (i) $\Rightarrow$ (ii) At first, for $\tau$-measurable $T, S$, we prove

$$
\begin{equation*}
\left(\int_{0}^{t} \mu_{s}(T S)^{r} d s\right)^{1 / r} \leq\left(\int_{0}^{t} \mu_{s}(T)^{2 r} d s\right)^{1 / 2 r}\left(\int_{0}^{t} \mu_{s}(S)^{2 r} d s\right)^{1 / 2 r} \tag{6}
\end{equation*}
$$

$$
t>0
$$

based on (i). By the remark after Lemma 4.1, we may and do assume that $\mathscr{M}$ has no minimal projection. Let $T=U|T|$ and $S=V|S|$ be the polar decompositions. Let $E$ be a projection in $\mathscr{M}$ which commutes with $|T S|$ and satisfies $\tau(E) \leq t$. Let $F$ be the support projection of $\left|E S^{*}\right|$ and $W$ be the phase part of the polar decomposition of $E S^{*}$. Then

$$
\left\{\begin{array}{l}
W^{*} W=F \\
W W^{*}=\operatorname{supp}(|S E|) \leq E
\end{array}\right.
$$

It is then straightforward to check

$$
E|T S|^{2} E=\left(E S^{*} W^{*} E\right)\left(E W|T|^{2} W^{*} E\right)(E W S E)
$$

Thus, (i) implies that

$$
\begin{aligned}
& \left\|E|T S|^{2} E\right\|_{r} \leq\left\|E S^{*} W^{*} E\right\|_{4 r}\left\|E W|T|^{2} W^{*} E\right\|_{2 r}\|E W S E\|_{4 r} \\
& \quad \leq\left\{\int_{0}^{t} \mu_{s}(S)^{4 r} d s\right\}^{1 / 4 r}\left\{\int_{0}^{t} \mu_{s}(T)^{4 r} d s\right\}^{1 / 2 r}\left\{\int_{0}^{t} \mu_{s}(S)^{4 r} d s\right\}^{1 / 4 r}
\end{aligned}
$$

Here, Lemma 2.6 and Lemma 2.5, (ii), (vi) were used. Notice $\left(E|T S|^{2} E\right)^{r}$ $=E|T S|^{2 r} E$. By taking $\mathfrak{A}$ which includes $E$ in the proof of Lemma 4.1 (where $T$ is replaced by $|T S|^{2 r}$ ), we obtain (by Lemma 4.1)

$$
\left\{\int_{0}^{t} \mu_{s}(T S)^{2 r} d s\right\}^{1 / r} \leq\left\{\int_{0}^{t} \mu_{s}(T)^{4 r} d s\right\}^{1 / 2 r}\left\{\int_{0}^{t} \mu_{s}(S)^{4 r} d s\right\}^{1 / 2 r}
$$

which is exactly (6) since $r>0$ is arbitrary. Dividing the both sides of (6) by $t^{1 / r}$, we get

$$
\left\{\int_{0}^{t} \mu_{s}(T S)^{r} \frac{d s}{t}\right\}^{1 / r} \leq\left\{\int_{0}^{t} \mu_{s}(T)^{2 r} \frac{d s}{t}\right\}^{1 / 2 r}\left\{\int_{0}^{t} \mu_{s}(S)^{2 r} \frac{d s}{t}\right\}^{1 / 2 r}
$$

We now assume that $T, S$ (hence $T S$ ) satisfy (5). By the well-known equality:

$$
\begin{gathered}
\exp \int_{0}^{t} \log |f(s)| \frac{d s}{t}=\lim _{r \rightarrow 0}\left\{\int_{0}^{t}|f(s)|^{r} \frac{d s}{t}\right\}^{1 / r} \\
\text { if } \int_{0}^{t}|f(s)|^{r} \frac{d s}{t}<+\infty \text { for some } r>0
\end{gathered}
$$

(see p. 74, [22] for example), we get

$$
\Lambda_{t}(T S)^{1 / t} \leq \Lambda_{t}(T)^{1 / t} \Lambda_{t}(S)^{1 / t}
$$

(ii) $\Rightarrow$ (iii) This follows from Corollary 4.2, [8], if $T$ and $S$ are bounded. Using the same trick as in the proof of (i), it is clear that (iii) remains valid for any $T, S$. (iii) $\Rightarrow$ (i) follows from the classical Hölder inequality ( with $f(s)=s^{1 / r}$ and $t=+\infty$ ).

We now discuss the Minkowsky inequality:

$$
\|T+S\|_{p} \leq\|T\|_{p}+\|S\|_{p}, \quad p \geq 1
$$

It was shown in [8] that this can be deduced from the von Neumann inequality:

$$
\Phi_{t}(T+S) \leq \Phi_{t}(T)+\Phi_{t}(S), \quad t>0
$$

where

$$
\Phi_{t}(T)=\int_{0}^{t} \mu_{s}(T) d s \quad \text { (recall Lemma 4.1) }
$$

4.3 Lemma (cf. [1], [15], [32]). Let $T, S$ be $\tau$-measurable operators. Then there exist partial isometries $U, V$ in $\mathscr{M}$ such that

$$
|T+S| \leq U|T| U^{*}+V|S| V^{*}
$$

### 4.4. Theorem. Let $T$, $S$ be $\tau$-measurable operators.

(i) $\|T+S\|_{p} \leq\|T\|_{p}+\|S\|_{p}, p \geq 1$
(ii) $\Phi_{t}(T+S) \leq \Phi_{t}(T)+\Phi_{t}(S), t>0$,
(iii) $\int_{0}^{t} f\left(\mu_{s}(T+S)\right) d s \leq \int_{0}^{t} f\left(\mu_{s}(T)+\mu_{s}(S)\right) d s, t>0$,
for any convex continuous increasing function $f: \mathbf{R}_{+} \rightarrow \mathbf{R}$.
Proof. Of course (i) is well-known. (For example it follows from the $L^{p} \times L^{q}$-duality). Also, as mentioned before Lemma 4.3, it can be proved from the von Neumann inequality (see the proof below). Therefore, as before, our main concern is to clarify relation among (i) $\sim$ (iii).
(ii) As usual, we may assume that $\mathscr{M}$ has no minimal projection. Let $E$ be a projection in $\mathscr{M}$ with $\tau(E) \leq t$. Using $U, V$ in Lemma 4.3, we estimate

$$
\begin{aligned}
\tau(E|T+S| E) & \leq \tau\left(E U|T| U^{*} E\right)+\tau\left(E V|S| V^{*} E\right) \\
& \leq \int_{0}^{t} \mu_{s}\left(E U|T| U^{*} E\right) d s+\int_{0}^{t} \mu_{s}\left(E V|S| V^{*} E\right) d s \\
& \leq \int_{0}^{t} \mu_{s}(T) d s+\int_{0}^{t} \mu_{s}(S) d s
\end{aligned}
$$

due to Lemma 2.6. hence Lemma 4.1 implies (ii).
(ii) $\Rightarrow$ (iii) By Lemma 4.3, (i), [8], (iii) follows from (ii) when $S$ and $T$ are bounded. For general $T, S$, (iii) remains valid by the trick in the proof of (i) in Theorem 4.2.
(iii) $\Rightarrow$ (i) follows from the usual Minkowsky inequality (with $f(s)=$ $\left.s^{p}, t=\infty\right)$.

We point out the formula

$$
\Phi_{t}(T)=\inf \left\{\left\|T_{1}\right\|_{1}+t\left\|T_{2}\right\|_{\infty}\right\}
$$

where the infimum is taken over all decompositions $T=T_{1}+T_{2}$. This also proves (ii), and it is very important in the theory of real interpolation. Let $T=T_{1}+T_{2}$ be an arbitrary decomposition. For $0<\alpha<1$ and $s>0$, we estimate

$$
\begin{array}{cc}
\mu_{s}(T) \leq \mu_{\alpha s}\left(T_{1}\right)+\mu_{(1-\alpha) s}\left(T_{2}\right) & \text { (Lemma 2.5, (v)) } \\
\leq \mu_{\alpha s}\left(T_{1}\right)+\left\|T_{2}\right\|_{\infty} & \text { (Lemma 2.5, (i)) }, \\
\Phi_{t}(T) \leq \int_{0}^{t} \mu_{\alpha s}\left(T_{1}\right) d s+t\left\|T_{2}\right\|_{\infty} \leq \int_{0}^{\infty} \mu_{\alpha s}\left(T_{1}\right) d s+t\left\|T_{2}\right\|_{\infty} \\
=\alpha^{-1} \int_{0}^{\infty} \mu_{s}\left(T_{1}\right) d s+t\left\|T_{2}\right\|_{\infty}=\alpha^{-1}\left\|T_{1}\right\|_{1}+t\left\|T_{2}\right\|_{\infty}
\end{array}
$$

Letting $\alpha \uparrow 1$, we get $\Phi_{t}(T) \leq \inf \left\{\left\|T_{1}\right\|_{1}+t\left\|T_{2}\right\|_{\infty}\right\}$. To show the reversed inequality, let $T=u|T|$ be the polar decomposition and $|T|=\int_{0}^{\infty} \lambda d E_{\lambda}$ be the spectral decomposition. We set $\alpha=\mu_{t}(T)$,

$$
T_{1}=u \int_{\alpha}^{\infty}(\lambda-\alpha) d E_{\lambda}, \quad T_{2}=T-T_{1} .
$$

Since $\left|T_{1}\right|=\int_{\alpha}^{\infty}(\lambda-\alpha) d E_{\lambda}=f(|T|)$ with

$$
f(\lambda)= \begin{cases}0 & \text { if } 0 \leq \lambda \leq \alpha, \\ \lambda-\alpha & \text { if } \lambda \geq \alpha,\end{cases}
$$

we get

$$
\begin{aligned}
\mu_{s}\left(T_{1}\right) & =f\left(\mu_{s}(T)\right) \\
& = \begin{cases}\mu_{s}(T)-\alpha & \text { if } 0<s<t, \\
0 & \text { if } s \geq t .\end{cases}
\end{aligned}
$$

Since $\left\|T_{2}\right\|_{\infty} \leq \alpha$, we get

$$
\begin{aligned}
\left\|T_{1}\right\|_{1}+t\left\|T_{2}\right\|_{\infty} & \leq \int_{0}^{\infty} \mu_{s}\left(T_{1}\right) d s+t \alpha \\
& =\int_{0}^{t}\left(\mu_{s}(T)-\alpha\right) d s+t \alpha=\int_{0}^{t} \mu_{s}(T) d s
\end{aligned}
$$

Thus the above formula was proved.
It is also worth pointing out that when positive $\tau$-measurable operators $T, S$ satisfy $\Phi_{t}(T) \leq \Phi_{t}(S), t>0, S$ is said to "submajorize" $T$. In fact, this ordering is one of the most important orderings in the majorization theory.

Before investigating a counterpart of Theorem 4.4 for $0<p<1$, we prove Jensen-type inequalities ([3]) which may be of independent interest.
4.5. Lemma. Let $T$ be a positive $\tau$-measurable operator, and $U$ be a contraction in $\mathscr{M}$. For any continuous increasing convex function $f$ on $\mathbf{R}_{+}$ with $f(0)=0$, we get

$$
\mu_{t}\left(f\left(U T U^{*}\right)\right)=f\left(\mu_{t}\left(U T U^{*}\right)\right) \leq \mu_{t}\left(U f(T) U^{*}\right) .
$$

Iff is concave instead, we get the reversed inequality.
Proof. We will just consider the convex case. (The concave case can be handled similarly.) Since $f$ is convex, it is of the form

$$
f(t)=\sup _{\iota \in I}\left(a_{\imath} t+b_{\iota}\right), \quad t \geq 0
$$

with $a_{\iota} \geq 0$ and $b_{\iota} \leq 0$. For each unit vector $\xi$ and $\iota \in I$, we have

$$
\begin{aligned}
\left(U f(T) U^{*} \xi \mid \xi\right) & \geq\left(U\left(a_{\imath} T+b_{\iota}\right) U^{*} \xi \mid \xi\right) \\
& =a_{\iota}\left(U T U^{*} \xi \mid \xi\right)+b_{\iota}\left\|U^{*} \xi\right\|^{2} \geq a_{\iota}\left(U T U^{*} \xi \mid \xi\right)+b_{\iota}
\end{aligned}
$$

since $b_{\imath} \leq 0$ and $\left\|U^{*} \xi\right\|^{2} \leq 1$. Taking the supremum over $\iota$, we have

$$
\left(U f(T) U^{*} \xi \mid \xi\right) \geq f\left(\left(U T U^{*} \xi \mid \xi\right)\right)
$$

By making use of the expression right before Proposition 2.2, we get

$$
\begin{aligned}
& \mu_{t}\left(U f(T) U^{*}\right)=\inf \sup \left(U f(T) U^{*} \xi \mid \xi\right) \geq \inf \sup f\left(\left(U T U^{*} \xi \mid \xi\right)\right) \\
& \quad=f\left(\inf \sup \left(U T U^{*} \xi \mid \xi\right)\right) \quad(\text { since } f \text { is continuous and increasing }) \\
& \quad=f\left(\mu_{t}\left(U T U^{*}\right)\right)
\end{aligned}
$$

4.6. Proposition. Let $f$ be a continuous increasing function on $\mathbf{R}_{+}$with $f(0)=0$. Let $a, b$ be elements in $\mathscr{M}$ with $a^{*} a+b^{*} b \leq 1$, and $T, S$ be $\tau$-measurable operators.
(i) When $f$ is concave. If $T, S$ are positive, we have

$$
\mu_{t}\left(a^{*} f(T) a+b^{*} f(S) b\right) \leq \mu_{t}\left(f\left(a^{*} T a+b^{*} S b\right)\right), \quad t>0
$$

hence,

$$
\tau\left(a^{*} f(T) a\right)+\tau\left(b^{*} f(S) b\right) \leq \tau\left(f\left(a^{*} T a+b^{*} S b\right)\right)
$$

Also, for general $T, S$, we have

$$
\tau(f(|T+S|)) \leq \tau(f(|T|))+\tau(f(|S|))
$$

(ii) When $f$ is convex. If $T, S$ are positive, we have

$$
\mu_{t}\left(a^{*} f(T) a+b^{*} f(S) b\right) \geq \mu_{t}\left(f\left(a^{*} T a+b^{*} S b\right)\right), \quad t>0
$$

hence,

$$
\tau\left(a^{*} f(T) a\right)+\tau\left(b^{*} f(S) b\right) \geq \tau\left(f\left(a^{*} T a+b^{*} S b\right)\right)
$$

For positive $T, S$; we also get

$$
\tau(f(T+S)) \geq \tau(f(T))+\tau(f(S))
$$

Inequalities in (i) are implicit in [3], but for the sake of completeness we will give full details. More detailed information can be found in [3].

Proof. (i) Consider the von Neumann algebra $\mathscr{M} \otimes M_{2}(\mathbf{C})$ equipped with the trace $\tilde{\tau}=\left[\begin{array}{cc}\tau & 0 \\ 0 & \tau\end{array}\right]$. Applying Lemma 4.5 to the contraction $\left[\begin{array}{ll}a & 0 \\ b & 0\end{array}\right]^{*}$ and the positive ( $\tilde{\tau}$-measurable) operator $\left[\begin{array}{cc}T & 0 \\ 0 & S\end{array}\right]$, we get

$$
\mu_{t}\left(\left[\begin{array}{cc}
a^{*} f(T) a+b^{*} f(S) b & 0 \\
0 & 0
\end{array}\right]\right) \leq \mu_{t}\left(\left[\begin{array}{cc}
f\left(a^{*} T a+b^{*} S b\right) & 0 \\
0 & 0
\end{array}\right]\right)
$$

Here, the $s$-numbers are relative to $\tilde{\tau}$. But this obviously means the first inequality in (i). To show the last inequality in (i), we at first assume $T$, $S \geq 0$. Since $T, S \leq T+S$, there exist contractions $U, V$ in $\mathscr{M}$ such that

$$
\begin{aligned}
T^{1 / 2}= & U(T+S)^{1 / 2}, \quad S^{1 / 2}=V(T+S)^{1 / 2} \\
& U^{*} U+V^{*} V=\operatorname{supp}(T+S)
\end{aligned}
$$

We then estimate

$$
\begin{aligned}
& \tau(f(T))+\tau(f(S))=\tau\left(f\left(U(T+S) U^{*}\right)\right)+\tau\left(f\left(V(T+S) V^{*}\right)\right) \\
& \quad \geq \tau\left(U f(T+S) U^{*}\right)+\tau\left(V f(T+S) V^{*}\right)
\end{aligned}
$$

(Proposition 2.7 and Lemma 4.5).

$$
\begin{aligned}
& =\tau\left(f(T+S)^{1 / 2} U^{*} U f(T+S)^{1 / 2}\right)+\tau\left(f(T+S)^{1 / 2} V^{*} V f(T+S)^{1 / 2}\right) \\
& =\tau\left(f(T+S)^{1 / 2} \operatorname{supp}(T+S) f(T+S)^{1 / 2}\right)=\tau(f(T+S))
\end{aligned}
$$

For general $T, S$, we choose partial isometries $U, V$ in $\mathscr{M}$ such that

$$
|T+S| \leq U|T| U^{*}+V|S| V^{*} \quad(\text { Lemma 4.3 })
$$

Since $U|T| U^{*}, V|S| V^{*} \geq 0$, we get

$$
\tau(f(|T+S|)) \leq \tau\left(f\left(U|T| U^{*}+V|S| V^{*}\right)\right)
$$

(Lemma 2.5, (iii), and Corollary 2.8)

$$
\leq \tau\left(f\left(U|T| U^{*}\right)\right)+\tau\left(f\left(V|S| V^{*}\right)\right) \quad \text { (the previous case) }
$$

$$
\leq \tau(f(|T|))+\tau(f(|S|))
$$

Here, the last inequality follows from $\mu_{t}\left(U|T| U^{*}\right) \leq \mu_{t}(|T|)$ and $\mu_{t}\left(V|S| V^{*}\right) \leq \mu_{t}(|S|)$. (ii) is proved by the same arguments as (i). (But, notice that the last part based on Lemma 4.3 breaks down.)

We now discuss the following inequality:

$$
\begin{equation*}
\|T+S\|_{p}^{p} \leq\|T\|_{p}^{p}+\|S\|_{p}^{p}, \quad 0<p \leq 1 \tag{7}
\end{equation*}
$$

that replaces the Minkowsky inequality, $p \geq 1$. It can be proved that (7) is equivalent to the Grothendieck inequality proved in [9] for $\tau$-compact elements in $\mathscr{M}$ :

$$
\Lambda_{t}(1+|T+S|) \leq \Lambda_{t}(1+|T|) \Lambda_{t}(1+|S|), \quad t>0
$$

and hence to

$$
\begin{equation*}
\int_{0}^{t} g\left(\mu_{s}(T+S)\right) d s \leq \int_{0}^{t} g\left(\mu_{s}(T)\right) d s+\int_{0}^{t} g\left(\mu_{s}(S)\right) d s, \quad t>0 \tag{8}
\end{equation*}
$$

for any increasing function $g$ on $\mathbf{R}_{+}$which is operator concave ([7]) and $g(0)=0$ (cf. [1], [9]). However, operator concavity is a strong condition
and (8) was proved in [3] (when $t=+\infty$ ) for any increasing concave function $f$ with $f(0)=0$. We now state
4.7. Theorem. Let $T, S$ be $\tau$-measurable operators.
(i) $\quad \int_{0}^{t} g\left(\mu_{s}(T+S)\right) d s \leq \int_{0}^{t} g\left(\mu_{s}(T)\right) d s+\int_{0}^{t} g\left(\mu_{s}(S)\right) d s, \quad t>0$, for any increasing concave function $g$ on $\mathbf{R}_{+}$with $g(0)=0$.
(ii) $\quad \Lambda_{t}(1+g(|T+S|)) \leq \Lambda_{t}(1+g(|T|)) \Lambda_{t}(1+g(|S|)), \quad t>0$, for any $g$ as in (i).

Of course (7) follows from (i) (actually from the last inequality in Proposition 4.6, (i)). We will prove (ii) and the bi-implication (i) $\Leftrightarrow$ (ii). But, before its proof, some remarks are in order. For a positive $\tau$-measurable operator $T$, we have

$$
\mu_{t}(1+T)= \begin{cases}\mu_{t}(T)+1 & \text { if } t<\tau(1) \\ 0 & \text { if } t \geq \tau(1)\end{cases}
$$

(by comparing the spectral projections of $T$ and those of $1+T$ ). Therefore, if $t \leq \tau(1)(\tau(1) \in(0, \infty])$, then we have

$$
\Lambda_{t}(1+T)=\exp \int_{0}^{t} \log \left(1+\mu_{s}(T)\right) d s
$$

On the other hand, if $t>\tau(1)$, then (since we are assuming (5) and $\log \left(1+\mu_{t}(T)\right) \sim \log \left(\mu_{t}(T)\right)$ when $\mu_{t}(T)$ is large) we get

$$
0 \leq \int_{0}^{\tau(1)} \log \left(\mu_{s}(1+T)\right) d s<+\infty
$$

and consequently

$$
\Lambda_{t}(1+T)=0
$$

Proof. (i) As usual we may and do assume that $\mathscr{M}$ has no minimal projection. Also, by Lemma 4.3, we may and do assume that $T, S$ are positive. For a projection $E$ in $\mathscr{M}, \tau(E) \leq t$, commuting with $T+S$, we estimate

$$
\begin{aligned}
\tau(E g(T+ & S) E)=\tau(g(E(T+S) E)) \\
& \leq \tau(g(E T E))+\tau(g(E S E)) \quad \text { (Proposition 4.6(i)) } \\
& =\int_{0}^{t} g\left(\mu_{s}(E T E)\right) d s+\int_{0}^{t} g\left(\mu_{s}(E S E)\right) d s \quad \text { (Lemma 2..6) } \\
& \leq \int_{0}^{t} g\left(\mu_{s}(T)\right) d s+\int_{0}^{t} g\left(\mu_{s}(S)\right) d s .
\end{aligned}
$$

Thus, (i) follows from Lemma 4.1.
(i) $\Rightarrow$ (ii) By the comment before the proof, we may and do assume $t \leq \tau(1)$. We apply (i) to the function: $s \rightarrow \log (1+g(s))$ and get

$$
\begin{aligned}
\int_{0}^{t} \log \left(1+g\left(\mu_{s}(T+S)\right)\right) d s \leq & \int_{0}^{t} \log \left(1+g\left(\mu_{s}(T)\right)\right) d s \\
& +\int_{0}^{t} \log \left(1+g\left(\mu_{s}(S)\right)\right) d s
\end{aligned}
$$

Since $g\left(\mu_{s}(T+S)\right)=\mu_{s}(g(|T+S|)$ ), this is exactly (ii) (thanks to the other comment before the proof).
(ii) $\Rightarrow$ (i) To show (i), we may and do assume that $T$ and $S$ are bounded by the usual approximation arguments. Lemma 3.2, [9], asserts that

$$
\int_{0}^{t} g\left(\mu_{s}(T)\right)^{p} d s=\kappa^{-1} p \sin (\pi p) \int_{0}^{\infty} \log \Lambda_{t}(1+r g(|T|)) r^{-1-p} d r
$$

for each $0<p<1$ (and similar formulas for $S$ and $T+S$ ). Thus, (ii) implies

$$
\int_{0}^{t} g\left(\mu_{s}(T+S)\right)^{p} d s \leq \int_{0}^{t} g\left(\mu_{s}(T)\right)^{p} d s+\int_{0}^{t} g\left(\mu_{s}(S)\right)^{p} d s
$$

Letting $p \nearrow 1$, we get (i).
We now assume that $\mathscr{M}$ is a general von Neumann algebra and $\mathfrak{U}=\mathscr{M} x_{\sigma} \mathbf{R}$ is the crossed product explained in 1.6. In the rest of the section, we prove norm inequalities of the Haagerup $L^{p}(\mathscr{M})$ based on the techniques developed so far.
4.8. Lemma. For any $T$ in $L^{p}(\mathscr{M}), 0<p<\infty$, we have

$$
\mu_{t}(T)=t^{-1 / p}\|T\|_{p}, \quad t>0
$$

where $\mu_{t}$ is relative to the canonical trace on $\mathfrak{H}$.
This lemma is proved in [15]. Actually, it is an immediate consequence of Lemma 1.7 and Lemma 2.5, (iv). This lemma implies that an element in $L^{p}(\mathscr{M}), 0<p<\infty$, satisfies the condition (5). Also, for $T$ in $L^{p}(\mathscr{M}), 0<p<\infty$, it is elementary to compute

$$
\left\{\begin{array}{l}
\Phi_{t}(T)=q t^{1 / q}\|T\|_{p} \quad \text { if } 1<p<\infty \text { and } p^{-1}+q^{-1}=1 \\
\Lambda_{t}(T)=\left\{\left(e t^{-1}\right)^{1 / p}\|T\|_{p}\right\}^{t}
\end{array}\right.
$$

4.9. Theorem (cf. [12], [13], [15]).
(i) For $T$ in $L^{p}(\mathscr{M})$ and $S$ in $L^{q}(\mathscr{M})\left(p, q, r>0 ; p^{-1}+q^{-1}=r^{-1}\right)$,
we have

$$
\|T S\|_{r} \leq\|T\|_{p}\|S\|_{q}
$$

(ii) For $T, S$ in $L^{p}(\mathscr{M}), 1 \leq p \leq \infty$, we have

$$
\|T+S\|_{p} \leq\|T\|_{p}+\|S\|_{p}
$$

(iii) For $T$, $S$ in $L^{p}(\mathscr{M}), 0<p \leq 1$, we have

$$
\|T+S\|_{p}^{p} \leq\|T\|_{p}^{p}+\|S\|_{p}^{p}
$$

Proof. (i) Setting $t=1$ in Theorem 4.2, (ii), we get

$$
e^{1 / r}\|T S\|_{r} \leq e^{1 / p}\|T\|_{p} e^{1 / q}\|S\|_{q}
$$

(ii) When $p=1, \infty$, the result is trivial. (The case $p=1$ is actually proved as (iii).) When $1<p<\infty$, setting $t=1$ in Theorem 4.4, (ii), we get

$$
q\|T+S\|_{p} \leq q\|T\|_{p}+q\|T\|_{p}
$$

(iii) Choose $p^{\prime}$ with $0<p^{\prime}<p(\leq 1)$. Setting $g(s)=s^{p^{\prime}}$ and $t=1$ in Theorem 4.7, (i), one directly computes

$$
\left(1-p^{\prime} / p\right)^{-1}\|T+S\|_{p}^{p^{\prime}} \leq\left(1-p^{\prime} / p\right)^{-1}\left(\|T\|_{p}^{p^{\prime}}+\|S\|_{p}^{p^{\prime}}\right)
$$

based on Lemma 4.8. Clearing $\left(1-p^{\prime} / p\right)^{-1}$ and letting $p^{\prime} \nearrow p$, we get (iii).

As pointed out in 1.6, $\operatorname{tr}$ (used to define $\left\|\|_{p}\right.$ ) and the canonical trace $\tau$ on $\mathfrak{H}=\mathscr{M} x_{\sigma} \mathbf{R}$ are different. But, it is possible to relate the $L^{p}$-norm on $L^{p}(\mathscr{M})$ to $\tau$. Namely, the explicit computation of $\Phi_{t}$ before Theorem 4.9 and the formula (with $t=1$ ) after Theorem 4.4 imply that

$$
\|T\|_{p}=q^{-1} \inf \left\{\left\|T_{1}\right\|_{1}+\left\|T_{2}\right\|_{\infty}\right\}, \quad T \in L^{p}(\mathscr{M}), 1<p<\infty
$$ $p^{-1}+q^{-1}=1$, where the infimum is taken over all decompositions $T=$ $T_{1}+T_{2}\left(T_{i}\right.$ are $\tau$-measurable operators affiliated with $\left.\mathfrak{H}\right)$ and the $L^{1}$-norm in the inf sign is relative to the canonical trace on $\mathfrak{U}$.

We now specialize ourselves to the commutative case. The following fact does not seem to have been noticed in classical analysis. Let ( $X, m$ ) be a measure space, and $f$ be a measurable function on $X$. For $1<p<\infty$ ( $p^{-1}+q^{-1}=1$ ), define the function $\tilde{f}$ on $X \times \mathbf{R}$ by

$$
\tilde{f}(x, t)=f(x) e^{t / p}, \quad x \in X, t \in \mathbf{R}
$$

Then, $\|f\|_{p}=\left(\int_{X}|f|^{p} d m\right)^{1 / p}$ is given by

$$
\|f\|_{p}=q^{-1} \inf \left\{\left\|f_{1}\right\|_{1}+\left\|f_{2}\right\|_{\infty}\right\} .
$$

Here, the infimum is taken over all decompositions $\tilde{f}=f_{1}+f_{2}\left(f_{i}\right.$ are functions on $X \times \mathbf{R}$ ) and $\left\|\|_{1}\right.$ in the inf sign is relative to the measure
$d m \otimes e^{-t} d t$ on $X \times \mathbf{R}$. Full details are left to the reader. (It is indeed an amusing exercise.)

Finally let us point out the reason why "semi-finite techniques" were useful in Theorem 4.9. Actually, the Haagerup $L^{p}$-space is sitting in-
 $L^{p \infty}(\mathfrak{H} ; \tau)$ associated with $\mathfrak{U}=\mathscr{M} \times{ }_{\sigma} \mathbf{R}$ and the canonical trace $\left.\tau\right)$ on $\mathfrak{A}$ (although $L^{p}(\mathscr{M}) \subseteq L^{p}(\mathfrak{U} ; \tau)$ is false). Furthermore, $\|T\|_{p}$, $T \in L^{p}(\mathscr{M})$, is exactly the weak $L^{p}$-space norm of $T$. Details on this theory will be published elsewhere.
5. The Clarkson-McCarthy inequalities. This section is devoted to a study of the Clarkson-McCarthy inequalities:

$$
\begin{equation*}
\|T+S\|_{p}^{p}+\|T-S\|_{p}^{p} \leq 2^{p-1}\left(\|T\|_{p}^{p}+\|S\|_{p}^{p}\right), \quad 2 \leq p<\infty \tag{9}
\end{equation*}
$$

$$
\begin{equation*}
\|T+S\|_{p}^{q}+\|T-S\|_{p}^{q} \leq 2\left(\|T\|_{p}^{p}+\|S\|_{p}^{p}\right)^{q / p}, \quad 1<p \leq 2 \tag{10}
\end{equation*}
$$

$p^{-1}+q^{-1}=1$, where $T, S$ are in the Haagerup $L^{p}(\mathscr{M})$. Of course, these inequalities, which imply uniform convexity for the $L^{p}$-spaces, $1<p<\infty$, are known. (cf. [4], [5], [30], [34] for the semi-finite case and [12], [13] for the general case.) The inequality (9) is relatively easy to prove.

Lemma 5.1. Assume $1 \leq p<\infty$, and let $T, S$ be in $L^{p}(\mathscr{M})_{+}$. Then we have

$$
2^{1-p}\|T+S\|_{p}^{p} \leq\|T\|_{p}^{p}+\|S\|_{p}^{p} \leq\|T+S\|_{p}^{p}
$$

Proof. The first inequality is valid for any $T, S$ in $L^{p}(\mathscr{M})$, and it is just Theorem 4.9, (ii) together with the convexity of $t^{p}, t \geq 0$. The second inequality is basically the last statement of Proposition 4.6, (ii) (in the semi-finite case). Since $\operatorname{tr}$ and $\tau$ are different, the arguments in Proposition 4.6 should be modified as follows:

$$
\begin{align*}
\|T\|_{p}^{p}+\|S\|_{p}^{p}= & \operatorname{tr}\left(\left(U(T+S) U^{*}\right)^{p}\right)+\operatorname{tr}\left(\left(V(T+S) V^{*}\right)^{p}\right) \\
& \left(\text { Here, } T^{1 / 2}=U(T+S)^{1 / 2}, S^{1 / 2}=V(T+S)^{1 / 2}\right. \\
& \left.U^{*} U+V^{*} V=\operatorname{supp}(T+S), U, V \in \mathscr{M}\right) \\
= & \mu_{1}\left(\left(U(T+S) U^{*}\right)^{p}\right)+\mu_{1}\left(\left(U(T+S) V^{*}\right)^{p}\right) \quad(\text { Lemma 4.8) }  \tag{Lemma4.8}\\
\leq & \mu_{1}\left(U(T+S)^{p} U^{*}\right)+\mu_{1}\left(V(T+S)^{p} V^{*}\right) \quad(\text { Lemma 4.5) }  \tag{Lemma4.5}\\
= & \operatorname{tr}\left(U(T+S)^{p} U^{*}\right)+\operatorname{tr}\left(V(T+S)^{p} V^{*}\right) \\
= & \operatorname{tr}\left((T+S)^{p / 2} \operatorname{supp}(T+S)(T+S)^{p / 2}\right) \\
= & \operatorname{tr}\left((T+S)^{p}\right)=\|T+S\|_{p}^{p} .
\end{align*}
$$

When $0<p \leq 1$, all the inequalities in the above Lemma are reversed. In fact, the first inequality follows from the operator concavity of $t^{p}, t \geq 0(0<p \leq 1)$ (see [7]) while the second is just Theorem 4.9, (iii).
5.2. Theorem. Let $\mathscr{M}$ be a general von Neumann algebra, and $T, S$ be in $L^{p}(\mathscr{M})$ with $2 \leq p<\infty$. Then we have

$$
\|T+S\|_{p}^{p}+\|T-S\|_{p}^{p} \leq 2^{p-1}\left(\|T\|_{p}^{p}+\|S\|_{p}^{p}\right) .
$$

Proof. Set $p^{\prime}=p / 2 \in[1, \infty)$. We have

$$
\begin{aligned}
\| T+ & S\left\|_{p}^{p}+\right\| T-S\left\|_{p}^{p}=\right\||T+S|^{2}\left\|_{p^{\prime}}^{p^{\prime}}+\right\||T-S|^{2} \|_{p^{\prime}}^{p^{\prime}} \\
& \leq\left\||T+S|^{2}+|T-S|^{2}\right\|_{p^{\prime}}^{p^{\prime}}=2^{p^{\prime}}\left\||T|^{2}+|S|^{2}\right\|_{p^{\prime}}^{p^{\prime}} \\
& \leq 2^{p^{\prime}} 2^{p^{\prime}-1}\left(\left\||T|^{2}\right\|_{p^{\prime}}^{p^{\prime}}+\left\||S|^{2}\right\|_{p^{\prime}}^{p^{\prime}}\right) \\
& =2^{p-1}\left(\|T\|_{p}^{p}+\|S\|_{p}^{p}\right)
\end{aligned}
$$

Here, Lemma 5.1 was used twice.
From the above proof and the remark after Lemma 5.1, it is clear that, when $0<p \leq 2$, the inequality (9) is reversed.

The inequality (10) is more difficult to prove, and some false proofs exist in the literature. Basically, all correct proofs have been done in the framework of the "complex interpolation method" (cf. [13], [34]), and the first named author would like to point out that the "real analysis" proof of (10) presented in [9] is incorrect. We present a direct proof by adopting a method due to Cleaver, [4].
5.3. Theorem. Let $\mathscr{M}$ be a general von Neumann algebra, and $T, S$ be in $L^{p}(\mathscr{M})$ with $1<p \leq 2$. Then we have

$$
\|T+S\|_{p}^{q}+\|T-S\|_{p}^{q} \leq 2\left(\|T\|_{p}^{p}+\|S\|_{p}^{p}\right)^{q / p}
$$

where $p^{-1}+q^{-1}=1$.
Proof. Let $T+S=U|T+S|$ and $T-S=V|T-S|$ be the polar decompositions, and

$$
A=\|T+S\|_{p}^{q-p}|T+S|^{p-1} U^{*}, \quad B=\|T-S\|_{p}^{q-p}|T-S|^{p-1} V^{*} .
$$

Then, $A, B$ are in $L^{q}(\mathscr{M})$; and we have

$$
\operatorname{tr}(A(T+S))=\|T+S\|_{p}^{q}=\|A\|_{q}^{p}, \quad \operatorname{tr}(B(T-S))=\|T-S\|_{p}^{q}=\|B\|_{q}^{p}
$$

It is easy to see that the theorem follows from

$$
\begin{align*}
& |\operatorname{tr}(A(T+S)+B(T-S))| \\
& \quad \leq 2^{1 / q}\left(\|T\|_{p}^{p}+\|S\|_{p}^{p}\right)^{1 / p}\left(\|A\|_{q}^{p}+\|B\|_{q}^{p}\right)^{1 / p} \tag{11}
\end{align*}
$$

for any $A, B$ in $L^{q}(\mathscr{M})$ and any $T, S$ in $L^{p}(\mathscr{M})$. Let $A=U|A|$ and $B=V|B|$ be the polar decompositions, and let $T=H X$ and $S=K Y$ be the right polar decompositions $(H, K \geq 0)$. For $1 / 2 \leq \operatorname{Re} z \leq 1$, we set

$$
\begin{aligned}
& T(z)=H^{p z} X, \quad S(z)=K^{p z} Y, \\
& A(z)=\|A\|_{q}^{p z-q(1-z)} U|A|^{q(1-z)}, \\
& B(z)=\|B\|_{q}^{p z-q(1-z)} V|B|^{q(1-z)} .
\end{aligned}
$$

Then the function

$$
f(z)=\operatorname{tr}(A(z)(T(z)+S(z))+B(z)(T(z)-S(z)))
$$

is bounded continuous on $1 / 2 \leq \operatorname{Re} z \leq 1$ and holomorphic in the interior. For $\operatorname{Re} z=1$, we have

$$
|\operatorname{tr}(A(z) T(z))|=\|A\|_{q}^{p}\left|\operatorname{tr}\left(U|A|^{-l q \operatorname{Im} z} H^{p} H^{i p \operatorname{Im} z} X\right)\right| \leq\|A\|_{q}^{p}\left\|^{T}\right\|_{p}^{p}
$$

Using similar bounds for the other terms, we have

$$
|f(z)| \leq\left(\|A\|_{q}^{p}+\|B\|_{q}^{p}\right)\left(\|T\|_{p}^{p}+\|S\|_{p}^{p}\right), \quad \operatorname{Re} z=1
$$

For $\operatorname{Re} z=1 / 2$, all of $T(z), S(z), A(z)$, and $B(z)$ are in $L^{2}(\mathscr{M})$ and we have

$$
\begin{aligned}
\mid f(z) & \mid \leq\|A(z)\|_{2}\|T(z)+S(z)\|_{2}+\|B(z)\|_{2}\|T(z)-S(z)\|_{2} \\
& \leq\left(\|A(z)\|_{2}^{2}+\|B(z)\|_{2}^{2}\right)^{1 / 2}\left(\|T(z)+S(z)\|_{2}^{2}+\|T(z)-S(z)\|_{2}^{2}\right)^{1 / 2} \\
& =\sqrt{2}\left(\|A(z)\|_{2}^{2}+\|B(z)\|_{2}^{2}\right)^{1 / 2}\left(\|T(z)\|_{2}^{2}+\|S(z)\|_{2}^{2}\right)^{1 / 2},
\end{aligned}
$$

where the parallelogram law was used. But we estimate

$$
\begin{aligned}
& \|T(z)\|_{2}^{2} \leq\left\|H^{p / 2}\right\|_{2}^{2}=\|T\|_{p}^{p} \\
& \|S(z)\|_{2}^{2} \leq\left\|K^{p / 2}\right\|_{2}^{2}=\|S\|_{p}^{p} .
\end{aligned}
$$

We similarly get

$$
\|A(z)\|_{2}^{2} \leq\|A\|_{q}^{p-q}\left\||A|^{q / 2}\right\|_{2}^{2}=\|A\|_{q}^{p}, \quad\|B(z)\|_{2}^{2} \leq\|B\|_{q}^{p} .
$$

Therefore we have proved

$$
|f(z)| \leq \sqrt{2}\left(\|A\|_{q}^{p}+\|B\|_{q}^{p}\right)^{1 / 2}\left(\|T\|_{p}^{p}+\|S\|_{p}^{p}\right)^{1 / 2}, \quad \operatorname{Re} z=1 / 2
$$

By the three line theorem, we get

$$
|f(1 / p)| \leq(\alpha \beta)^{(1 / p-1 / 2) 2}(\sqrt{2} \sqrt{\alpha} \sqrt{\beta})^{(1-1 / p) 2}=2^{1 / q} \alpha^{1 / p} \beta^{1 / p},
$$

where $\alpha, \beta$ are $\|A\|_{q}^{p}+\|B\|_{q}^{p},\|T\|_{p}^{p}+\|S\|_{p}^{p}$ respectively. Since $|F(1 / p)|$ is exactly the left side of (11), the proof is complete.

The main emphasis of the present article has been real analysis methods. Yet, the authors' effort to obtain a real analysis proof of (10) has not been successful. Even in the $B(\mathfrak{y})$ case, the authors are very interested in a real analysis proof of (10). Let us point out that a "real analysis proof" of (10) presented in [17] is incorrect. (Actually, the argument in [17] is based on false inequalities for real numbers.)

## References

[1] C. Akemann, J. Anderson, and G. Pedersen, Triangle inequalities in operator algebras, Linear and Multilinear Algebra, 11 (1982), 167-178.
[2] L. Brown, Lidskii's theorem in the type II case, preprint.
[3] L. Brown and H. Kosaki, Jensen's inequality in semi-finite von Neumann algebras, to appear in J. Operator Theory.
[4] C. E. Cleaver, Interpolation and extension of Lipschitz-Hölder maps on $C_{p}$-spaces, Colloquim Math., 27 (1973), 83-87.
[5] J. Dixmier, Formes linéaires sur un anneau d'opérateurs, Bull. Soc. Math. France, 81 (1953), 9-39.
[6] _Les algèbres d'opérateurs dans l'espace hilbertien (algèbres de von Neumann), Gauthier-Villars, Paris, 1968.
[7] W. Donoghue, Jr., Monotone Matrix Functions and Analytic Continuation, Springer, Berlin-Heidelberg-New York, 1974.
[8] T. Fack, Sur la notion de valeur caractéristique, J. Operator Theory, 7 (1982), 307-333.
[9] , Proof of the conjecture of $A$. Grothendieck on the Fuglede-Kadison determinant, J. Funct. Anal., 50 (1983), 215-228.
$[10]$ I. C. Gohberg and M. G. Krein, Introduction to linear non-selfadjoint operators, Translations of Mathematical Monographs Vol. 18, Amer. Math. Soc., Rhode Island, 1969.
[11] A. Grothendieck, Réarrangements de fonctions et inégalités de convexité dans les algèbres de von Neumann munies d'une trace, Seminaire Bourbaki, (1955), 113-01-113-13.
[12] U. Haagerup, $L^{p}$-spaces associated with an arbitrary von Neumann algebra, Colloques Internationaux, CNRS, No. 274, 175-184.
[13] H. Kosaki, Applications of the complex interpolation method to a von Neumann algebra (Non-commutative $L^{p}$-spaces), J. Funct. Anal., 56 (1984), 29-78.
[14] H. Kosaki, Applications of uniform convexity of non-commutative $L^{p}$-spaces, Trans. Amer. Math. Soc., 283 (1984), 265-282.
$[15] \ldots$, On the continuity of the map $\varphi \rightarrow|\varphi|$ from the predual of $a W^{*}$-algebra, J. Funct. Anal., 59 (1984), 123-131
[16] R. Kunze, $L^{p}$-Fourier transforms in locally compact unimodular groups, Trans. Amer. Math. Soc., 89 (1958), 519-540.
[17] C. McCarthy, $C_{p}$, Israel J. Math., 5 (1967), 249-271.
[18] F. Murray and J. von Neumann, On rings of operators, Ann. of Math., 37 (1936), 116-229.
$[19]$ E. Nelson, Notes on non-commutative integration, J. Funct. Anal., 15 (1974), 103-116.
[20] A. R. Padmanabhan, Convergence in measure and related results in finite rings of operators, Trans. Amer. Math. Soc., 128 (1967), 359-378.
[21] A. R. Padmanabhan, Probabilistic aspects of von Neumann algebras, J. Funct. Anal., 31 (1979), 139-149.
[22] W. Rudin, Real and Complex Analysis, McGraw-Hill, 1974.
[23] I. Segal, A non-commutative extension of abstract integration, Ann. of Math., 57 (1953), 401-457.
[24] B. Simon, Trace Ideals and Their Applications, Cambridge Univ. Press, 1979.
[25] M. G. Sonis, On a class of operators with Segal measure on the projectors, Math. USSR Sbornik, 13 (1971), 344-359.
[26] E. Stein and G. Weiss, Introduction to Fourier Analysis on Euclidean Spaces, Princeton Univ. Press, 1971.
[27] F. Stinespring, Integration theorem for gages and duality for unimodular groups, Trans. Amer. Math. Soc., 90 (1959), 15-56.
[28] M. Takesaki, Duality for crossed products and structure of von Neumann algebras of type III, Acta Math., 131 (1973), 249-310.
[29] , Theory of Operator Algebras I, Springer, Berlin-Heidelberg-New York, 1979.
[30] P. K. Tam, Isometries of $L_{p}$-spaces associated with semi-finite von Neumann algebras, Trans. Amer. Math. Soc., 254 (1979), 339-354.
[31] M. Terp, $L^{p}$-spaces associated with von Neumann algebras, Copenhagen Univ., 1981.
[32] R. C. Thompson, Convex and concave functions of singular values of matrix sums, Pacific J. Math., 66 (1976), 285-290.
[33] F. J. Yeadon, Non-commutative $L^{p}$-spaces, Proc. Cambridge Philos. Soc., 77 (1975), 91-102.
[34] L. Zsido, On the spectral subspaces of locally compact abelian groups of operators, Advances in Math., 36 (1980), 213-276.

Received February 28, 1985 and in revised form July 22, 1985. Research supported in part by NSF.

Université Pierre et Marie Curie
75230 Paris Cedex 05
France
AND
Tulane University
New Orleans, LA 70118
Current address of Hideki Kosaki: Department of Mathematics
College of General Education
Kyushu University
Fukuoka, 810, Japan

