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#### Abstract

A real Banach space is called a Functional Hilbertian Sum (FHS) if it is isometric to the direct sum of Hilbert spaces of dimension at least two via a one-unconditional basis. Various isometric permanence properties of Functional Hilbertian Sums are proved. Many of these results are the real analogues of (and also imply) known theorems concerning complex Banach spaces with one-unconditional (or "hyperorthogonal") bases. For example, it is proved that a space is FHS if and only if it equals the closed linear span of the ranges of its rank-two skew-Hermitian operators. The complex analogue due to Kalton and Wood is as follows: a complex Banach space has a one-unconditional basis provided it equals the closed linear span of the ranges of its rank-one skew-Hermitian operators. The isometries and skew-Hermitian operators on FHS spaces are completely determined and FHS spaces are isometrically classified. Skew-Hermitian operators on general real spaces with a one-unconditional basis are also completely determined, using FHS spaces in an essential manner. Various complementation results are established, insuring that under certain circumstances, one-complemented subspaces of spaces with one-unconditional bases are FHS spaces. One of these yields the real analogue of (and also implies) the theorem of Kalton and Wood that the family of complex Banach spaces with one-unconditional bases is closed under contractive projections. In the course of this investigation, several isometric invariants for real Banach spaces are introduced. Many of these are natural analogues of known invariants for complex spaces and include orthogonal projections, well-embedded spaces, Hilbert components and B. Lie algebras.
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0. Introduction. Let $\Gamma$ be a nonempty set and $\left(X_{\alpha}\right)_{\alpha \in \Gamma}$ a family of nonzero Banach spaces. A Banach space $B$ is said to be a functional unconditional sum of the $X_{\alpha}$ 's if there exists a normalized one-unconditional basis $\underline{u}=\left(u_{\alpha}\right)_{\alpha \in \Gamma}$ for some Banach space $U$ so that $B$ is (linearly isometric to) $\left(\Sigma_{\Gamma} \oplus X_{\alpha}\right)_{u}$; the latter refers to the Banach space consisting of all $x=\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ in $\Pi_{\alpha \in \Gamma} X_{\alpha}$ with $\Sigma_{\alpha \in \Gamma}\left\|x_{\alpha}\right\| u_{\alpha}$ in $U$ under the norm $\|x\|=\left\|\Sigma_{\alpha \in \Gamma}\right\| x_{\alpha}\left\|u_{\alpha}\right\|_{U^{\prime}}$. In case $B$ is real and each $X_{\alpha}$ is a real Hilbert space of dimension at least equal to two, we call $B$ a Functional Hilbertian Sum and denote the class of such spaces by FHS. We shall abuse English at times by using the terminology " $B$ is FHS" to mean that $B$ belongs to FHS. (For complex spaces, one-unconditional bases are called "hyperorthogonal bases" by some authors and, if normalized, "orthonormal systems" by others. Also note that a separable Banach space has a one-unconditional basis if and only if it is isometric to a Banach sequence space with an absolute norm.) Throughout, " $B$ " shall always refer to some real or complex nonzero Banach space. The Lie algebra of $B$, denoted by $\mathfrak{U}(B)$, refers to the set of all operators $T$ on $B$ with $\mathscr{R e} f(T b)=0$ for all $b \in B$ and $f \in B^{*}$ with $f(b)=\|f\|\|b\|$. We refer to the members of $\mathfrak{U}(B)$ as skew-Hermitian operators. "Operator" means "bounded linear map" and "subspace" means "closed linear submanifold."

If $B$ is complex, we may define $T \in \mathscr{L}(B)$ to be Hermitian if $i T$ is skew-Hermitian. Many of our results are known for complex Banach spaces and follow from the rather well developed theory of Hermitian operators. Our focus is on the structure of real Banach spaces; hence we emphasize the Lie algebra of skew-Hermitian operators. In section one, we revew various equivalences and properties of $\mathfrak{X}(B)$, including the fact that this is indeed the Lie algebra of the group of isometries of $B$. The Lie algebra of a Banach space was first formally introduced in [10], and several basic properties were established there. (For basic results about Lie groups and Lie algebras, see [5] or [15].)

We prove the following result in section three below:
Theorem 1. Let $B$ be real. The following are equivalent:
(a) B is a Functional Hilbertian Sum.
(b) B equals the closed linear span of its rank-two skew-Hermitian operators.

This result is the real analogue of a theorem of Kalton and Wood [6] concerning complex Banach spaces. Indeed, they show that a complex

Banach space has a one-unconditional basis if (and only if) it is the closed linear span of its rank-one skew-Hermitian operators. The relationship between these two results is discussed in section three; note that a real Banach space $X$ equals $B_{\mathbf{R}}$ for some complex space $B$ with a one-unconditional basis if and only $X$ is a functional unconditional sum of even-dimensional Hilbert spaces. ( $B_{\mathbf{R}}$ denotes $B$ regarded as a real Banach space.)

In section three, we completely classify the spaces in FHS up to isometry and give a number of their isometric properties. To formulate this classification, we present the following concept: Let $U$ be a real Banach space with a one-unconditional basis $\left(u_{\alpha}\right)_{\alpha \in \Gamma}$. Say that $U$ is pure if $U$ has no rank-two skew-Hermitian operators; otherwise say that $U$ is impure. We show in Corollary 3.4 that $U$ is impure if and only if there exist $\alpha \neq \beta$ so that $\left[u_{\alpha}, u_{\beta}\right.$ ] is the range of a skew-Hermitian operator $T$ on $U$; the kernel of $T$ necessarily equals $\left[u_{j}\right]_{\Gamma \sim\{\alpha, \beta\}}$. We also prove in Theorem 3.11 that if $U$ is pure, then $U$ has no nonzero skew-Hermitian operators. (Throughout, $[A]$ denotes the closed linear span of the set $A$; also if $A=\left\{a_{\alpha}: \alpha \in \Gamma\right\}$, we let $\left[a_{\alpha}\right]_{\Gamma}=[A]=\left[a_{\alpha}\right]$ if $\Gamma$ is understood.) We may formulate the classification for separable spaces as follows: (for this result only, let $\Gamma=\{1,2, \ldots, n\}$ for some positive integer $n$ or $\Gamma=N=\{1,2, \ldots\})$.

Theorem 2. Let B be a separable FHS. There exists a pure separable $U$ with a normalized one-unconditional basis $\underline{u}=\left(u_{j}\right)$ and separable non-onedimensional Hilbert spaces $\left(H_{j}\right)$ so that $B$ is (isometric to) $\left(\sum_{\Gamma} \oplus H_{j}\right)_{\underline{u}}$. The basis $\left(u_{j}\right)$ and the $H_{j}$ 's are isometrically uniquely determined (up to permutation). That is, if $B$ is also isometric to $\left(\Sigma_{\Gamma^{\prime}} \oplus H_{j}^{\prime}\right)_{\underline{v}}$ with $\left(v_{j}\right)$ a normalized one-unconditional basis for $V$, then $\Gamma=\Gamma^{\prime}$ and there exists a one-one onto map $\sigma: \Gamma \rightarrow \Gamma$ with $\left(v_{\sigma(j)}\right)$ isometrically equivalent to $\left(u_{j}\right)$ and $H_{\sigma(j)}^{\prime}$ isometric to $H_{j}$ for all $j$.

Evidently this result yields in particular that FHS spaces have isometrically unique unconditional bases, up to permutation. We also show in section three that every one-unconditional basis splits into two pieces, such that one spans an FHS space which "generates" the Lie algebra of the space. That is, given $\left(u_{\alpha}\right)_{\alpha \in \Gamma}$ a one-unconditional basis for some real $B$, there exist unique disjoint subsets $\Gamma_{1}$ and $\Gamma_{2}$ of $\Gamma$ so that $\mathrm{FH}(B)=\left[u_{\alpha}\right]_{\alpha \in \Gamma_{1}}$ is FHS, and such that an operator $T$ on $B$ is skew-Hermitian if and only if $T \mid \mathrm{FH}(B)$ is skew-Hermitian and $T \mid \mathcal{O}(\mathrm{FH}(B))=0$ where $\mathcal{O}(\mathrm{FH}(B))=$ $\left[u_{\alpha}\right]_{\alpha \in \Gamma_{2}}$. Moreover every skew-Hermitian operator on $\mathrm{FH}(B)$ extends to
one on $B$. We also give a complete description of the skew-Hermitian operators and the group of isometries of an arbitrary FHS space. In particular, we thus obtain a detailed description of the component of the identity of the group of isometries of a finite-dimensional Banach space with a one-unconditional basis.

It is evident that if $B$ is complex with a one-unconditional basis, then $B_{\mathbf{R}}$ is a functional unconditional sum of two-dimensional Hilbert spaces, where $B_{\mathbf{R}}$ denotes $B$ regarded as a real Banach space. Our results then yield the isometric classification of such complex spaces, as well as the characterizations of their groups of isometries and Lie algebras. For example, Theorem 2 holds as stated for arbitrary separable complex spaces $B$ with a one-unconditional basis, except that one simply deletes the requirement that the Hilbert spaces $\left(H_{j}\right)$ be non-one-dimensional. The characterizations of the isometries and Lie algebras of complex Banach spaces with one-unconditional basis are known. They were established by Schneider and Turner [11] for finite-dimensional complex spaces, and by Fleming and Jameson in [3] and [4], for the separable infinite-dimensional ones. (The generalization to spaces of arbitrary cardinality presents no essential difficulties, and we present this in section three also.) Suppose $B$ is complex with a one-unconditional basis $\left(u_{\alpha}\right)_{\Gamma}$ and let $U$ denote the real closed linear span of the $u_{\alpha}$ 's. An equivalence relation on the basis $\left(u_{\alpha}\right)$ was introduced in [11], for finite-dimensional spaces. It turns out that $u_{\alpha}$ is equivalent to $u_{\beta}$ in $B$ if and only if $\left[u_{\alpha}, u_{\beta}\right.$ ] is the range of a rank-two skew-Hermitian operator on $U$. We also note that functional unconditional decompositions of complex Hilbert spaces are introduced in [3] and termed there " $H$-decompositions." We mention these results for their historical importance and to provide a guide for those familiar with them. Our presentation below is however self-contained and formally independent of these earlier results.

One of the open problems which motivated our work is the following one: Suppose $B$ has an unconditional basis and $X$ is complemented in $B$. Does $X$ have an unconditional basis? It is easily seen that one may assume $B$ has a one-unconditional basis. For real spaces, the problem is open even if it is assumed $X$ is one-complemented; i.e., the range of a contractive projection. It follows from the results in [6] (see [9]) that if $X$ is one-complemented in such a $B$ with $B$ complex, then $X$ indeed has a one-unconditional basis (over the complex numbers). We recover this result here by proving a suitable analogue for FHS spaces $B$ (see Theorem 3.15). We also prove that a real Banach space $X$ has a one-unconditional basis if (and only if) $X$ is (isometric to) an orthogonally complemented
subspace of an FHS space. (The concept of orthogonal complementation is developed in section two; this has been previously studied for complex spaces, but apparently not for real ones.)

We also complete here some investigations begun in [10]. A Banach space is called Euclidean if it is isometric to a Hilbert space. A real Banach space $B$ is called a rotation space if $\operatorname{dim} B \geq 3$ and $B$ is a functional unconditional sum of a Hilbert space and a one-dimensional space.

Theorem 3. Let $B$ be real $n$-dimensional with $n \geq 2$.
(a) $B$ is Euclidean if $\operatorname{dim} \mathfrak{A}(B)>(n-1)(n-2) / 2$ (and then $\operatorname{dim} \mathfrak{U}(B)=n(n-1) / 2)$.
(b) $B$ is a non-Euclidean rotation space if and only if $n \geq 3$ and $\operatorname{dim} \mathfrak{A}(B)=(n-1)(n-2) / 2$.

Theorem 3(a) as well as the easy "only if" assertion in 3(b) were established in [10]. We give a self-contained proof of Theorem 3 in section two, as well as completing the classification of the Lie algebras of four-dimensional spaces stated in [10].

The remainder of this work is divided in three sections. In section one we introduce all the relevant concepts and recall results from [10]. We also prove simple things about the concepts, which include orthogonality in real Banach spaces, compatible norms, well-embedded Hilbert spaces, and Hilbert components. (The latter notion was introduced for complex spaces in [6] by Kalton and Wood; our development is substantially different.) Section two contains deeper results characterizing well-embedded Hilbert spaces and Hilbert components. In particular, we establish the following fundamental result in Theorem 2.3: distinct Hilbert components are orthogonal provided one of them is at least two-dimensional. Section three is devoted to establishing various isometric properties of FHS spaces. For example, the general version of Theorem 2 is given as Theorem 3.7; an explicit description of the isometric classification of FHS spaces is given in Theorem 3.14. The Lie algebra of an arbitrary space with one-unconditional basis is described in Theorem 3.8 and Corollary 3.11, while the group of isometries of an FHS space is given by Theorem 3.12.

## 1. Preliminaries.

B. Lie algebras and compatible norms.

We begin by recalling some facts concerning the Lie algebra of a general space $B$. Recall, $\mathfrak{U}(B)$ denotes the (real linear) space of skewHermitian operators on $B$; we let $\mathscr{I}(B)$ denote the set of linear surjective
isometries of $B . \mathscr{I}(B)$ is of course a topological group under the normoperator topology; if $B$ is finite-dimensional, $\mathscr{I}(B)$ is a Lie group. $\mathscr{L}(B)$ denotes the space of operators on $B$.

Theorem 1.1. Let $T$ be an operator on $B$. The following are equivalent:
(a) $T$ is skew-Hermitian.
(b) $\left\|e^{x T}\right\| \leq 1$ for all real $x$.
(c) $e^{x T}$ is in $\mathscr{I}(B)$ for all real $x$.
(d) T belongs to the tangent space of $\mathscr{I}(B)$ at $I$.
(e) $\lim _{x \rightarrow 0}(\|I+x T\|-1) / x=0$.

For a proof, see Theorem 1.4 of [10]. If $B$ is finite-dimensional, notice that (d) shows that $\mathfrak{A}(B)$ is precisely the Lie algebra of the Lie group $\mathscr{I}(B)$. We recall also the following result ("projection" means "idempotent operator"):

Proposition 1.2. Let $S$ and $T$ be skew-Hermitian operators on $B$ and $U$ in $\mathscr{I}(B)$. Let $X$ be a subspace of $B$ and $P: B \rightarrow X$ a norm-one projection from $B$ onto $X$.
(a) $U^{-1} T U$ is skew-Hermitian.
(b) $\mathfrak{A}(B)$ is a weak-operator-closed real linear space.
(c) $T S-S T$ is skew-Hermitian.
(d) $P T \mid X$ is in $\mathfrak{A}(X)$.

This is Proposition 1.5 of [10]. In general, for an operator $T$ on $B$ and $P$ as above, the operator $P T \mid X$ is called the compression of $T$ to $X$ (via $P$ ). Thus (d) asserts that if $T$ is skew-Hermitian on $B$, the compression of $T$ to $X$ is skew-Hermitian on $X$. For operators $S$ and $T$ on $B$, we define the Lie bracket of $S$ and $T,[S, T]$, by $[S, T]=S T-T S$.. Thus (c) shows $\mathfrak{A}(B)$ is closed under Lie-brackets.

We recall now the concept of a compatible norm. Let $B$ with norm $\|\cdot\|$ be isomorphic to Hilbert space and $\|\cdot\|_{H}$ be an equivalent norm on $B .\|\cdot\|$ and $\|\cdot\|_{H}$ are called compatible ( $\|\cdot\|_{H}$ is a compatible norm on $B$ ) if
(a) $H$ is Euclidean $\left(\right.$ where $\left.H=\left(B,\|\cdot\|_{H}\right)\right)$
and
(b) $\mathscr{I}(B) \subset \mathscr{I}(H)$.

Note that if $B$ is already Euclidean, then for any $x$ and $y$ in $B$ with $\|x\|=\|y\|$ there is a $T \in \mathscr{I}(B)$ with $T x=T y$. Hence if $\|\cdot\|$ and $\|\cdot\|_{H}$ are compatible, $\|\cdot\|_{H}$ is a nonzero multiple of $\|\cdot\|$ (and so $\|\cdot\|_{H}$ and $\|\cdot\|$ are compatible since then $\mathscr{I}(B)=\mathscr{I}(H)$ ).

We let $E_{n}$ denote the standard real Euclidean space $\mathbf{R}^{n}$ endowed with the norm $\|x\|_{E_{n}}=\left(\sum_{i=1}^{n} x_{i}^{2}\right)^{1 / 2}$ for $x=\left(x_{1}, \ldots, x_{n}\right)$ in $\mathbf{R}^{n}$. We identify $\mathscr{L}\left(E_{n}\right)$ with all $n \times n$ matrices of real numbers. Thus $\mathscr{I}\left(E_{n}\right)=\mathcal{O}_{n}$, the real orthogonal group. We also let $S O_{n}$ denote the special orthogonal group, that is, the members of $\mathcal{O}_{n}$ of determinant one. $s \mathfrak{o}_{n}$ denotes the family of all $n \times n$ skew-symmetric real matrices; of course $s \mathrm{o}_{n}=\mathfrak{A}\left(E_{n}\right)$, the Lie algebra of $S \mathcal{O}_{n}$. Subsets $A$ and $B$ of $\mathbf{R}^{n}$ are called orthogonally equivalent if there is a $U \in \mathcal{O}_{n}$ with $U^{*} A U=B$. The following result is established in Propositions 3.3 and 3.4 of [10] (most of the assertions follow easily from 1.1 and 1.2).

Proposition 1.3. Let $B$ be given.
(a) Suppose $\|\cdot\|_{H}$ is a compatible norm on $B$ and $\langle$,$\rangle is an inner$ product on $B$ inducing $\|\cdot\|_{H}$. Then $\mathfrak{A}(B) \subset \mathfrak{U}(H) ; T \in \mathfrak{H}(H)$ if and only if $T^{*}=-T$ (where " $T^{*}$ " denotes the Hilbert space adjoint of $T$.)
(b) If $B$ is finite-dimensional, $B$ has a compatible norm.
(c) Suppose $\|\cdot\|_{1}$ and $\|\cdot\|_{2}$ are norms on $\mathbf{R}^{n}$, each compatible with $\|\cdot\|_{E_{n}}$ such that $B_{1}$ and $B_{2}$ are isometric, where $B_{i}=\left(\mathbf{R}^{n},\|\cdot\|_{i}\right)$ for $i=1$, 2. Then $\mathfrak{A}\left(B_{1}\right)$ and $\mathfrak{A}\left(B_{2}\right)$ are orthogonally equivalent.

We now introduce some concepts and recall Robbin's elegant characterization of the Lie algebra of a finite-dimensional Banach space.

Let $B$ be given and $\mathfrak{A}$ a subset of $\mathscr{L}(B)$. $\mathfrak{A}$ is said to be saturated if wherever $T \in \mathscr{L}(B)$ is such that $T x \in \mathfrak{A} x$ for all $x \in B$, then $T \in \mathfrak{A}$. $(\mathfrak{A} x=\{A x: A \in \mathfrak{U}\}.) \mathfrak{U}$ is said to be a Lie algebra if $\mathfrak{U}$ is a real linear space closed under Lie brackets; i.e., $[S, T]$ is in $\mathfrak{U}$ whenever $S$ and $T$ are in $\mathfrak{A} . \mathfrak{A}$ is said to be a $B$. Lie algebra if there is an equivalent norm $\|\cdot\|^{\prime}$ on $B$ so that $\mathfrak{A}=\mathfrak{H}\left(B^{\prime}\right)$ where $B^{\prime}=\left(B,\|\cdot\|^{\prime}\right)$. (" $B$." stands for"Banach." We don't explictly use the terminology "Banach Lie algebra" since this is already commonly employed in a more general context.) It is evident that any $B$. Lie algebra is a saturated Lie algebra. The following result yields the appropriate converse for finite-dimensional spaces.

Theorem 1.4. Let $n$ be a positive integer, $B$ an n-dimensional real space and $\mathfrak{A}$ a subset of $\mathscr{L}(B)$. Then the following are equivalent:
(a) $\mathfrak{A}$ is a B. Lie algebra.
(b) $\mathfrak{U}$ is a saturated Lie algebra such that $\left\{e^{A}: A \in \mathfrak{U}\right\}$ is a compact group.
(c) $\mathfrak{A}$ is saturated and the Lie algebra of a compact group of automorphisms of $B$.

Moreover if $B=\mathbf{R}^{n}$ and $\mathfrak{A}$ is a $B$. Lie algebra with $\mathfrak{U} \subset s \mathrm{o}_{n}$, there is a norm $\|\cdot\|^{\prime}$ on $\mathbf{R}^{n}$ with $\|\cdot\|^{\prime}$ and $\|\cdot\|_{E_{n}}$ compatible so that $\mathfrak{U}=\mathfrak{A}\left(B^{\prime}\right)$ with $B^{\prime}=\left(\mathbf{R}^{n},\|\cdot\|^{\prime}\right)$.

Notice that if $G$ is a compact group of automorphisms of $B$, then defining $\|b\|^{\prime}=\sup _{g \in G}\|g b\|, G$ is a compact group of isometries of $B^{\prime}=\left(B,\|\cdot\|^{\prime}\right)$; since there is then a compatible norm on $B^{\prime}$, we have that $G$ is isomorphic to a closed subgroup of $\mathcal{O}_{n}$ and is hence a Lie group; we may define the Lie algebra of $G$ to be the tangent space to $G$ at $I$. We also observe that Robbin's result easily generalizes to the complex case as noted in [8]: Suppose $B$ is a complex $n$-dimensional space and $\mathfrak{U} \subset \mathscr{L}(B)$. Then $\mathfrak{H}$ is a $B$. Lie algebra if and only if $\mathfrak{A}$ is a $B$. Lie algebra of $B_{\mathbf{R}}$ such that $i I \in \mathfrak{A}$.

The equivalences $(\mathrm{a}) \Leftrightarrow(\mathrm{c})$ are due to Robbin $[8]((\mathrm{a}) \Rightarrow(\mathrm{b})$ follows from rather deep results in the classical theory of Lie groups). The final statement is somewhat of an improvement of the result stated as Theorem 3.9 in [10], so we sketch its proof here.

We first recall the following elementary fact: If $R$ is a positive definite matrix and $U$ and $V$ are orthogonal matrices with $R^{-1} U R=V$, then $[U, R]=0$ so $U=V$. (For a proof, see the argument for Theorem $3.4(\mathrm{~b})$ in [10].) It then follows immediately that the same is true for skew-symmetric matrices; that is,

$$
\begin{align*}
& R^{-1} S R=T \text { and } S, T \in s \mathcal{O}_{n}  \tag{1}\\
& R \text { positive definite implies }[S, R]=0 \text { so } S=T
\end{align*}
$$

Indeed, simply apply the result to $U_{x}=e^{x S}$ and $V_{x}=e^{x T}$ for all real $x$, then differentiate and set $x=0$.

Now suppose $\mathfrak{A} \subset s \mathcal{O}_{n}$ is a $B$. Lie algebra and let $\|\cdot\|$ be a norm on $\mathbf{R}^{n}$ with $\mathfrak{A}=\mathfrak{A}(B)$ with $B=\left(\mathbf{R}^{n},\|\cdot\|\right)$. Choose $\|\cdot\|^{\prime}$ a norm on $\mathbf{R}^{n}$ with $\|\cdot\|_{E_{n}}$ and $\|\cdot\|^{\prime}$ compatible and $B^{\prime}$ isometric to $B$ where $B^{\prime}=\left(\mathbf{R}^{n},\|\cdot\|^{\prime}\right)$. Let $T: B \rightarrow B^{\prime}$ be a linear isometry. Then evidently

$$
\begin{equation*}
\mathfrak{H}(B)=T^{-1} \mathfrak{H}\left(B^{\prime}\right) T \tag{2}
\end{equation*}
$$

Now choose $U$ orthogonal and $R$ positive definite with $T=U R$. Then (1) and (2) yield that

$$
\begin{equation*}
\mathfrak{A}(B)=U^{*} \mathfrak{A}\left(B^{\prime}\right) U \tag{3}
\end{equation*}
$$

Finally define $\|\cdot\|^{\prime \prime}$ on $\mathbf{R}^{n}$ by $\|x\|^{\prime \prime}=\|U x\|^{\prime}$ for all $x \in \mathbf{R}^{n}$ and set $B^{\prime \prime}=\left(\mathbf{R}^{n},\|\cdot\|^{\prime \prime}\right)$. Then $\|\cdot\|^{\prime \prime}$ and $\|\cdot\|_{E_{n}}$ are compatible and (3) yields that $\mathfrak{U}=\mathfrak{U}\left(B^{\prime \prime}\right)$, completing the proof.

Let us say that Banach spaces $B$ and $B^{\prime}$ are Lie-equivalent if there exists a surjective isomorphism $T: B \rightarrow B^{\prime}$ with $\mathfrak{A}(B)=T^{-1} \mathfrak{U}\left(B^{\prime}\right) T$. If $B$ and $B^{\prime}$ are each $\mathbf{R}^{n}$ with respective norms compatible with $\|\cdot\|_{E_{n}}$, the above proof shows that $B$ and $B^{\prime}$ are Lie-equivalent if and only if $\mathfrak{Y}(B)$ and $\mathfrak{H}\left(B^{\prime}\right)$ are orthogonally equivalent. Evidently this equivalence relation is thus an isometric classifying invariant and the problem thus presents itself: classify all n-dimensional Banach spaces up to Lie-equivalence. We discuss the solution for dimensions up to four at the end of section two.

Orthogonal decompositions.
We pass now to the concept of orthogonal complements in Banach spaces.

Definition. Let $B$ be real or complex with $X$ and $Y$ subspaces of $B . Y$ is said to be an orthogonal complement of $X$ if $X+Y=B$ and if for all $x \in X, y \in Y$ and scalars $\alpha$ and $\beta$ with $|\alpha|=|\beta|=1,\|x+y\|=\| \alpha x+$ $\beta y \|$.

Now suppose $Y$ is an orthogonal complement of $X$. It follows easily from the definition that then both $X$ and $Y$ must be closed. We shall prove momentarily that $Y$ is then unique; hence we may refer to $Y$ as the orthogonal complement of $X$. We shall also refer to the projection $P$ with range $X$ and kernel $Y$ as the orthogonal projection onto $X$. Note that $\|P\|=1$, and $\|I-P\| \leq 1$. We shall denote $Y$ by $\mathcal{O}(X)$. Evidently then $X=\mathcal{O}(\mathcal{O}(X))$. We also note in passing that in the definition of orthogonal complement, it suffices to take $\alpha=1, \beta$ arbitrary. We say that $X$ is orthogonally complemented if $X$ has an orthogonal complement. It is evident that if $B$ is a Hilbert space and $Y$ is an orthogonal complement of $X$, then $Y$ is the Hilbert-space orthogonal complement of $X$.

Proposition 1.5. Suppose $B$ has a compatible Euclidean norm $\|\cdot\|_{H}$ and $X$ is a subspace with an orthogonal complement $Y$. Then $Y$ is the orthogonal complement of $X$ in the Hilbert space $\left(B,\|\cdot\|_{H}\right)=H$.

Proof. For each scalar $\beta$ with $|\beta|=1$, define $U_{\beta}: B \rightarrow B$ by $U_{\beta}(x+y)=x+\beta y$ for all $x \in X$ and $y \in Y$. Evidently $U_{\beta} \in \mathscr{I}(B)$ for all such $\beta$, hence $U_{\beta} \in \mathscr{I}(H)$. The conclusion now follows immediately.

Our next result yields the uniqueness of orthogonal complements.

Proposition 1.6. Let $X_{1}, X_{2}, Y_{1}, Y_{2}$ be subspaces of $B$ so that $Y_{i}$ is an orthogonal complement for $X_{i}$ for $i=1,2$ and $X_{1} \subset X_{2}$. Then $Y_{1} \supset Y_{2}$.

Proof. It suffices to prove this for real Banach spaces, since if $Y$ is a "complex" orthogonal complement for $X, Y$ is a "real" orthogonal complement. Define then isometries $U_{i}: B \rightarrow B$ by $U_{i}(x+y)=x-y$ for all $x \in X_{i}$ and $y \in Y_{i}$; also define $P_{i}=\left(U_{i}+I\right) / 2$ for $i=1$, 2. It is evident that $P_{i}$ is a projection onto $X_{i}$ with null space $Y_{i}$; also $U_{i}^{2}=I$ for $i=1$, 2. It is also noteworthy that our assertion is equivalent to the assertion that $P_{1}$ and $P_{2}$ commute (or that $U_{1}$ and $U_{2}$ commute). Suppose it were false that $Y_{1} \supset Y_{2}$. We could then choose a $b \in Y_{2}$ with $P_{1}(b) \neq 0$. Now let $Z=\left[b, P_{1}(b)\right]$. Then $Z$ is invariant under both $P_{1}$ and $P_{2}$; indeed, $P_{1}(Z)=\left[P_{1}(b)\right]=P_{2}(Z)$. Since $Z$ is (at most) two-dimensional, it has a compatible Euclidean norm, whence it follows that since $Z$ is invariant under both $U_{1}$ and $U_{2}, U_{1} \mid Z$ and $U_{2} \mid Z$ commute. Or put another way, $P_{i} \mid Z$ is simply the orthogonal projection of $Z$ onto $\left[P_{1}(b)\right]$ in the Euclidean norm for $i=1,2$. Hence $P_{1}\left|Z=P_{2}\right| Z$ which is absurd since $P_{1} b \neq 0$ while $P_{2} b=0$.

It is evident that if $X \subset Y$ are subspaces of $B$ with $X$ orthogonally complemented in $B$, then $X$ is orthogonally complemented in $Y$ and then its orthogonal complement relative to $Y$ is simply $\mathcal{O}(X) \cap Y$. Moreover $\mathcal{O}(X) \cap Y$ is orthogonally complemented in $B$, by $X+\mathcal{O}(Y)$. It is not true in general that $X$ orthogonally complemented in $Y$ and $Y$ orthogonally complemented in $B$ implies $X$ orthogonally complemented in $B$; we shall note certain special cases later, where this occurs. A final bit of terminology: say that subspaces $X$ and $Y$ of $B$ are orthogonal if $\mathcal{O}(X)$ and $\mathcal{O}(Y)$ both exist with $X \subset \mathcal{O}(Y)$ (equivalently, $\mathrm{Y} \subset \mathcal{O}(X))$. More generally, a family of subspaces is called orthogonal if distinct subspaces in the family are orthogonal. We note that if $X_{1}, \ldots, X_{n}$ are orthogonal subspaces of $B$, then $X_{1}+\cdots+X_{n}$ is orthogonally complemented with $\mathcal{O}\left(X_{1}+\cdots+X_{n}\right)=\bigcap_{i=1}^{n} \mathcal{O}\left(X_{i}\right)$.

We pass now to the concepts of unconditional and functional unconditional decompositions.

Definition. Let $\left(X_{\alpha}\right)_{\alpha \in \Lambda}$ be a family of nonzero closed linear subspaces of a real or complex Banach space $X$ such that $\left[X_{\alpha}\right]_{\alpha \in \Lambda}=X$. $\left(X_{\alpha}\right)$ is called a one-unconditional (resp. functional unconditional) decomposition of $X$ if for all $n, \alpha_{1}, \ldots, \alpha_{n}$ distinct members of $\Lambda$ and $x_{i}, x_{i}^{\prime}$ in $X_{\alpha_{1}}$ so that there are scalars $\alpha_{i}$ with $\left|\alpha_{i}\right|=1$ and $x_{i}^{\prime}=\alpha_{i} x_{i}$ (resp. so that $\left.\left\|x_{i}^{\prime}\right\|=\left\|x_{i}\right\|\right)$ for all $i,\left\|\sum_{i=1}^{n} x_{i}\right\|=\left\|\sum_{i=1}^{n} x_{i}^{\prime}\right\|$. If $\left(x_{\alpha}\right)_{\alpha \in \Lambda}$ are given elements of $X,\left(x_{\alpha}\right)_{\alpha \in \Lambda}$ is a one-unconditional basis of $X$ if $\left(\left[x_{\alpha}\right]\right)_{\alpha \in \Lambda}$ is a one-unconditional decomposition of $X$.

Evidently $\left(X_{\alpha}\right)_{\alpha \in \Lambda}$ is a functional unconditional decomposition of $X$ precisely when for any $x=\Sigma_{\alpha \in \Lambda} x_{\alpha}$, the norm of $x$ is a function of the
norms of the $x_{\alpha}$ 's. We recall that $\left[X_{\alpha}\right]_{\alpha \in \Lambda}$ is called an unconditional decomposition of $X$ if for all $x$ in $X$, there is a unique family $\left(x_{\alpha}\right)_{\alpha \in \Lambda}$ with $x_{\alpha} \in X_{\alpha}$ for all $\alpha$ and $\Sigma_{\alpha \in \Gamma} x_{\alpha}$ converging unconditionally to $x$. (This means, $\lim _{\mathscr{D}} \sum_{\alpha \in F} x_{\alpha}=x$, where $\mathfrak{D}$ is the set of all finite subsets of $\Gamma$ directed by inclusion. Equivalently, countably many of the $x_{\alpha}$ 's, say $x_{\alpha_{1}}$, $x_{\alpha_{2}}, \ldots$ are nonzero and for all permutations $\sigma$ of $N, \sum x_{\alpha_{\sigma(i)}}$ converges to $x$.) It is well known that if $\left[X_{\alpha}\right]_{\alpha \in \Lambda}$ is an unconditional decomposition of $X$, then $X$ can be renormed so that $\left(X_{\alpha}\right)_{\alpha \in \Lambda}$ is a one-unconditional decomposition.

We omit the proof of the following simple but basic result.

Proposition 1.7. Let $X,\left(X_{\alpha}\right)_{\alpha \in \Lambda}$ be nonzerc Banach spaces.
(a) Suppose $X_{\alpha} \subset X$ for all $\alpha$ and $\left[X_{\alpha}\right]_{\alpha \in \Lambda}=X$. Then $\left(X_{\alpha}\right)$ is a one-unconditional decomposition of $X$ if and only if $X_{\alpha}$ is orthogonal to $X_{\beta}$ for all $\alpha \neq \beta$ (and then for all $\left.\alpha, \mathcal{O}\left(X_{\alpha}\right)=\left[X_{\beta}\right]_{\beta \neq \alpha}\right)$.
(b) $X$ is a functional unconditional sum of $\left(X_{\alpha}\right)_{\alpha \in \Lambda}$ if and only if there exists a functional unconditional decomposition $\left(X_{\alpha}^{\prime}\right)_{\alpha \in \Lambda}$ of $X$ with $X_{\alpha}$ isometric to $X_{\alpha}^{\prime}$ for all $\alpha$.

Functional unconditional sums are defined in the introduction. In view of $1.7(\mathrm{a})$, we also term one-unconditional decompositions orthogonal decompositions. It is worth pointing out that if $\left(X_{\alpha}\right)_{\alpha \in \Lambda}$ is a functional unconditional decomposition of $X$, we may take arbitrary $u_{\alpha} \in X_{\alpha}$ with $\left\|u_{\alpha}\right\|=1$ for all $\alpha$ and set $\underline{u}=\left(u_{\alpha}\right)_{\alpha \in \Lambda}, U=\left[u_{\alpha}\right]_{\alpha \in \Lambda}$; then $X$ is canonically isometric to $\left(\Sigma_{\Lambda} \oplus X_{\alpha}\right)_{\underline{\mathbf{u}}}$.

We next present a criterion which insures that a family of orthogonally complemented subspaces have an orthogonally complemented closed linear span. Recall that $c_{0}$ denotes the Banach space of sequences vanishing at infinity.

Proposition 1.8. Let $\left(X_{\alpha}\right)_{\alpha \in D}$ be a family of orthogonally complemented subspaces of $B$, directed by inclusion. (That is, $D$ is a directed set, where for $\alpha, \beta$ in $D, \alpha \leq \beta$ if and only if $X_{\alpha} \subset X_{\beta}$.) Let $X=\left[X_{\alpha}\right]_{\alpha \in D}$ and assume $c_{0}$ does not embed in $X$. Then $X$ is orthogonally complemented with $\mathcal{O}(X)=\bigcap_{\alpha \in D} \mathcal{O}\left(X_{\alpha}\right)$.

We first draw an easy consequence.

Corollary 1.9. Let $\left(Y_{\alpha}\right)_{\alpha \in \Gamma}$ be an orthogonal family of subspaces of $B$ so that $c_{0}$ does not embed in $Y=\left[Y_{\alpha}\right]_{\alpha \in \Gamma}$. Then $Y$ is orthogonally complemented with $\mathcal{O}(Y)=\bigcap_{\alpha \in \Gamma} \mathcal{O}\left(Y_{\alpha}\right)$.

Proof. Let $D$ be the family of all finite nonempty subsets of $\Gamma$, directed by inclusion. For each $F$ in $D$, let $X_{F}=\Sigma_{\alpha \in F} Y_{\alpha}$; now apply Proposition 1.8.

Proof of 1.8. Let $W=\bigcap_{\alpha \in D} \mathcal{O}\left(X_{\alpha}\right)$ and $Z=X+W$. It is easily seen that $X$ is orthogonally complemented in $Z$ with orthogonal complement $W$. We must show $Z=X$. For each $\alpha$ in $D$, let $P_{\alpha}$ be the orthogonal projection onto $X_{\alpha}$. Note that if $\alpha \leq \beta$, then $P_{\alpha} P_{\beta}=P_{\beta} P_{\alpha}=P_{\alpha}$.

We prove the following claim:

$$
\begin{equation*}
\lim _{\alpha \in D} P_{\alpha} b \text { exists for all } b \text { in } B \tag{4}
\end{equation*}
$$

Once this is established, define $P$ by $P b=\lim _{\alpha \in D} P_{\alpha} b$ for all $b \in B$. Then $P$ is a projection with range $X$ and $W$ is clearly contained in its null space. Suppose $P b=0$ yet $b \notin W$. Choose $\alpha_{0}$ with $b \notin \mathcal{O}\left(X_{\alpha_{0}}\right)$. Hence $P_{\alpha_{0}} b \neq 0$. Now choose $\alpha \geq \alpha_{0}$ with $\left\|P_{\alpha} b\right\|<\left\|P_{\alpha_{0}} b\right\|$. But $P_{\alpha_{0}} b=P_{\alpha_{0}} P_{\alpha} b$, and $\left\|P_{\alpha_{0}}\right\|=1$, so $\left\|P_{\alpha_{0}} b\right\| \leq\left\|P_{\alpha} b\right\|$, a contradiction.

To establish (4), we need only prove, fixing $b$ in $B$, that $\left(P_{\alpha} b\right)_{\alpha \in D}$ is a Cauchy net. Were this false, we could choose $\delta>0$ and $\alpha_{1}<\alpha_{2}<\cdots$ in $D$ with $\left\|\left(P_{\alpha_{j+1}}-P_{\alpha_{j}}\right) b\right\|>\delta$ for all $j$. For each $j$, let $Y_{j}=$ ( $P_{\alpha_{j}}-P_{\alpha_{j-1}}$ ) $B$ (where $P_{\alpha_{0}}=0$ by definition). It follows that $\left(Y_{j}\right)$ is a one-unconditional decomposition for its closed linear span, since in fact the $Y_{j}^{\prime}$ 's are orthogonal subspaces of $B$. Now setting $y_{j}=\left(P_{\alpha_{j}}-P_{\alpha_{j-1}}\right) b$ for all $j$, we have that $\sum_{j=1}^{n} y_{j}=P_{\alpha_{n}} b$, hence $\left\|\sum_{j=1}^{n} y_{j}\right\| \leq\|b\|$ for all $n$. Since $c_{0}$ does not embed in $X$, the series converges (i.e., $\left(Y_{j}\right)$ is boundedly complete), hence $\left\|y_{j}\right\| \rightarrow 0$, a contradiction.

Remark. Corollary 1.9 may be strengthened as follows: suppose $\left(Y_{\alpha}\right)_{\alpha \in \Gamma}$ is an orthogonal family of subspaces of $B$ with $Y=\left[Y_{\alpha}\right]_{\alpha \in \Gamma}$. Suppose for any family $\left(y_{\alpha}\right)_{\alpha \in \Gamma}$ with $y_{\alpha} \in Y_{\alpha}$ for all $\alpha, c_{0}$ does not embed in $\left[y_{\alpha}\right]_{\alpha \in \Gamma}$. Again $Y$ is orthogonally complemented. However 1.8 and 1.9 fail in general, if no " $c_{0}$ " assumption is made. Indeed, let $B=l^{\infty}$ (the space of all bounded sequences of scalars) and let $X_{n}=\left\{g \in l^{\infty}\right.$ : $g(j)=0$ for all $j>n\}$. Then $X_{n}$ is orthogonally complemented for all $n$. If $X=\bar{\cup} X_{n}$ and $Y=X+[1]$, then $X=c_{0}$ is not orthogonally complemented in $Y$ and $X$ is not complemented in $B$.

We conclude our discussion of orthogonality in establishing a result connecting this with the Lie algebra of a Banach space. We call this result the "Diagonalization Theorem." (This is a straightforward analogue of the known result for complex Banach spaces [6].)

Theorem 1.10. Let $\left(X_{\alpha}\right)_{\alpha \in \Lambda}$ be a one-unconditional decomposition of $B$ with corresponding orthogonal projections $\left(P_{\alpha}\right)_{\alpha \in \Lambda}$, and let $T$ be skewHermitian on $B$. Then $\Sigma_{\alpha \in \Lambda} P_{\alpha} T P_{\alpha}$ converges unconditionally in the strong operator topology to a skew-Hermitian operator $S$ with $\|S\| \leq\|T\|$.

It suffices to prove this for a real space $B$, for the real case implies the complex one. We first prove the result when $\Lambda$ has two elements. In other words, if $P$ is an orthogonal projection on $B$ and $Q=I-P$, then $P T P+Q T Q$ is skew-Hermitian. Since $P$ is an orthogonal projection, the operator $U=P-Q$ belongs to $\mathscr{I}(B)$ and $(P-Q)^{-1}=P-Q$; hence $(P-Q) T(P-Q)$ is skew-Hermitian (Proposition 1.2(a)). Also $T=(P+Q) T(P+Q)$ is skew-Hermitian. Hence $P T P+Q T Q=$ $\frac{1}{2}[T+(P-Q) T(P-Q)]$ is skew-Hermitian. (This case was done for motivation only.)

Next, suppose $\Lambda$ has $n$ elements, say $\Lambda=\{1, \ldots, n\}$. Let $\varepsilon_{1}, \ldots, \varepsilon_{n}$ be given with $\varepsilon_{i}= \pm 1$ for all $i$. Thus $P_{1}+\cdots+P_{n}=I$ and $\varepsilon_{1} P_{1}$ $+\cdots+\varepsilon_{n} P_{n}$ is a self-inverse isometry of $X$, so again by Proposition 1.2(a),

$$
\begin{equation*}
\left(\varepsilon_{1} P_{1}+\cdots+\varepsilon_{n} P_{n}\right) T\left(\varepsilon_{1} P_{1}+\cdots+\varepsilon_{n} P_{n}\right) \tag{5}
\end{equation*}
$$

is skew-Hermitian. Expanding (5), we obtain

$$
\begin{equation*}
P_{1} T P_{1}+\cdots+P_{n} T P_{n}+\sum_{i \neq j} \varepsilon_{i} \varepsilon_{j} P_{i} T P_{j} \tag{6}
\end{equation*}
$$

Since $\mathfrak{A}(B)$ is a linear space, the average $S$ of all operators of the form (6), over all choices of signs $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right)$, is skew-Hermitian. We have that

$$
S=P_{1} T P_{1}+\cdots+P_{n} T P_{n}+\sum_{i \neq j} \frac{1}{2^{n}} \sum_{\varepsilon} \varepsilon_{i} \varepsilon_{j} P_{i} T P_{j}
$$

where the second sum extends over all choices of signs. But for $i \neq j$,

$$
\frac{1}{2^{n}} \sum_{\varepsilon} \varepsilon_{i} \varepsilon_{j}=\int_{0}^{1} r_{i}(\omega) r_{j}(\omega) d \omega=0
$$

where $r_{1}, \ldots, r_{n}$ denote the first $n$ Rademacher functions. Hence $S=$ $P_{1} T P_{1}+\cdots+P_{n} T P_{n}$ is skew-Hermitian. This proof also showed that $\|S\| \leq\|T\|$. It thus follows incidentally that

$$
\begin{equation*}
\left\|P_{1} T P_{1}+\cdots+P_{n-1} T P_{n-1}\right\| \leq\|T\| \tag{7}
\end{equation*}
$$

Indeed, if $Q=I-\left(P_{1}+\cdots+P_{n-1}\right)$, then $P_{1} T P_{1}+\cdots+P_{n-1} T P_{n-1}=$ $Q S Q$.

Now to obtain Theorem 1.10 , let $D$ be the family of all finite nonempty subsets of $\Lambda$, directed by inclusion. For each $F \in D$, define $Q_{F}=I-\sum_{\alpha \in F} P_{\alpha}, S_{F}=\sum_{\alpha \in F} P_{\alpha} T P_{\alpha}+Q_{F} T Q_{F}$, and $T_{F}=\sum_{\alpha \in F} P_{\alpha} T P_{\alpha}$. It follows that $Q_{F} B \cup\left\{X_{\alpha}: \alpha \in F\right\}$ is a one-unconditional decomposition of $B$ and hence we have that $S_{F}$ is skew-Hermitian with

$$
\begin{equation*}
\left\|S_{F}\right\| \leq\|T\|, \quad\left\|T_{F}\right\| \leq\|T\| \tag{8}
\end{equation*}
$$

Now let $X$ denote the linear span of the $X_{\alpha}$ 's. We have easily that for any $b \in X$.

$$
\begin{equation*}
\lim _{F \in D} S_{F}(b)=\lim _{F \in D} T_{F}(b) \tag{9}
\end{equation*}
$$

exists. Since $X$ is dense in $B$, (8) and (9) yield the existence of a unique $S \in \mathscr{L}(B)$ with $\|S\| \leq\|T\|$ and

$$
S b=\lim _{F \in D} S_{F}(b)=\lim _{F \in D} T_{F}(b) \quad \text { for all } b \in B
$$

Since $\mathfrak{A}(B)$ is closed in the strong operator topology, $S$ is skew-Hermitian, completing the proof.

Remark. The argument for 1.10 also shows that if $T$ is an arbitrary operator on $B$, so is $S=\sum_{a \in \Lambda} P_{a} T P_{a}$ and $\|S\| \leq\|T\|$. This result, for the case of one-unconditional bases, is due to A. E. Tong [13].

Well-embedded Hilbert spaces and Hilbert components.
Let $X$ be a subspace of $B . X$ is said to be well-embedded in $B$ if there is a subspace $Y$ of $B$ so that $B=X+Y$ and for all $x \in X, y \in Y$, and $U \in \mathscr{I}(B),\|x+y\|=\|U x+y\|$. It follows immediately that $X$ is orthogonally complemented with $Y=\mathcal{O}(X)$; thus $Y$ is uniquely determined. It also follows that if $Y$ is well-embedded in $B$ and $X$ is a subspace of $Y$ with $X$ orthogonally complemented in $Y$, then $X$ is orthogonally complemented in $B . X$ is said to be a well-embedded Hilbert space if $X$ is Euclidean and well-embedded. Evidently any one-dimensional orthogonally complemented subspace is thus a well-embedded Hilbert space. Finally, $X$ is said to be a Hilbert component of $B$ if $X$ is a maximal nonzero well-embedded Hilbert subspace.

Remark. The concept of a well-embedded Hilbert subspace is introduced for complex spaces in [14]; that of a Hilbert component in [6]. Our definition is quite different from that in [6]; we will show the desired equivalence later.

Our next result gives some simple equivalences to this concept.

Proposition 1.11. Let $X$ be a nonzero Euclidean subspace of $B$ and $Z a$ subspace such that $X \oplus Z=B$. Also assume $\operatorname{dim} X>1$ if $B$ is real. The following are equivalent:
(1) $X$ is a well-embedded Hilbert subspace with $\mathcal{O}(X)=Z$.
(2) For all $x, x^{\prime}$ in $X$ and $z$ in $Z$, if $\|x\|=\left\|x^{\prime}\right\|$ then $\|x+z\|=$ $\left\|x^{\prime}+z\right\|$.
(3) For all $T \in \mathfrak{A}(X), T \oplus 0 \in \mathfrak{A}(B)$.

Remark. $B=X \oplus Z$ means $B=X+Z$ and $X \cap Z=\{0\}$. When $B=X \oplus Z$ and $T \in \mathscr{L}(X), S \in \mathscr{L}(Z), T \oplus S$ is defined by $T \oplus$ $S(x \oplus z)=T x+S z$ for all $x$ in $X$ and $z$ in $Z$.

Proof. (1) $\Rightarrow$ (3): Let $T \in \mathfrak{A}(X)$ and $x$ be a real number. Then $e^{x T} \in \mathscr{I}(X)$, hence $e^{x T} \oplus I \in \mathscr{I}(B)$. But of course $e^{x T} \oplus I=e^{x \tilde{T}}$ where $\tilde{T}=T \oplus 0$, hence we obtain $\tilde{T} \in \mathfrak{H}(B)$.
(3) $\Rightarrow$ (2). Let $x$ and $x^{\prime}$ in $X$ with $\|x\|=\left\|x^{\prime}\right\|$ and $z \in Z$. We may assume of course that $\|x\|=1$. Now if $\operatorname{dim} X \geq 2$, choose a two-dimensional subspace $Y$ of $X$ with $x, x^{\prime} \in Y$. Then it follows that there is a rank-two $T \in \mathscr{A}(X)$ with $T X \subset Y$ such that $e^{T} x=x^{\prime}$. Since $\tilde{T}=T \oplus 0$ $\in \mathfrak{A}(B), e^{\tilde{T}} \in \mathscr{I}(B)$, hence $\left\|e^{\tilde{T}}(x+z)\right\|=\left\|x^{\prime}+z\right\|$ and $e^{\tilde{T}}(x+z)=x^{\prime}$ $+z$. If $B$ is complex and $X$ is one-dimensional, let $T y=i y$ for $y \in X$. Then $T \in \mathfrak{A}(Y)$. Choose $\theta, 0 \leq \theta<2 \pi$ so that $x^{\prime}=(\cos \theta+i \sin \theta) x$; then $e^{\theta T} x=x^{\prime}$ and so as before, $\|x+z\|=\left\|x^{\prime}+z\right\|$.
(2) $\Rightarrow$ (1). Let $U \in \mathscr{I}(X)$ and fix $x \in X$ and $z \in Z$. Then setting $x^{\prime}=U x$, we have that $(U \oplus I)(x+z)=x^{\prime}+z$ and $\|x\|=\left\|x^{\prime}\right\|$, whence $\|(U \oplus I)(x+z)\|=\left\|x^{\prime}+z\right\|$, so $U \oplus I \in \mathscr{I}(B)$.

We may now easily prove the existence of Hilbert components.
Theorem 1.12. Let $X$ be a well-embedded Hilbert subspace of $B$. Then there exists a Hilbert component of $B$ containing $X$.

Proof. If there does not exist a well-embedded Hilbert space $Y \supset X$ with $\operatorname{dim} Y \geq 2$, the result is trivial. Otherwise, let $\sqrt{ }$ denote the family of all well-embedded Hilbert subspaces $Y$ of $B$ with $Y \supset X$ and $\operatorname{dim} Y \geq 2$. We order $\sqrt{s}$ by inclusion and apply Zorn's Lemma to show that $\mathfrak{S S}$ has a maximal element. Let $\mathfrak{R}$ be a nest in (SS. Thus, we may set $\mathfrak{R}=\left\{X_{\alpha}\right.$ : $\alpha \in \Lambda\}$ where for all $\alpha$ and $\beta \in \Lambda, Y_{\alpha} \subset Y_{\beta}$ or $Y_{\beta} \subset Y_{\alpha}$ and $Y_{\alpha}$ is a well-embedded Hilbert subspace of $B$ containing $X$. Now let $Y=U_{\alpha \in \Lambda} Y_{\alpha}$. Since the parallelogram identity holds on $Y$ (or the polarization identity if $B$ is complex), we have that $\bar{Y}$ is Euclidean. In particular, $c_{0}$ does not
embed in $\bar{Y}$. Then setting $Z=\bigcap_{\alpha \in \Lambda} \mathcal{O}(Y)$, we have that $\bar{Y}$ is orthogonally complemented by $Z$, by Proposition 1.8. Finally, we have that if $x, x^{\prime}$ are in $Y$ and $z$ is in $Z$, there is an $\alpha$ so that $x, x^{\prime}$ are in $Y_{\alpha}$. Assuming $\|x\|=\left\|x^{\prime}\right\|$, since $z \in \mathcal{O}\left(Y_{\alpha}\right)$, we have that $\|x+z\|=\left\|x^{\prime}+z\right\|$. It now follows easily that the same conclusion holds for $x, x^{\prime}$ in $\bar{Y}$ with $\|x\|=\left\|x^{\prime}\right\|$, proving that $\bar{Y}$ is indeed a well-embedded Hilbert subspace of $B$, by Proposition 1.11.

Remark. Our proof is valid over both real and complex spaces. However the complex-case is easily deduced from the real one alone. Indeed, suppose $B$ is a complex Banach space and $H$ is a Hilbert component of $B_{\mathbf{R}}$. We claim that then $H$ is a Hilbert component of $B$. Evidently it suffices to prove that $H$ is well-embedded in $B$. In fact it is enough to show that $\mathcal{O}(H)$ is a complex orthogonal complement for $H$. Define $T$ on $B_{\mathbf{R}}$ by $T b=i b$ for all $b \in B$. Then $T$ is skew-Hermitian on $B_{\mathbf{R}}$; hence (as we show in Proposition 3.2), $T H \subset H$. Thus $H$ is a subspace of $B$. Since $T \in \mathscr{I}\left(B_{\mathbf{R}}\right)$, we have that $T \mathcal{O}(H)=\mathcal{O}(T H)=$ $\mathcal{O}(H)$ by uniqueness of orthogonal complements. Thus both $H$ and $\mathcal{O}(H)$ are complex linear and of course $H$ is a complex Hilbert space. Finally, if $\alpha$ and $\beta$ are real numbers with $\alpha^{2}+\beta^{2}=1$, then $(\alpha I+\beta T) \mid H \in \mathscr{I}(H)$ and hence for all $h \in H$ and $y \in \mathcal{O}(H)$, $\|(\alpha I+\beta T) h+y\|=\|h+y\|$ since $H$ is well-embedded; but this shows $H$ is orthogonally complemented by $\mathcal{O}(H)$ in $B$, completing the argument.
2. Characterizations of well-embedded Hilbert subspaces and the structure of Hilbert components. To first summarize the main results of this section, we introduce the following natural isometric invariant:

Definition. Let $X$ be a subspace of $B$ and set

$$
\begin{aligned}
& \mathfrak{H}^{\prime}(X, B)=\{T \in \mathfrak{U}(B): T B \subset X\} \\
& \mathfrak{H}^{\prime}(X)=\left\{T \mid X: T \in \mathfrak{H}^{\prime}(X, B)\right\}
\end{aligned}
$$

Evidently $\mathfrak{A}^{\prime}(X, B)$ is a Lie subalgebra of $\mathfrak{A}(B)$ and by the HahnBanach theorem, $\mathfrak{A}^{\prime}(X)$ is a Lie subalgebra of $\mathfrak{A}(X)$. Moreover the natural map $T \rightarrow T \mid X$ from $\mathfrak{H}^{\prime}(X, B)$ to $\mathfrak{H}^{\prime}(X)$ is clearly real-linear, norm-contractive and surjective. We claim that this map is one-one (hence $\mathfrak{U}^{\prime}(X)$ and $\mathfrak{U}^{\prime}(X, B)$ are isomorphic vector spaces). Indeed, suppose $T \in \mathfrak{U}^{\prime}(X, B)$ and $T \mid X=0$. Then $T^{2}=0$. Hence for any real $x, e^{x T}=$ $I+x T$. But $\left\|e^{x T}\right\|=1$ since $T$ is skew-Hermitian. Were $T \neq 0$, $\lim _{x \rightarrow \infty}\|I+x T\|=\infty$, a contradiction.

The next three theorems constitute the main results of section two.
Theorem 2.1. Let $B$ be real, $n \geq 2$ and $X$ an $n$-dimensional subspace of $B$.
(a) If $\operatorname{dim} \mathfrak{U}^{\prime}(X)>(n-1)(n-2) / 2$, then $X$ is a well-embedded Hilbert subspace of $B$ (and then $\left.\operatorname{dim} \mathfrak{A}^{\prime}(X)=n(n-1) / 2\right)$.
(b) $\operatorname{dim} \mathfrak{U}^{\prime}(X)=(n-1)(n-2) / 2$ if and only if $X$ contains an $n-1$ dimensional well-embedded Hilbert subspace but $X$ is not itself a well-embedded Hilbert space.

Theorem 3 of the introduction follows easily from this result, upon setting $B=X$. Indeed, (a) is immediate. To see (b), suppose $\operatorname{dim} \mathfrak{A}(X)=$ $(n-1)(n-2) / 2$. Then $2.1(\mathrm{~b})$ implies $X$ is non-Euclidean, yet has a codimension-one well-embedded Hilbert subspace $Y$. Hence the orthogonal complement $Z$ of $Y$ is one-dimensional; it follows from Proposition 1.11 that $X$ is a functional unconditional sum of $Y$ and $Z$, hence $X$ is a non-Euclidean rotation space. It follows immediately from the Diagonalization Theorem 1.10 that if $X$ is a non-Euclidean rotation space, $\operatorname{dim} \mathfrak{A}(X) \geq(n-1)(n-2) / 2$; hence by part (a), $\operatorname{dim} \mathfrak{H}(X)=$ $(n-1)(n-2) / 2$. (However we shall find it more convenient to establish Theorem 3 of the Introduction first.)

Evidently if $X$ is a well-embedded Hilbert subspace of $B$, then every subspace $Y$ of $X$ is also a well-embedded Hilbert subspace of $B$. In particular, every one-dimensional subspace of $X$ is orthogonally complemented in $B$. The next result shows the converse is true.

Theorem 2.2. Suppose $X$ is a subspace of $B$ and every one-dimensional subspace of $X$ is orthogonally complemented in $B$. Then $X$ is a well-embedded Hilbert subspace of $B$.

Remarks. 1. If $X=B$ itself, this gives a (known) isometric characterization of Hilbert space. (For real $B$, this is due to Saint-Raymond; for complex $B$, to Berkson.)
2. The result is known for complex $B$ (although not stated in this way) and due to Kalton and Wood [6]. Indeed, assuming $B$ is complex, suppose $P$ is a projection on $B$. It follows from the equivalences in Theorem 1.1 that $P$ is an orthogonal projection if and only if $P$ is Hermitian (this result is due to Berkson [1]). It follows that if $b$ is a nonzero element of $B,[\mathrm{~b}]$ is orthogonally complemented if and only if $b$ is in the range of a rank-one Hermitian operator on $B$; such elements (together with 0 ) are termed Hermitian elements of $B$. Kalton and Wood
term $X$ a Hilbert component provided $X$ is a maximal linear subspace of the Hermitian elements. It is then proved in [6] that Hilbert components are well-embedded Hilbert subspaces; hence our definition is equivalent to that in [6] for complex Banach spaces, taking Theorem 1.12 into account. Notice that we may also phrase 2.2 for complex $B$ as: $X$ is a well-embedded Hilbert subspace provided every nonzero element is in the range of a rank-one skew-Hermitian operator on $B$.
3. Suppose $B$ is real and $X$ is a well-embedded Hilbert subspace of $B$ of dimension at least 2 . We then have that $\mathcal{O}(X)=W$, where $W=$ $\cap\{\operatorname{ker} T: T B \subset X, \operatorname{rank} T=2$ and $T \in \mathfrak{A}(B)\}$. (Throughout, $\operatorname{ker} T=$ $\{b: T b=0\}=$ null space $T$.) Indeed, suppose first $T \in \mathfrak{A}(B), \operatorname{rank} T=2$, $T B \subset X$. Since $T B$ is well-embedded, it is orthogonally complemented, and $\mathcal{O}(T B) \supset \mathcal{O}(X)$ since $T B \subset X$. But $\mathcal{O}(T B)=\operatorname{ker} T$; this proves that $\mathcal{O}(X) \subset W$. Next let $w \in W$, and choose $x \in X, z \in \mathcal{O}(X)$ with $w=x \oplus$ z. If $x \neq 0$, choose a rank-two member $T$ of $\mathfrak{H}(B)$ with $x \in T B \subset X$ (possible since $X$ is well-embedded). It follows of course that $T x \neq 0$. Since $\mathcal{O}(X) \subset \mathcal{O}(T B)=\operatorname{ker} T$ as already shown, $T z=0$, whence $T w \neq 0$, contradicting the definition of $W$. Moreover suppose $Y$ is a subspace of $B$ with $\operatorname{dim} Y \geq 2$. Then $Y$ is a well-embedded Hilbert space if (and only if) every element of $Y$ is in the range of a rank-two member of the Lie algebra of $B$. Indeed, suppose $x \in T B$ with $T \in \mathfrak{A}(B)$ and $T$ rank-two. Theorem 2.1(a) applied to $T B$ itself shows that $T B$ is a well-embedded Hilbert space, hence $[x]$ is orthogonally complemented, so this result follows from Theorem 2.2.

Theorem 2.3. Let $H_{1}$ and $H_{2}$ be distinct Hilbert components of a real $B$ with $H_{1}$ of dimension at least two. Then $H_{1}$ and $H_{2}$ are orthogonal.

It follows immediately from our remark at the end of section one that Hilbert components of a complex Banach space are orthogonal. This result is proved in [6].

The classification under Lie-equivalence of real Banach spaces of dimension up to four is easily completed using Theorem 3 of the Introduction and standard results in the theory of Lie groups; this is given at the end of this section.

Lie algebra characterizations of rotation spaces and well-embedded. Euclidean spaces.

We now begin the detailed work of establishing the three theorems stated above. We first give the proof of the simplest possible case of Theorem 2.1(a). This allows us to set up notation and intuition for the
following arguments (although we won't use this simplest case explicitly in the sequel). Thus, suppose $B$ is real and $T \in \mathfrak{U}(B)$ is rank-two; set $X=T B$ and $Z=\operatorname{ker} T$. We claim that $X$ is a well-embedded Hilbert space with orthogonal complement $Z$.

Let us introduce the following notation: Define $2 \times 2$ matrices $R_{0}$ and $R(\theta)$ for real $\theta$ by

$$
R_{0}=\left[\begin{array}{cc}
0 & -1  \tag{10}\\
1 & 0
\end{array}\right] \quad \text { and } \quad R(\theta)=\left[\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right] .
$$

Of course $R_{0} \in S \mathrm{O}_{2} ; R(\theta) \in S \mathcal{O}_{2}$ and $R(\theta)$ is simply the operation of rotating counter-clockwise by $\theta$-radians. A computation yields that

$$
\begin{equation*}
e^{\theta R_{0}}=R(\theta) \tag{11}
\end{equation*}
$$

(cf. Lemma 2.2 of [10] for a more general result). Now let $T$ be as above and choose a compatible Euclidean norm $\|\cdot\|_{E}$ on $X$. Since then $T \mid X \in$ $\mathfrak{A}\left(X,\|\cdot\|_{E}\right)$, we have that the matrix for $T$ with respect to an orthonormal basis for $X$ equals $c R_{0}$ for some $c \neq 0$. Assume without loss of generality that $c=1$. Since $e^{\theta T} \in \mathscr{F}(B)$ for all $\theta$, we obtain by (11) that $\|\cdot\|_{E}$ and $\|\cdot\|$ are proportional on $X$, so $X$ is Euclidean. Since $T \mid X$ is invertible, we have that $B=X \oplus Z$. It then follows by Proposition 1.11 that $X$ is well-embedded.

The next somewhat technical result allows us to generalize the above reasoning to arbitrary finite-dimensional spaces. It establishes the relationship between $\mathfrak{U}^{\prime}(X)$ and $\mathfrak{U}^{\prime}(X, B)$ for finite-dimensional $X \subset B$. (If $X$ and $Z$ are subspaces of $B$, we write $Y=X \oplus Z$ if $Y$ is a subspace; (i.e., a closed linear submanifold,) and $X \cap Z=\{0\}, X+Z=Y$.)

Lemma 2.4. Let $X$ be a finite-dimensional subspace of $B$. There exists a subspace $Z$ with $X \oplus Z=B$ so that for all $S \in \mathfrak{U}(X), S \in \mathfrak{U}^{\prime}(X)$ if and only if $S \oplus 0 \in \mathfrak{H}^{\prime}(X, B)$.

Before giving the proof, let us see how this yields the natural characterization of well-embedded Euclidean spaces of finite dimension.

Corollary 2.5. Let $X$ be an n-dimensional subspace of $B$ with $n \geq 2$ and assume $B$ is real. $X$ is a well-embedded Hilbert subspace if and only if $\operatorname{dim} \mathfrak{U}^{\prime}(X)=n(n-1) / 2$.

Proof. One direction is trivial in virtue of the fact that $\operatorname{dim} s 0_{n}=$ $n(n-1) / 2$. Now suppose $\operatorname{dim} \mathfrak{A}^{\prime}(X)=n(n-1) / 2$ and choose $Z$ as in Lemma 2.4; also let $\|\cdot\|_{E}$ be a compatible Euclidean norm on $X$. Fix $x_{0}$ in $X$ with $\left\|x_{0}\right\|=1$ and assume without loss of generality that also
$\left\|x_{0}\right\|_{E}=1$. Now $\mathfrak{A}^{\prime}(X) \subset \mathfrak{A}(E)$ by Proposition 1.3 , where $E=$ $\left(X,\|\cdot\|_{E}\right)$. Since $\operatorname{dim} \mathfrak{A}(E)=n(n-1) / 2, \mathfrak{U}^{\prime}(X)=\mathfrak{U}(E)$. Suppose $x \in$ $E,\|x\|_{E}=1$. By the argument preceding Lemma 2.4 , we may choose a rank-2 $T$ in $\mathfrak{A}(E)$ with $e^{T} x_{0}=x$. But $e^{T} \in \mathscr{I}(B)$, hence $\|x\|=1$, proving that $X$ is Euclidean. Now Proposition 1.11 yields that $X$ is well-embedded.

We pass now to the proof of Lemma 2.4. Of course it suffices to prove the "only if" assertion, the other one being trivial. For each $T$ in $\mathfrak{U}^{\prime}(X, B), \operatorname{ker} T$ is of finite co-dimension, hence $Z^{\prime \prime}=\bigcap\{\operatorname{ker} T: T \in$ $\left.\mathfrak{H}^{\prime}(X, B)\right\}$ is a subspace of finite co-dimension in $B$. (Recall that $\mathfrak{U}^{\prime}(X, B)$ is isomorphic to $\mathfrak{U}^{\prime}(X)$ a finite-dimensional space.) It follows that we may choose a finite-dimensional space $X^{\prime} \supset X$ and a subspace $Z^{\prime}$ of $Z^{\prime \prime}$ with $X^{\prime} \oplus Z^{\prime}=B$. (Let $Z^{\prime}$ be a complementary subspace to $X \cap Z^{\prime \prime}$ in $Z^{\prime \prime}$; $X \oplus Z^{\prime}$ is then of finite co-dimension, so choose $X^{\prime}$ appropriately.) We thus have that

$$
\begin{equation*}
\operatorname{ker} T \supset Z^{\prime} \text { for all } T \in \mathfrak{A}^{\prime}(X, B) \tag{12}
\end{equation*}
$$

Now choose $\|\cdot\|_{E}$ a compatible norm on $X^{\prime}$, let $Y$ be the orthogonal complement to $X$ in $X^{\prime}$ with respect to $\|\cdot\|_{E}$ and finally set $Z=Y \oplus Z^{\prime}$. Now suppose $T \in \mathfrak{A}^{\prime}(X, B)$. Then $T \mid X^{\prime} \in \mathfrak{A}\left(X, X^{\prime}\right)$. Since $T \mid X^{\prime} \in$ $\mathfrak{A}\left(X^{\prime},\|\cdot\|_{E}\right)$, it follows by properties of skew-Hermitian operators on Hilbert space that $T\left|X^{\prime}=T\right| X \oplus 0$ (with respect to the decomposition $X^{\prime}=X \oplus Y$ ). Thus by (12), $T=T \mid X \oplus 0$ (with respect to the decomposition $B=X \oplus Z$ ).

For the concepts involved in the next result, see Theorem 1.4 and the preceding discussion.

Proposition 2.6. Let $X$ be a finite-dimensional subspace of $B$. Then $\mathfrak{A}^{\prime}(X)$ is a B. Lie algebra.

Proof. Choose $Z$ as in Lemma 2.4 and let $G^{\prime}=\{U \in \mathscr{I}(X): U \oplus I$ $\in \mathscr{I}(B)\}$ (direct sums refer to the decomposition $B=X \oplus Z$ ). Then $G^{\prime}$ is a closed subgroup of $\mathscr{I}(X)$, hence is a compact Lie group; it follows moreover from Lemma 2.4 that $\mathfrak{H}^{\prime}(X)$ equals the tangent space to $G^{\prime}$ at $I$, hence $\mathfrak{U}^{\prime}(X)$ is the Lie algebra of $G^{\prime}$. By Theorem 1.4 , we now need only show that $\mathfrak{A}^{\prime}=\mathfrak{A}^{\prime}(X)$ is saturated. (If $B$ is complex, it's trivial that $i I \mid X \in \mathfrak{A}^{\prime}$.) Let $T \in \mathscr{L}(X)$, and suppose $T x \in \mathfrak{A}^{\prime} x$ for all $x \in X$. Now let $b \in B$ with $b=x+z, x \in X, z \in Z$. Then $(T \oplus 0) b=A x$ for some $A \in \mathfrak{U}^{\prime} ;$ that is, $(T \oplus 0)(b)=(A \oplus 0)(b)$. By Lemma 2.4, $A \oplus 0 \in \mathfrak{H}(B)$. Since $\mathfrak{H}(B)$ is saturated, $T \oplus 0 \in \mathfrak{A}(B)$, whence $T \in \mathfrak{A}^{\prime}$.

We pass now to the proof of Theorem 2.1. In fact, it suffices to prove this for the case where $X=B$ itself. Suppose we have done this. Again, let $X$ and $B$ as in the statement of 2.1. For part (a), suppose $\operatorname{dim} \mathfrak{H}^{\prime}(X)>$ $(n-1)(n-2) / 2$. Since $\mathscr{U}^{\prime}(X)$ is a $B$. Lie algebra, we have that $\operatorname{dim} \mathfrak{A}^{\prime}(X)=n(n-1) / 2$ and hence $X$ is a well-embedded Hilbert space by Corollary 2.5. For part (b), suppose $\operatorname{dim} \mathfrak{X}^{\prime}(X)=(n-1)(n-2) / 2$. Now choose $Z$ as in Lemma 2.4 and choose $Y$ a well-embedded Hilbert subspace of $X$ of dimension $n-1$ (again using the fact that $\mathfrak{H}^{\prime}(X)$ is a B. Lie algebra). But then if $W$ is the orthogonal complement of $Y$ in $X$, we have that for any $T \in \mathfrak{A}(Y), \tilde{T} \in \mathfrak{A}(B)$, where $\tilde{T} b=T y$ if $b=y+w$ $+z$ with $y \in Y, w \in W$ and $z \in Z$. Indeed, the set of such $\tilde{T}$ 's equals $\mathfrak{U}^{\prime}(X)$. We have thus shown $\mathfrak{A}(Y)=\mathfrak{U}^{\prime}(Y)$, so $Y$ is well-embedded by Corollary 2.5. (The converse assertion in 2.1(b) is trivial by part (a) and 2.5.)

We are thus reduced to proving Theorem 3 of the Introduction. Part (a) was established in Theorem 3.2 of [10]. We prefer to give a new proof, making use of basic results in Lie groups. Both parts are proved by induction; part (a) is already established for $n=2$ while part (b) follows easily for $n=3$ from our observations preceding Lemma 2.4 (this case is also established in [6]). We first consider part (a); assume $n \geq 3$ and the assertion proved for spaces of smaller dimension. We may of course assume that $B=\left(\mathbf{R}^{n},\|\cdot\|\right)$ with $\|\cdot\|$ and $\|\cdot\|_{E_{n}}$ compatible (recall that $\|\cdot\|_{E_{n}}$ denotes the usual Euclidean norm and $E_{n}=\left(\mathbf{R}^{n},\|\cdot\|_{E_{n}}\right)$ ). Let $G$ be the component of the identity of $\mathscr{I}(B)$.

We thus have that $G$ is a compact subgroup of $S \mathcal{O}_{n}$ and our assumptions yield that

$$
\begin{equation*}
\operatorname{dim} G=\operatorname{dim} \mathfrak{A}(B)>\frac{(n-1)(n-2)}{2} \tag{13}
\end{equation*}
$$

Now fix $x_{0}$ in $S_{n-1}=\left\{x \in \mathbf{R}^{n}:\|x\|_{E_{n}}=1\right\}$ and let $H=\left\{g \in G: g\left(x_{0}\right)\right.$ $\left.=x_{0}\right\}$. Let $Y=x_{0}{ }^{\perp}$ (i.e., $Y$ is the orthogonal complement of $\left[x_{0}\right]$ with respect to the Euclidean norm). Since $H$ is a set of orthogonal matrices, $Y$ is invariant under $H$. Hence if $h \in H$ and $y \in Y, h\left(x_{0}+y\right)=x_{0}+h(y)$. It follows that the Lie algebra to $H$ at $I$ equals $\mathfrak{H}^{\prime}(Y, B)=\mathfrak{U}^{\prime}(Y) \oplus 0$ with respect to the decomposition $B=Y \oplus\left[x_{0}\right]$. Now set $W=G x_{0}$. It follows that $W$ is a compact connected submanifold of $S_{n-1}$. We then claim:

$$
\begin{equation*}
\operatorname{dim} W=n-1 \tag{14}
\end{equation*}
$$

(Here as in (13), "dim" refers to topological dimension.) Once (14) is established, we complete the argument as follows: $W$ must have nonempty interior (relative to $S_{n-1}$ ) by a standard result in topology. But if
$U \subset W$ is a nonempty open set, so is $G \cdot U=W$, whence $W$ is an open and closed subset of $S_{n-1}$. Since $S_{n-1}$ is connected, $W=S_{n-1}$. It follows that $\|\cdot\|$ is a multiple of $\|\cdot\|_{E_{n}}$ and hence $B$ is Euclidean.

Thus to complete the proof, we may assume that $\operatorname{dim} G x_{0} \neq n-1$ for all $x_{0}$ in $S_{n-1}$ and argue to a contradiction. Now since $W \subset S_{n-1}$, $\operatorname{dim} W \leq n-2$. But by the theory of Lie groups (cf. [5] or [15]),

$$
\begin{equation*}
\operatorname{dim} W=\operatorname{dim} G-\operatorname{dim} H \tag{15}
\end{equation*}
$$

Hence we deduce that

$$
\operatorname{dim} H>\frac{(n-1)(n-2)}{2}-(n-2)=\frac{(n-2)(n-3)}{2}
$$

Since $\operatorname{dim} H=\operatorname{dim} \mathfrak{A}^{\prime}(Y)$ and $\mathscr{H}^{\prime}(Y)$ is a B. Lie algebra, we have by induction hypothesis that $Y$ is a well-embedded Hilbert subspace of $B$. This proves that any codimension-one subspace of $B$ is a well-embedded Euclidean subspace. Then if $\left(e_{1}, \ldots, e_{n}\right)$ is the usual basis, $Y=\left[e_{2}, \ldots, e_{n}\right]$ is well-embedded and so is $X=\left[e_{1}, e_{2}\right]$. We may assume without loss of generality that $\left\|e_{1}\right\|=1$. Let $Z=\left[e_{3}, \ldots, e_{n}\right], z \in Z$ and $x=a e_{1}+b e_{2}$ for some scalars $a$ and $b$. Then

$$
\begin{aligned}
\|x+z\| & =\| \| x\left\|e_{1}+z\right\| \quad \text { since } X \text { is well-embedded } \\
& =\| \| x\left\|e_{1}+\right\| z\left\|e_{2}\right\| \quad \text { since } Y \text { is well-embedded } \\
& =\left(\|x\|^{2}+\|z\|^{2}\right)^{1 / 2} \quad \text { since } X \text { is Euclidean. }
\end{aligned}
$$

Evidently we have proved $B$ is Euclidean (so of course (14) holds after all).

We prove (b) of Theorem 3 by the same method. The case $n=3$ follows easily from our discussion of the simplest case of 2.1(a). Now assume $n>3$ and the result proved for spaces of smaller dimension; assume then $B$ is $n$-dimensional and $\operatorname{dim} \mathfrak{U}(B)=(n-1)(n-2) / 2$. (The same assumptions regarding $E_{n}$ and $B$ are in force.) Let $G$ be as above and for each $x_{0}$ in $S_{n-1}$, let $H x_{0}=\left\{g \in G: g\left(x_{0}\right)=x_{0}\right\}$. If $Y x_{0}=x_{0}^{\perp}$, the argument in part (a) showed that

$$
\begin{equation*}
\operatorname{dim} \mathfrak{A}^{\prime}\left(Y x_{0}\right)=\operatorname{dim} H x_{0}=\operatorname{dim} G-\operatorname{dim} W x_{0} \tag{16}
\end{equation*}
$$

where $W x_{0}=G x_{0}$; also $\operatorname{dim} G=(n-1)(n-2) / 2$ by assumption.
We now claim that

$$
\begin{equation*}
\operatorname{dim} H x_{0} \geq \frac{(n-2)(n-3)}{2} \tag{17}
\end{equation*}
$$

Indeed, were this false, we obtain by (16) that

$$
\operatorname{dim} W x_{0}>\frac{(n-1)(n-2)}{2}-\frac{(n-2)(n-3)}{2}=n-2
$$

Hence $\operatorname{dim} W x_{0}=n-1$, so $W x_{0}=S_{n-1}$ by our argument above. Thus we obtain $\|\cdot\|$ is a multiple of $\|\cdot\|_{E}$ as before, so $B$ is Euclidean. But then $\operatorname{dim} \mathfrak{H}(B)=n(n-1) / 2$, a contradiction.

Now suppose $\operatorname{dim} H x_{0}>(n-2)(n-3) / 2$. Since $Y x_{0}$ is an $n-1$ dimensional space, we thus obtain by (16) that $Y x_{0}$ is a well-embedded Euclidean subspace by part (a) of Theorem 2.3 (which is now established) and hence in particular $\operatorname{dim} \mathfrak{U}^{\prime}\left(Y x_{0}\right)=(n-1)(n-2) / 2$. Then of course $\mathfrak{U}^{\prime}\left(Y x_{0}\right)=\mathfrak{U}(B)$ and (b) is established.

We are now reduced to proving that there exists an $x_{0}$ with $\operatorname{dim} H x_{0}$ $>(n-2)(n-3) / 2$. If this were false, then by (17), we would have that $\operatorname{dim} H x_{0}=(n-2)(n-3) / 2$ for all $x_{0}$ in $S_{n-1}$. This is equivalent to

$$
\begin{equation*}
\operatorname{dim} \mathfrak{A}^{\prime}(Y)=\frac{(n-2)(n-3)}{2} \tag{18}
\end{equation*}
$$

for all $n$-1-dimensional subspaces $Y$ of $B$.
But now it follows by induction hypothesis that any such $Y$ contains a Hilbert subspace of dimension $n-2$, well-embedded in $Y$, since $\mathfrak{U}^{\prime}(Y)$ is a $B$. Lie algebra. Fix $Y$ and suppose $Z$ is such a subspace. Then if $X_{1}=Y^{\perp}$ and $X_{2}=Y \cap Z^{\perp}, X_{1}$ and $X_{2}$ are one-dimensional spaces with $X_{1} \oplus X_{2} \oplus Z=B$ and for any $T, T \in \mathfrak{A}^{\prime}(Y)$ if and only if there is an $S \in \mathfrak{A}(Z)$ so that $T\left(x_{2}+z\right)=S(z)$ for all $x_{2} \in X_{2}$ and $z \in Z$. But $T X_{1}=\{0\}$ if $T \in \mathfrak{U}^{\prime}(Y)$. Hence $\mathfrak{U}^{\prime}(Y)=\{0\} \oplus \mathfrak{A}(Z)$ with respect to the decomposition $X \oplus Z$ of $B$, where $X=X_{1} \oplus X_{2}$. Hence $\mathfrak{U}(Z)=\mathfrak{U}^{\prime}(Z)$ and so $Z$ is well-embedded in $B$ itself. (Put another way, $\mathfrak{A}^{\prime}(Y) \mid Y=$ $\mathfrak{U l}^{\prime}(Z, Y)$, hence $\mathfrak{U}^{\prime}(Z, B)=\mathfrak{A}^{\prime}(Y, B)$ has dimension $(n-2)(n-3) / 2$.) Since $n \geq 4$ is assumed, $\operatorname{dim} Z \geq 2$, so in fact $B$ has a well-embedded 2-dimensional Hilbert subspace as well. Thus we may choose an orthonormal basis $\left(e_{1}, e_{2}, \ldots, e_{n}\right)$ for $B$ so that $\left[e_{1}, e_{2}\right]$ is a well-embedded Hilbert subspace. Let $T_{0} \in \mathfrak{H}(B)$ with $\left[e_{1}, e_{2}\right]=$ range $T_{0}$ (so $\left[e_{3}, \ldots, e_{n}\right]=$ ker $T_{0}$ ). Let $Y=\left(e_{2}+e_{3}\right)^{\perp}$. Let $Z$ be a well-embedded Hilbert subspace of $Y$ of dimension $n-2$. Evidently $e_{1} \in Z$. Hence if $Y^{\prime}=Z+\left[e_{2}\right], Y^{\prime}$ is of dimension $n-1$ and $T_{0} \in \mathfrak{U}^{\prime}\left(Y^{\prime}, B\right), T_{0} \notin \mathfrak{H}^{\prime}(Z, B)$. But since

$$
\frac{(n-2)(n-3)}{2}=\operatorname{dim} \mathfrak{U}(Z)=\operatorname{dim} \mathfrak{U}^{\prime}(Z, B)
$$

we obtain

$$
\operatorname{dim} \mathfrak{U}^{\prime}\left(Y^{\prime}\right)=\operatorname{dim} \mathfrak{U}^{\prime}\left(Y^{\prime}, B\right)>\frac{(n-2)(n-3)}{2}
$$

a contradiction. (Note that in fact this argument is "constructive;" the last part actually produces the desired $n$-1-dimensional well-embedded Hilbert subspace as either $Y^{\prime}$ or $Y=\left(e_{2}+e_{3}\right)^{\perp}$.)

We now begin the proof of Theorem 2.2. The following simple result proves useful.

Lemma 2.7. Let $X$ be a finite-dimensional subspace of $B$ and let $\mathfrak{F}_{X}=\left\{B^{\prime}: B^{\prime}\right.$ is a finite-dimensional subspace of $B$ with $\left.X \subset B^{\prime}\right\}$.
(a) Suppose $X$ is orthogonally complemented in all $B^{\prime}$ in $\mathfrak{F}_{X}$. Then $X$ is orthogonally complemented in $B$.
(b) Suppose $X$ is Euclidean and well-embedded in all $B^{\prime}$ in $\mathfrak{F}_{X}$. Then $X$ is well-embedded in $B$.

Proof. Assume $B$ is infinite-dimensional. For each $B^{\prime}$ in $\mathfrak{F}_{X}$, let $\mathcal{O}\left(X \mid B^{\prime}\right)$ denote the orthogonal complement of $X$ in $B^{\prime}$. Then by uniqueness of orthogonal complements, we have that if $B_{1} \subset B_{2}$ belong to $\mathfrak{F}_{X}$, $\mathcal{O}\left(X \mid B_{1}\right)=\mathcal{O}\left(X \mid B_{2}\right) \cap B_{1}$. Now define $Z$ by

$$
\begin{equation*}
Z=\bigcup\left\{\mathcal{O}\left(X \mid B^{\prime}\right): B^{\prime} \in \mathfrak{F}_{X}\right\} \tag{19}
\end{equation*}
$$

It follows that $Z$ is a linear submanifold of $B$ with $X \cap Z=\{0\}$ and $X+Z$ dense in $B$. But in fact $X+Z=B$, for if $b \in B$, then $b \in X+$ $\mathcal{O}(X \mid X+[b])$. If $x \in X$ and $z \in Z$, we have that $\|x+\alpha z\|=\|x+z\|$ for any scalar $\alpha$ with $|\alpha|=1$. But then the same is true for $z \in \bar{Z}$ and $x \in X$. Hence $Z=\bar{Z}$ is the orthogonal complement of $X$. Part (b) of Lemma 2.7 now follows immediately upon using criterion (2) of Proposition 1.11.

We are now prepared for the proof of Theorem 2.2. The complex case is proved in [6], so we restrict to the real case. (Actually the complex case follows, with some elementary reasoning, from the real case.) We also note the following simple consequence of Proposition 1.8: If every finite-dimensional subspace of $X$ is a well-embedded Hilbert subspace, so is $X$.

Indeed, if $Z=\bigcap\left\{\mathcal{O}\left(X^{\prime}\right): X^{\prime}\right.$ is a finite-dimensional subspace of $\left.X\right\}$, then $Z=\mathcal{O}(X) ; X$ is Euclidean by the parallelogram identity and hence well-embedded by Proposition 1.11. To prove Theorem 2.2, by Lemma 2.7 and the above it suffices to prove the special case of finite-dimensional $B$. Thus, fix $B$ finite-dimensional and assume $X$ is a subspace with every one-dimensional subspace of $X$ orthogonally complemented in $B$. We' may then assume $B=\left(\mathbf{R}^{n},\|\cdot\|\right)$ with $\|\cdot\|_{E_{n}}$ compatible. Suppose $\operatorname{dim} X$ $=k \geq 2$. Let us first show that every 2-dimensional subspace of $X$ is well-embedded. Let $X_{0}$ be a 2-dimensional subspace; for each $x \in X_{0}$ with $\|x\|=1$, let $P_{x}$ be the orthogonal projection onto $[x]$ and set
$U_{x}=2 P_{x}-1$. Then $U_{x} \in \mathscr{I}(B)$ and $U_{x} X_{0} \subset X_{0}$. Thus $U_{x} \in G^{\prime}=\{V \in$ $\left.\mathscr{I}(B): V\left|X_{0}^{\perp}=I\right| X_{0}^{\perp}\right\}$. (Here $X_{0}^{\perp}$ is the orthogonal complement of $X_{0}$.) Thus $G^{\prime}$ is an infinite closed group, since $U_{x} \neq U_{x^{\prime}}$ if $x \neq x^{\prime}$. In fact, $G^{\prime} \mid X_{0}$ is an infinite closed subgroup of $\mathscr{I}\left(X_{0},\|\cdot\|_{E_{n}}\right)$ whence $G^{\prime} \mid X_{0} \supset \mathscr{I}_{0}$ where $\mathscr{I}_{0}$ denotes the component of the identity of $\mathscr{I}\left(X_{0},\|\cdot\|_{E_{n}}\right)$. It follows that there is a nonzero $T$ in the tangent space to $G^{\prime}$ at $I$, and of course this $T$ is rank-two Hermitian with range $X_{0}$, so $X_{0}$ is a well-embedded Hilbert subspace. (Of course this argument is quite elementary; no general ideas from Lie groups are really used.) Let $\left\{e_{1}, \ldots, e_{n}\right\}$ be an orthonormal basis for $E_{n}$ so that $X=\left[e_{1}, \ldots, e_{k}\right]$. For each $1 \leq i \neq j \leq k$, let $R_{i j}$ be the operator such that $R_{i j} e_{i}=e_{j}, R_{i j} e_{j}=-e_{i}$ and $R_{i j} e_{l}=0$ for all $l \neq i$ or $j$. Then $R_{i j} \in \mathfrak{U}^{\prime}(X)$, hence

$$
\operatorname{dim} \mathfrak{U}^{\prime}(X) \geq \frac{k(k-1)}{2}=\operatorname{dim}\left[R_{i j}: 1 \leq i<j \leq k\right]
$$

(cf. (22) of [10]). Thus $X$ is well-embedded by Corollary 2.5.
Orthogonality of Hilbert components.
We now present the proof of Theorem 2.3. The main step is given by the following result:

Lemma 2.8. Let $B$ be a real Banach space, $X$ a nonzero well-embedded Hilbert subspace of $B$, and $T$ a rank-two member of $\mathfrak{H}(B)$. Then either $T B \subset X, T B \subset \mathcal{O}(X)$, or there exists a well-embedded Hilbert subspace $Y$ with $X \subsetneq Y$.

Proof. Suppose the first two possibilities don't occur. We must exhibit $Y$.

Let $Z=\mathcal{O}(X)$ and $P$ be the natural orthogonal projection onto $X$; that is, $X=P B, Z=\operatorname{ker} P=Q B$ where $Q=I-P$.

Suppose first $X$ is one-dimensional. If $X \subset T B$, the result is trivial, so suppose $X \not \subset T B$. We now claim that $Y=T B+X$ is a well-embedded three-dimensional Hilbert space. Let $\|\cdot\|_{H}$ be a compatible norm on $Y$ and $\left\{e_{1}, e_{2}, e_{3}\right\}$ an orthonormal basis for $Y$ with respect to $\|\cdot\|_{H}$, with $T B=\left[e_{1}, e_{2}\right]$. Thus $T e_{3}=0$. Let $x_{0}$ be a nonzero element of $X$; letting $V=\mathcal{O}(X)$, define $U$ on $B$ by $U(x+v)=x-v$ for $x \in X$ and $v \in V$. Thus $U \in \mathscr{I}(B)$, hence $U T U \in \mathscr{U}(B)$. Now if $Z_{0}=V \cap Y$, then $Z_{0}$ is orthogonal to $X$ relative to $Y$ and we have $Y=X \oplus Z_{0}$. It follows that $Y$ is invariant under $U$ and since $T B \subset Y$, we have that $U T U(B)=U T(B)$ $\subset Y$. Evidently $T \mid Y$ and $U T U \mid Y$ both belong to $\mathfrak{U}^{\prime}(Y)$. We claim these operators are linearly independent. To see this, we merely need to see that
$U T U e_{3} \neq 0$. Since $T e_{3}=0$, the linear independence follows. Let $U e_{3}=$ $a e_{1}+b e_{2}+c e_{3}$ for some scalars $a, b$ and $c$. We claim that $a e_{1}+b e_{2} \neq 0$. Were this false, we would have $U e_{3}=c e_{3}$. Now the only eigenvalues of $U \mid Y$ are $\pm 1$, and $X$ equals the eigenspace for $+1, Z_{0}$ the eigenspace for -1 . Were $c=1, e_{3} \in X$, but we assumed that $X \not \subset \mathcal{O}(T B)$. Were $c=-1$, then $e_{3} \in Z_{0}$, but since $x_{0}$ is in the orthogonal complement of $Z_{0}, x_{0}$ is in the orthgonal complement of $\left[e_{3}\right]$; i.e., $x_{0}$ is in $\left[e_{1}, e_{2}\right]=$ range $T$, a contradiction. Thus $T U e_{3}=T\left(a e_{1}+b e_{2}\right) \neq 0$, so $U T U e_{3} \neq 0$. Hence since $\operatorname{dim} \mathscr{U}^{\prime}(Y) \geq 2, Y$ is a 3 -dimensional well-embedded Hilbert space by Theorem 2.1.

We now assume $\operatorname{dim} X \geq 2$ and set

$$
Z_{0}=Q T B .
$$

Evidently we have that $1 \leq \operatorname{dim} Z_{0} \leq 2$.
Case 1. $\operatorname{Dim} Z_{0}=1$.
We shall prove that $Y=X \oplus Z_{0}$ is a well-embedded Hilbert space. Choose $x$ in $X$ and $z$ nonzero in $Z_{0}$ so that $w=z+x$ is in the range of $T$. Then if $w^{\prime}$ is in the range of $T, w^{\prime}=a z+x^{\prime}$ for some scalar $a$ and $x^{\prime}$ in $X$. It follows that we may choose a nonzero $x^{\prime}$ in the range of $T$ with $x^{\prime}$ in $X$. Thus, $T B=\left[x^{\prime}, w\right]$. Suppose now that $x^{\prime}$ and $x$ are linearly independent. Then choose $S \in \mathscr{H}(B)$ with $\left[x^{\prime}, x\right]=$ range $S$, which is possible since $X$ is well-embedded. It follows that $S$ and $T$ are linearly independent members of $\mathfrak{X}^{\prime}\left(\left[x, x^{\prime}, z\right], B\right)$, whence $\left[x, x^{\prime}, z\right]$ is well-embedded; hence there is a $T^{\prime} \in \mathfrak{A}(B)$ of rank two with $T^{\prime} B=\left[x^{\prime}, z\right]$. If $x$ and $x^{\prime}$ are dependent, this is also true, for then $T$ works. Now choose $v$ in $X$ with $x^{\prime}$ and $v$ independent (possible since $\operatorname{dim} X \geq 2$ ). Choose $S \in$ $\mathfrak{U}(B)$ with $\left[x^{\prime}, v\right]=S(B)$; we again obtain that $\left[x^{\prime}, v, z\right]$ is well-embedded since $S$ and $T^{\prime}$ are linearly independent members of $\mathfrak{A}^{\prime}\left(\left[x^{\prime}, v, x\right], B\right)$. But obviously any one-dimensional subspace of $Y$ is a subspace of $\left[x^{\prime}, v, z\right]$ for some choice of $v$, so by Theorem 2.2, $Y$ is well-embedded.

Case 2. $\operatorname{dim} Z_{0}=2$.
Choose $z, z^{\prime}$ linearly independent members of $Z_{0}$ and $x, x^{\prime}$ in $X$ so that $x \neq 0$ and $T B=\left[w, w^{\prime}\right]$ where $w=x+z$ and $w^{\prime}=x^{\prime}+z^{\prime}$. (We cannot have both $x$ and $x^{\prime}$ zero, for then $T B \subset \mathcal{O}(X)$ contradicting our assumptions.) Then $[x]$ is orthogonally complemented in $B$ since $X$ is a well-embedded Hilbert subspace. It follows that since $z \in \mathcal{O}([x]), w=x$ $+z \notin \mathcal{O}([x])$; hence $T B \not \subset \mathcal{O}([x])$. Thus by our proof for the case " $\operatorname{dim} X$ $=1$," we obtain that $\left[w, w^{\prime}, x\right]$ is a well-embedded Hilbert subspace.

Hence there is a $T^{\prime}$ in $\mathfrak{A}(B)$ with $T^{\prime}(B)=[w, x]=[x, z]$. Thus $\operatorname{dim} Q T^{\prime} B$ $=1$ so we have reduced to case 1 and the proof is complete.

We are now prepared for the proof of Theorem 2.3. Let $H_{1}$ and $H_{2}$ be as in its statement. It suffices to show that $H_{2} \subset \mathcal{O}\left(H_{1}\right)$. Our work so far shows that $\mathcal{O}\left(H_{1}\right)=\bigcap\left\{\operatorname{ker} T: T \in \mathfrak{A}(B), T\right.$ is rank 2 and $\left.T B \subset H_{1}\right\}$. (See the third remark following the statement of Theorem 2.2 above.) Thus if $H_{2} \not \subset \mathcal{O}\left(H_{1}\right)$, we could choose a rank-2 skew-Hermitian operator $T$ on $B$ with $T B \subset H_{1}$ yet $H_{2} \not \subset$ ker $T$. This shows $T B \not \subset \mathcal{O}\left(H_{2}\right)$. Indeed, $T B \subset \mathcal{O}\left(H_{2}\right)$ implies $\mathcal{O}(T B) \supset H_{2}$ but $\mathcal{O}(T B)=\operatorname{ker} T$. Hence by Lemma 2.8, $T B \subset H_{2}$. Of course this shows $H_{1} \cap H_{2}$ is nonempty (in fact $\operatorname{dim} H_{1} \cap H_{2} \geq 2$ ). Now choose $x$ nonzero in $H_{1} \cap H_{2}$ and $y \in H_{2} \sim H_{1}$. (There must be such a $y$ since $H_{1}$ and $H_{2}$ are distinct, so $H_{2} \not \subset H_{1}$.) Choose $S \in \mathfrak{U}(B)$ with $[x, y]=$ range $S$ (possible since $[x, y]$ is well-embedded in $H_{2}$ and hence in $B$ ). Now evidently $S B \not \subset H_{1}$. But in fact $S$ is invertible on $[x, y]$, hence $S x \neq 0$, so $H_{1} \not \subset \operatorname{ker} S$, that is $S B \not \subset \mathcal{O}\left(H_{1}\right)$. Thus by Lemma 2.8, $H_{1}$ could not be a Hilbert component. This contradiction completes the proof of 2.3.

## Lie-classification of spaces of low dimension.

We conclude this section with some remarks concerning the Lie-classification problem. Theorem 2.1 and standard results about Lie groups lead easily to the Lie-classification of real Banach spaces of dimension up to four. Indeed, the only case not covered by Theorem 2.1 is where $B$ is four-dimensional and $\operatorname{dim} \mathfrak{H}(B)=2$. We then claim that there is a complex two-dimensional non-Euclidean space $Z$ with a normalized oneunconditional basis $\left(u_{1}, u_{2}\right)$ so that $B$ is isometric to $Z_{\mathbf{R}}$ (where $Z_{\mathbf{R}}$ denotes $Z$ regarded as a real Banach space). Assuming $B=\left(\mathbf{R}^{4},\|\cdot\|\right)$ with $\|\cdot\|_{E_{4}}$ and $\|\cdot\|$ compatible, we obtain that $\mathfrak{U}(B)$ is orthogonally equivalent to $s \mathrm{O}_{2} \oplus s \mathrm{O}_{2}$. To prove the claim, let $B$ have the above representation and let $G$ denote the component of the identity of $\mathscr{I}(B)$. Then $G$ is a two-dimensional compact connected Lie group. By the known structure of such objects, $G$ must be commutative and in fact isomorphic to $\mathrm{SO}_{2} \times \mathrm{SO}_{2}=\mathrm{T}^{2}$, the two-dimensional torus. Moreover the isomorphism from $\mathbf{T}^{2}$ onto $G$ is then a representation of $\mathbf{T}^{2}$ in $S \mathcal{O}_{4}$ and hence must be reducible. We thus in fact obtain two-dimensional orthogonal subspaces $X$ and $Y$ with $G=G|X \oplus G| Y$. It follows that both $X$ and $Y$ are Euclidean and in fact $\mathscr{I}(B)=\mathscr{I}(X) \oplus \mathscr{I}(Y)$. Thus, $X$ and $Y$ are each well-embedded; it now follows easily that $B$ has the stated structure, since we obtain that $B$ is a functional unconditional sum of $X$ and $Y$. Moreover we have that $\mathfrak{H}(B)=\mathfrak{A}(X) \oplus \mathfrak{A}(Y)$ and of course $\mathfrak{A}(X)$ and $\mathfrak{A}(Y)$ are both orthogonally equivalent to $s \mathrm{O}_{2}$.

In fact, we see that such a $B$ gives the simplest possible example of a non-Euclidean $F H S$, for $X$ and $Y$ are the Hilbert components of $B$. It is moreover easily seen that the basis ( $u_{1}, u_{2}$ ) for the corresponding complex space $Z$ is essentially unique. Indeed, we shall in fact show in the next section that if $U$ is an isometry of $Z$, there exist complex numbers $\alpha_{i}$ of modulus 1 and a permutation $\sigma$ of $(1,2)$ so that $U\left(u_{i}\right)=\alpha_{i} u_{\sigma(i)}$. (This also follows immediately from the results in [6].)

It is possible to give an elementary proof of the above structural result, without passing through the theory of Lie groups. Here is the argument.

It is easily seen that if $A$ is a nonzero $2 \times 2$ matrix, then

$$
\begin{equation*}
A \text { and } R_{0} A \text { are linearly independent. } \tag{20}
\end{equation*}
$$

Indeed, otherwise $R_{0} A=c A$ for some $c$ implies $R_{0}^{2} A=-A=c R_{0} A=$ $c^{2} A$ so $c^{2}=-1$, a contradiction.

Now assume $\mathfrak{H}(B)$ is two-dimensional. Once it is proved that $\mathfrak{H}(B)$ has a rank-two element, we may choose an orthonormal basis so that

$$
G=\left[\begin{array}{cc}
R_{0} & 0 \\
0 & 0
\end{array}\right]
$$

is (the matrix of) a member of $\mathfrak{A}$ (with respect to this basis). It follows that we may choose a second nonzero element $T$ in $\mathfrak{H}(B)$ with

$$
T=\left[\begin{array}{cc}
0 & A \\
-A^{*} & \alpha R_{0}
\end{array}\right]
$$

for some real $\alpha$. Then

$$
[G, T]=\left[\begin{array}{cc}
0 & R_{0} A \\
A^{*} R_{0} & 0
\end{array}\right]
$$

belongs to $\mathfrak{H}(B)$ : were $A$ nonzero, $G, T$ and $[G, T]$ would be linearly independent by (20), contradicting $\operatorname{dim} \mathfrak{H}(B)=2$. Thus $A=0, \alpha \neq 0$ and we have proved in fact $\mathfrak{A}(B)=s \mathrm{O}_{2} \oplus s \mathrm{O}_{2}$, which easily implies the existence of the desired complex $Z$.

Now suppose $\mathfrak{A}(B)$ has no rank-2 elements. We then reason to a contradiction as follows. Again, we may choose one element

$$
G=\left[\begin{array}{cc}
R_{0} & 0 \\
0 & c R_{0}
\end{array}\right]
$$

in $\mathfrak{A}(B)$ with $c>0$ say (with respect to a suitable basis). Next it follows there is no element $T$ in $\mathfrak{A}$ with

$$
T=\left[\begin{array}{cc}
0 & A \\
-A^{*} & R_{0}
\end{array}\right]
$$

For then $A \neq 0$, and again

$$
[G, T]=\left[\begin{array}{cc}
0 & -R_{0} A \\
A^{*} R_{0} & 0
\end{array}\right]
$$

implies $G, T$ and $[G, T$ ] are linearly independent, by (21). It then follows there is a second nonzero element $T$ in $\mathfrak{H}$ with

$$
T=\left[\begin{array}{cc}
0 & A \\
-A^{*} & 0
\end{array}\right]
$$

Then also $A$ is invertible, since $T$ cannot be rank-2. We now obtain

$$
[G, T]=\left[\begin{array}{cc}
0 & R_{0} A-c A R_{0}  \tag{21}\\
-\left(T_{0} A-c A R_{0}\right)^{*} & 0
\end{array}\right]
$$

Hence there must be a real number $t$ so that

$$
\begin{equation*}
R_{0} A-c A R_{0}=t A \tag{22}
\end{equation*}
$$

(or else $\operatorname{dim} \mathfrak{A}(B) \geq 3$ ). This implies $A^{-1} R_{0} A=c R_{0}+t I$ so

$$
\begin{equation*}
-I=\left(A^{-1} R_{0} A\right)^{2}=\left(-c^{2}+t^{2}\right) I+2 t c R_{0} \tag{23}
\end{equation*}
$$

Now (23) implies $t=0$ and $c=1$ (since $c>0$ was assumed). Thus $[G, T]=0$; that is, $G$ and $T$ commute. It follows there is an orthogonal matrix $U$ so that $U^{*} G U=G$ and

$$
U^{*} T U=\left[\begin{array}{cc}
a R_{0} & 0 \\
0 & b R_{0}
\end{array}\right]
$$

for some real numbers $a$ and $b$. (This is the real-version of the fact that commuting normal complex matrices can be simultaneously unitarily diagonalized.) Since $T \neq G, a \neq b$, so in fact we deduce

$$
\left[\begin{array}{cc}
R_{0} & 0 \\
0 & 0
\end{array}\right]
$$

is in $\mathfrak{A}$ after all, a contradiction.
Remark. The following result follows from complexification and a result of Vidav [14];1 alternatively, it would appear to follow from the natural "Lie-group" generalization of the above argument:

Let $B$ be a real $2 n$-dimensional Banach space. Then $B$ is isometric to $X_{\mathbf{R}}$ for some complex n-dimensional space $X$ with a one unconditional basis if and only if $\mathfrak{A}(B)$ has a commutative $n$-dimensional subspace.
3. The isometric structure of FHS. Many of our results here follow in a straightforward way from the machinery developed in the first two sections. We organize the presentation as follows: we first prove Theorem

1 of the introduction, and also give the structure of the span of the Hilbert components of a general Banach space. This leads to a natural splitting of arbitrary one-unconditional bases with one part spanning the "FHS-part" of the space. We next give the detailed isometric classification of FHS spaces of arbitrary cardinality, as well as the characterizations of their groups of isometries and Lie algebras. We proceed then to give some complementation-permanence properties of FHS spaces and general spaces with a one-unconditional basis. Unless explicitly stated otherwise, we shall assume that $B$ is a real nonzero Banach space. (Later on, we discuss the relationship with our work and the previously known analogues for complex Banach spaces.)

The Functional Hilbertian part of a Banach space and the structure of spaces with a one-unconditional basis.

We first introduce some notation. Let $\mathscr{H}=\mathscr{H}(B)$ denote the set of Hilbert components $H$ of $B$ with $\operatorname{dim} H \geq 2$. (For any Banach space $X$, $\operatorname{dim} X$ denotes the least cardinal corresponding to a subset of $X \sim\{0\}$ with linear span dense in $X$.) When we set $\mathscr{H}=\left\{H_{\lambda}\right\}_{\lambda \in \Gamma}$ we shall assume that $H_{\lambda} \neq H_{\lambda^{\prime}}$ if $\lambda \neq \lambda^{\prime}$; i.e., this is simply a "distinct" indexing of $\mathscr{H}$. We set $\mathrm{FH}(B)=[H: H \in \mathscr{H}]$ and call $\mathrm{FH}(B)$ the Functional Hilbertian part of $B$. We set $\operatorname{Or}(B)=\{x:[x]$ is a Hilbert component of $B$ or $x=0\}$.

Theorem 3.1. Let $X=\mathrm{FH}(B)$. Then $\mathscr{H}$ is a functional unconditional decomposition of $X . X=[T B: T \in \mathfrak{A}(B)$ with $\operatorname{rank} T=2]$. $x]$ is orthogonal to $H$ for all $H$ in $\mathscr{H}$ and $x$ in $\operatorname{Or}(B)$. If $X$ is orthogonally complemented in $B$, then $\mathcal{O}(X)=\bigcap\{\mathcal{O}(H): H \in \mathscr{H}\}$. $X$ is orthogonally complemented in $B$ if either of the following occur:
(a) $c_{0}$ does not embed in $X$
or
(b) $B=[x:[x]$ is orthogonally complemented in $B]$.

Remarks. (1) Notice that if $B$ has a one-unconditional basis, then (b) holds so $X=\mathrm{FH}(B)$ is orthogonally complemented. Moreover if (b) holds, then $\mathcal{O}(X)=[\mathcal{O r}(B)]$. Indeed, if $[x]$ is orthogonally complemented in $B$, then either $x \in \mathcal{O r}(B)$ or $x \in \mathrm{FH}(B)$ by the existence of Hilbert components. If $(\mathrm{b})$ holds, then Theorem 3.1 yields that $\mathcal{O} r(B) \subset \mathcal{O}(X)$.
(2) Suppose $\left\{H_{\lambda}: \lambda \in \Gamma\right\}=\mathscr{H}(B)$. Then by Proposition 1.7 and Theorem 3.1, we have that $\mathrm{FH}(B)$ is a functional unconditional sum of $\left\{H_{\lambda}: \lambda \in \Gamma\right\}$ and hence we obtain Theorem 1 of the Introduction (the implication $(a) \Rightarrow(b)$ of Theorem 1 is trivial).

Proof of Theorem 3.1. Let $n \geq 1$ and $H_{1}, \ldots, H_{n}$ be distinct members of $\mathscr{H}$. By Theorem 2.3, we have that the $H_{i}$ 's are orthogonal; that is, $H_{i} \subset \mathcal{O}\left(H_{j}\right)$ for all $i \neq j$. Let $x_{1}, x^{\prime}, \ldots, x_{n}, x_{n}^{\prime}$ be given with $\left\|x_{i}\right\|=\left\|x_{i}^{\prime}\right\|$ and $x_{i}, x_{i}^{\prime} \in H_{i}$ for all $i$. For each $i$, since $H_{i}$ is well-embedded, we may choose $U_{i} \in \mathscr{I}(B)$ with $U_{i}(y)=y$ for all $y \in \mathcal{O}\left(H_{i}\right)$ and $U_{i} x_{i}=x_{i}^{\prime}$. Let $U=U_{1} \cdot U_{2} \cdot \ldots \cdot U_{n}$. Then evidently $U \in \mathscr{I}(B)$ and $U\left(\sum x_{i}\right)=\sum x_{i}^{\prime}$. Hence $\left\|\sum x_{i}^{\prime}\right\|=\left\|\sum x_{i}\right\|$, proving that $\mathscr{H}$ is a functional unconditional decomposition of $X$. If $x \in H$ for some $H \in \mathscr{H}$, since $\operatorname{dim} H \geq 2$, there is a $T \in \mathfrak{A}(B)$ with rank $T=2$ and $x \in T B$. If conversely $T \in \mathfrak{A}(B)$ with rank $T=2, T B$ is a well-embedded 2-dimensional Hilbert subspace of $B$, hence by Theorem 1.12 , there is an $H \in \mathscr{H}$ with $T B \subset H$. The second assertion of 3.1 is thus established; the third one follows immediately from Theorem 2.3. The fourth assertion and the first part of the fifth one follow immediately from the preceding parts of 3.1 and Corollary 1.9. For the final assertion, let $Y=\bigcap\{\mathcal{O}(H): H \in \mathscr{H}\}$. If $Z=X \oplus Y$, then $X$ is orthogonally complemented in $Z$ with $Y$ the orthogonal complement, as noted in our proof of Proposition 1.8. Now $\operatorname{Or}(B) \subset Y$ while if $[x]$ is orthogonally complemented in $B$ and $x \notin \mathcal{O} r(B)$, then there is an $H \in \mathscr{H}$ with $x \in H$ and so $x \in X$. Hence if (b) of 3.1 holds, $Z=B$.

Our next result leads to a description of the group of isometries of an FHS space as well as a simple characterization of its Lie algebra. It is again a natural analogue of a known result for complex spaces [6].

Proposition 3.2. Let $H$ be a Hilbert component of $B, T \in \mathfrak{Y}(B)$ and $U \in \mathscr{I}(B)$. Then $U H$ is a Hilbert component. If $\operatorname{dim} H>1, T H \subset H$.

Proof. The first assertion is evident. To see the second one, let $b \in H$. We first show there is a $\delta>0$ so that $e^{x T} b \in H$ for all $x$ with $|x|<\delta$. Assume $\|b\|=1$ for convenience and define $f$ by $f(x)=\left\|b-e^{x T} b\right\|$. Evidently $f$ is continuous. Now by the first assertion and Theorem 2.3, if $e^{x T} b \notin H$, then $e^{x T} b \in \mathcal{O}(H)$, whence $f(x) \geq\|b\|=1$. Since $\lim _{x \rightarrow 0} f(x)=0$, the existence of $\delta$ follows. But then it follows that $d\left(e^{x T} b\right) / d x \in H$ for $|x|<\delta$; of course this equals $T e^{x T} b$, whence setting $x=0, T b \in H$.

Remarks. (1) We do not know if this assertion remains true if one assumes $\operatorname{dim} H=1$. Notice the assertion is then equivalent to: $H \subset \operatorname{ker} T$.
(2) Actually, if $\operatorname{dim} H>1, H$ is a Hilbert component, and $\mathscr{I}_{0}(B)$ is the component of the identity of $\mathscr{I}(B)$, then $U H \subset H$ for all $U \in \mathscr{I}_{0}(B)$ (so in particular $e^{x T} H \subset H$ for all real $x$ and $T \in \mathfrak{A}(B)$ ). (We work with
the norm-topology on $\mathscr{I}(B)$.) Indeed, let $G=\left\{U \in \mathscr{I}_{0}(B)\right.$ : UH $\left.\subset H\right\}$. $G$ is evidently a closed subgroup of $\mathscr{I}_{0}(B)$. To see that $G$ is open, fix $b \in H$ with $\|b\|=1$, let $U \in G$ and $V \in \mathscr{I}_{0}(B)$ with $\|V-U\|<1$. Then were $V b \notin H, V b \in \mathcal{O} H$; hence $\|(V-U)(b)\| \geq\|U b\|=1$. But $\|(V-U)(b)\|$ $<1$; hence $V \in G$, so $G=\mathscr{I}_{0}(B)$.

Corollary 3.3. Let $X=F H(B)$ and $Y=\bigcap\{\mathcal{O}(H): H \in \mathscr{H}\}$. Then $X$ and $Y$ are both invariant under $\mathscr{I}(B)$ and $\mathfrak{A}(B)$. Moreover if $U \in \mathscr{I}(B)$, then $\mathscr{H}=\{U H: H \in \mathscr{H}\}$.

Proof. Let $U \in \mathscr{I}(B)$ and $T \in \mathfrak{A}(B)$. If $H \in \mathscr{H}$, then $U H \in \mathscr{H}$ since $\operatorname{dim} U H=\operatorname{dim} H \geq 2$ and $U H$ is a Hilbert component. Thus evidently $U X \subset X$. Hence also incidentally $U^{-1} X \subset X$, which shows that $U X=X$. Notice this also shows in fact $\mathscr{H}=\{U H: H \in \mathscr{H}\}$. Now suppose $y \in Y$. Then since $U$ is a surjective isometry, we have that $U y \in \mathcal{O}(U H)$ for any $H \in \mathscr{H}$; hence again $U y \in Y$. (This also shows incidentally that $U Y=Y$.) Now let $T \in \mathfrak{A}(B)$ and $y \in Y$. Then $e^{x T} y \in Y$ for all real $x$. Thus $d\left(e^{x T} y\right) /\left.d x\right|_{x=0}=T y$ belongs to $Y$, since $Y$ is closed. It follows immediately from Proposition 3.2 that $T X \subset X$.

Remark. Suppose $X=F H(B)$ is orthogonally complemented and $Y=\mathcal{O}(X)$. We obtain that $\mathscr{I}(B)=\mathscr{I}(X) \oplus \mathscr{I}(Y)$ precisely when $X$ and $Y$ are well-embedded in $B$. Then also $\mathfrak{H}(B)=\mathfrak{A}(X) \oplus \mathfrak{U}(Y)$. In particular, this occurs if $B$ is a functional unconditional sum of $X$ and $Y$. (We prove later that in any case, $\mathfrak{A}(B)=\mathfrak{A}(X) \oplus \mathfrak{U}^{\prime}(Y)$.)

Recall from the Introduction that if $U$ is a real Banach space with normalized one-unconditional basis $\left(u_{\gamma}\right)_{\gamma \in \Gamma}$, then $U$ is said to be pure if there are no rank-two skew-Hermitian operators on $U$. Otherwise, $U$ is called impure. We show in Theorem 3.6 that if $U$ is pure, $U$ has a trivial Lie algebra. Our next result gives on the other hand a useful criterion testing the impurity of a space $U$.

Corollary 3.4. Let $\left(u_{\gamma}\right)_{\gamma \in \Gamma}$ be a normalized one-unconditional basis for $U$. Then $U$ is impure if and only if there exist $\alpha \neq \beta$ in $\Gamma$ so that ( $u_{\alpha}, u_{\beta}$ ) is isometrically equivalent to the usual basis for Euclidean 2-dimensional space and for all $x$ and $x^{\prime}$ in $\left[u_{\alpha}, u_{\beta}\right]$ with $\|x\|=\left\|x^{\prime}\right\|$ and all $y \in\left[\left\{u_{\gamma}: \gamma \neq \alpha\right.\right.$ or $\left.\left.\beta\right\}\right],\|x+y\|=\left\|x^{\prime}+y\right\|$.

Proof. If there exist such $\alpha$ and $\beta,\left[u_{\alpha}, u_{\beta}\right]$ is a well-embedded Hilbert subspace of $U$ and hence the range of a rank-two skew-Hermitian operator on $U$. Suppose that $U$ is impure. Then there exists an $H \in \mathscr{H}(U)$;
that is, $H$ is a Hilbert component with $\operatorname{dim} H \geq 2$. If $\alpha \in \Gamma$, either $u_{\alpha} \in \mathcal{O r}(U)$ in which case $\left[u_{\alpha}\right]$ is orthogonal to $H$ by Theorem 3.1, or there exists an $H^{\prime}$ in $\mathscr{H}$ with $u_{\alpha}$ in $H^{\prime}$ (since [ $u_{\alpha}$ ] is an orthogonally complemented subspace). If $H^{\prime}=H, u_{\alpha} \in H$, otherwise [ $u_{\alpha}$ ] is again orthogonal to $H$. It follows that there exist $\alpha \neq \beta$ in $\Gamma$ with $u_{\alpha}, u_{\beta}$ both in $H$. Otherwise $\mathcal{O}(H)=U$ or $\mathcal{O}(H)$ is of codimension one in $U$, both of which are absurd. Then $\left[u_{\alpha}, u_{\beta}\right.$ ] is a well-embedded Hilbert subspace of $U$. Since $\mathcal{O}\left(\left[u_{\alpha}, u_{\beta}\right]\right)=\left[\left\{u_{\gamma}: \gamma \neq \alpha\right.\right.$ or $\left.\left.\beta, \gamma \in \Gamma\right\}\right], \alpha$ and $\beta$ have the desired properties.

Our argument for Corollary 3.4 easily yields the following result, which in turn leads to a description of unconditional bases for FHS spaces:

Lemma 3.5. Let $U$ have a normalized one-unconditional basis $\left(u_{\alpha}\right)_{\alpha \in \Gamma}$ and let $H \in \mathscr{H}(U)$. Then $H=\left[u_{\alpha}: \alpha \in \Gamma\right.$ and $\left.u_{\alpha} \in H\right]$.

Proof. Our argument for Corollary 3.4 showed that for every $\alpha$, either $u_{\alpha} \in H$ or $\left[u_{\alpha}\right]$ is orthogonal to $H$. Hence if $H^{\prime}=\left[u_{\alpha}: \alpha \in \Gamma\right.$ and $\left.u_{\alpha} \in H\right]$, then $\mathcal{O}\left(H^{\prime}\right)=\left[u_{\beta}: u_{\beta} \notin H\right.$ and $\left.\beta \in \Gamma\right] \subset \mathcal{O}(H)$; hence $H^{\prime} \supset H$, so $H^{\prime}=H$.

We may now describe the structure of a one-unconditional basis for a general $B$. The basis splits into two pieces, one spanning $\mathrm{FH}(B)$, the other being the part in $\operatorname{Or}(B)$. The FH-part is naturally partioned by the Hilbert components of $\mathrm{FH}(B)$, i.e., by $\mathscr{H}(B)$. If one selects one basis element out of each member of $\mathscr{H}(B)$ and combines these elements with the $\mathcal{O r}$ part, the result spans a pure space. Here is the precise result.

Theorem 3.6. Assume $\Lambda$ and $\Gamma$ are disjoint (index) sets. Let $\left(u_{\alpha}\right)_{\alpha \in \Gamma}$ be a normalized one-unconditional basis for $B,\left\{H_{\lambda}: \lambda \in \Lambda\right\}=\mathscr{H}(B)$, $\Gamma_{\mathscr{O}_{r}}=\left\{\alpha: u_{\alpha} \in \operatorname{Or}(B)\right\}, \Gamma_{\mathrm{FH}}=\Gamma \sim \Gamma_{\mathscr{O}_{r}}$, and for each $\lambda \in \Lambda$, let $\Gamma_{\lambda}=\{\alpha:$ $\left.u_{\alpha} \in H_{\lambda}\right\}$ and $\alpha(\lambda)$ be a chosen element of $\Gamma_{\lambda}$.
(a) $\mathrm{FH}(B)=\left[u_{\alpha}: \alpha \in \Gamma_{\mathrm{FH}}\right]$ so $\mathcal{O}(\mathrm{FH}(B))=\left[u_{\alpha}: \alpha \in \Gamma_{\mathcal{O r}_{r}}\right]$.
(b) For each $\lambda \in \Lambda, H_{\lambda}=\left[u_{\alpha}: \alpha \in \Gamma_{\lambda}\right]$. The $\Gamma_{\lambda}$ 's are a partition of $\Gamma_{\mathrm{FH}}$. That is, $\Gamma_{\mathrm{FH}}=\bigcup_{\lambda \in \Lambda} \Gamma_{\lambda}$ and $\Gamma_{\lambda} \cap \Gamma_{\lambda^{\prime}}=\varnothing$ if $\lambda \neq \lambda^{\prime}$.
(c) Let $\Gamma^{\prime}=\Lambda \cup \Gamma_{o_{r}}$. Define $v_{\gamma}$ for $\gamma \in \Gamma^{\prime}$ by $v_{\gamma}=u_{\alpha(\gamma)}$ if $\gamma \in \Lambda$ and $v_{\gamma}=u_{\gamma}$ if $\gamma \in \Gamma_{o r} ;$ set $V=\left[v_{\gamma}: \gamma \in \Gamma^{\prime}\right]$. Then $V$ is pure.

Proof. Set $X=\left[u_{\alpha}: \alpha \in \Gamma_{\mathrm{FH}}\right]$. It follows by the preceding Lemma and Theorem 3.1 that if $H \in \mathscr{H}(B)$, then $H \subset X$. For $H=\left[u_{\alpha}: u_{\alpha} \in H\right]$ but if $\alpha \in \Gamma_{O_{r}}, u_{\alpha} \notin H$ since $\left[u_{\alpha}\right]$ is orthogonal to $H$. Hence we obtain
that $\mathrm{FH}(B) \subset X$. But if $\alpha \in \Gamma_{\mathrm{FH}}$, there must be an $H \in \mathscr{H}(B)$ with $u_{\alpha} \in H$ by the existence of Hilbert components and the fact that [ $u_{\alpha}$ ] is not a Hilbert component. Hence $X \subset F H(B)$ so (a) follows. (b) follows immediately from the preceding Lemma and the orthogonality of the $H_{\lambda}$ 's. It remains to prove (c). For convenience, let $H_{\gamma}=\left[v_{\gamma}\right]=\left[u_{\alpha(\gamma)}\right]$ for all $\gamma \in \Gamma_{O_{r}}$. Then we have that $\left\{H_{\gamma}: \gamma \in \Gamma^{\prime}\right\}$ are orthogonal Hilbert components of $B$ and of course $B=\left[H_{\gamma}: \gamma \in \Gamma^{\prime}\right]$. Suppose (c) is false. By Corollary 3.4 we may choose $\alpha \neq \beta$ in $\Gamma^{\prime}$ so that $\left[v_{\alpha}, v_{\beta}\right]$ is Euclidean and well-embedded in $V$. We shall show that $H_{\alpha}+H_{\beta}$ is a well-embedded Hilbert subspace of $B$, contradicting the fact that $H_{\alpha}$ and $H_{\beta}$ are Hilbert components. Let $\bar{\Gamma}=\Gamma^{\prime} \sim\{\alpha, \beta\}$. Let $x, x^{\prime} \in H_{\alpha}$ and $y, y^{\prime} \in H_{\beta}$ with $\|x+y\|=\left\|x^{\prime}+y^{\prime}\right\|$ and let $z \in\left[H_{\gamma}\right]_{\gamma \in \bar{\Gamma}}$. First we have that there is an isometry $U$ of $B$ with $U x=\|x\| v_{\alpha}$ and $U y=\|y\| v_{\beta}$, hence

$$
\begin{equation*}
\|x+y\|=\| \| x\left\|v_{\alpha}+\right\| y\left\|v_{\beta}\right\|=\left(\|x\|^{2}+\|y\|^{2}\right)^{1 / 2} \tag{24}
\end{equation*}
$$

showing $H_{\alpha}+H_{\beta}$ is Euclidean. Next, we may choose unique $z_{\lambda} \in H_{\lambda}$ for all $\lambda \in \bar{\Gamma}$ so that $z=\sum_{\lambda \in \bar{\Gamma}} z_{\lambda}$ (the series converging unconditionally); then we have that

$$
\|x+y+z\|=\| \| x\left\|v_{\alpha}+\right\| y\left\|v_{\beta}+\sum_{\lambda \in \bar{\Gamma}}\right\| z_{\lambda}\left\|v_{\lambda}\right\|
$$

(since the $H_{\gamma}$ 's are a functional unconditional decomposition of $B$ )

$$
=\| \| x^{\prime}\left\|v_{\alpha}+\right\| y^{\prime}\left\|v_{\beta}+\sum_{\lambda \in \Lambda}\right\| z_{\lambda}\left\|v_{\lambda}\right\|
$$

(since $\left[v_{\alpha}, v_{\beta}\right]$ is well-embedded in $U$ and $\|x+y\|=\left\|x^{\prime}+y^{\prime}\right\|$ )

$$
=\left\|x^{\prime}+y^{\prime}+z\right\|
$$

Thus $H_{\alpha}+H_{\beta}$ is well-embedded, a contradiction. This completes the proof of Theorem 3.6.

Our preceding results easily yield a complete isometric description of FHS spaces. To give this, we introduce some notation: suppose $B$ is a functional unconditional sum of $\left(Y_{\alpha}\right)_{\alpha \in \Gamma}$. Then formally, $B \subset \Pi_{\alpha \in \Gamma} Y_{\alpha}$. For each $\alpha \in \Gamma$, let $Y_{\alpha}^{\prime}=\left\{b \in B: b_{\beta}=0\right.$ for all $\left.\beta \neq \alpha\right\}$. We refer to the $Y_{\alpha}^{\prime}$ 's as the canonical images of the $Y_{\alpha}$ 's in $B$. We say that $B$ has an isometrically unique one-unconditional basis if $B$ has a normalized oneunconditional basis $\left(u_{\alpha}\right)_{\alpha \in \Gamma}$ so that if $\left\{v_{\alpha}\right\}_{\alpha \in \Lambda}$ is a normalized one-unconditional basis for $B$, there is a bijection $\sigma: \Gamma \rightarrow \Lambda$ with $\left(v_{\sigma(\alpha)}\right)$ isometrically equivalent to $\left(u_{\alpha}\right)_{\alpha \in \Gamma}$; that is, there is a $T \in \mathscr{F}(B)$ with
$T u_{\alpha}=v_{\sigma(\alpha)}$ for all $\alpha \in \Gamma$. (Recall that for Hilbert spaces $X$ and $X^{\prime}$, $\operatorname{dim} X=\operatorname{dim} X^{\prime}$ if and only if $X$ is isometric to $X^{\prime}$.)

Theorem 3.7. Let $B$ be FHS. Then $B$ has an isometrically unique one-unconditional basis. There exists a one-unconditional basis $u=\left(u_{\alpha}\right)_{\alpha \in \Gamma}$ for a pure space $U$ and Hilbert spaces $\left(H_{\alpha}\right)_{\alpha \in \Gamma}$ with $\operatorname{dim} H_{\alpha} \geq 2$ for all $\alpha$ so that $B$ is isometric to $\left(\sum_{\Gamma} \oplus H_{\alpha}\right)_{\underline{u}}$. The $H_{\alpha}^{\prime}$ 's are then the Hilbert components of $B$, where the $H_{\alpha}^{\prime}$ 's are the canonical images of the $H_{\alpha}$ 's in $B$. The representation is unique in the following sense: if $B$ is isometric to $\left(\Sigma_{\Lambda} \oplus \tilde{H}_{\beta}\right)_{\underline{v}}$ where $\underline{v}=\left(v_{\lambda}\right)_{\lambda \in \Lambda}$ is a normalized one-unconditional basis for some pure space and $\tilde{H}_{\beta}$ are Hilbert spaces for all $\beta$, then there is a bijection $\sigma: \Gamma \rightarrow \Lambda$ with $\left(v_{\sigma(\gamma)}\right)$ isometrically equivalent to $\left(u_{\gamma}\right)$ and $\operatorname{dim} \tilde{H}_{\sigma(\gamma)}=$ $\operatorname{dim} H_{\gamma}$ for all $\gamma \in \Gamma$.

Proof. The argument is a routine application of our preceding results. However the generality of the result renders the notation somewhat cumbersome.

Let $\left(H_{\alpha}\right)_{\alpha \in \Gamma}$ be the Hilbert components of $B$ and for each $\alpha \in \Gamma$, let $u_{\alpha} \in H_{\alpha}$ with $\left\|u_{\alpha}\right\|=1$; set $U=\left[u_{\alpha}\right]_{\alpha \in \Gamma}$ and $\underline{u}=\left(u_{\alpha}\right)_{\alpha \in \Gamma}$. Then by Lemma 3.5, Theorem 3.1 and Theorem 3.6, $B$ is isometric to $\left(\sum_{\alpha \in \Gamma} \oplus H_{\alpha}\right)_{\underline{\underline{u}}}$ and $U$ is pure. For each $\alpha \in \Gamma$, let $\left(u_{\alpha \beta}\right)_{\beta \in \Gamma_{\alpha}}$ be a complete orthonormal basis for $H_{\alpha}$, where $\Gamma_{\alpha}=\operatorname{dim} H_{\alpha}$. Then setting $\tilde{\Gamma}=U_{\alpha \in \Gamma}\{\alpha\} \times \Gamma_{\alpha},\left(u_{\gamma}\right)_{\gamma \in \tilde{\Gamma}}$ is a normalized one-unconditional basis for $B$. Suppose $\left(v_{\tau}\right)_{\tau \in W}$ is a normalized one-unconditional basis for $B$. For each $\alpha \in \Gamma$, let $W_{\alpha}=\left\{\tau: v_{\tau} \in H_{\alpha}\right\}$. Since Hilbert spaces have isometrically unique unconditional bases, it follows by Theorem 3.6 that there exists a bijection $\sigma_{\alpha}:\{\alpha\} \times \Gamma_{\alpha} \rightarrow W_{\alpha}$ with $\left(v_{\sigma(\alpha \beta)}\right)_{\beta \in \Gamma_{\alpha}}$ isometrically equivalent to $\left(u_{\alpha \beta}\right)_{\beta \in \Gamma_{\alpha}}$. Since $\left\{W_{\alpha}: \alpha \in \Gamma\right\}$ is a disjoint partition of $W$, $\sigma=\bigcup_{\alpha \in \Gamma} \sigma_{\alpha}$ is a bijection from $\tilde{\Gamma}$ onto $W$. To see that $\left(u_{\gamma}\right)_{\gamma \in \Gamma}$ is isometrically equivalent to $\left(v_{\sigma(\gamma)}\right)_{\gamma \in \Gamma}$, let $n$ be a positive integer, with $n \leq \operatorname{card} \Gamma, \alpha_{1}, \ldots, \alpha_{n}$ distinct elements of $\Gamma$, and for each $i,\left(\beta_{j}^{i}\right)_{j=1}^{m_{t}}$ distinct elements of $\Gamma_{\alpha_{i}}$ (with $m_{i} \leq \operatorname{card} \Gamma_{\alpha_{i}}$ ). Let then scalars $\left(c_{i j}\right)$ be given. We must show that

$$
\begin{equation*}
\left\|\sum_{i=1}^{n} \sum_{j=1}^{m_{i}} c_{i j} v_{\sigma\left(\alpha_{i} \beta_{j}\right)}\right\|=\left\|\sum_{i=1}^{n} \sum_{j=1}^{m_{1}} c_{i j} u_{\alpha_{i} \beta_{j}}\right\| \tag{25}
\end{equation*}
$$

For each $i$, let

$$
h_{i}=\sum_{j=1}^{m_{i}} c_{i j} u_{\alpha_{i} \beta_{j}^{i}} \quad \text { and } \quad \tilde{h}_{i}=\sum_{j=1}^{m_{i}} c_{i j} v_{\sigma\left(\alpha_{\alpha} \beta_{j}\right)}
$$

Then

$$
\left\|h_{i}\right\|=\left(\sum_{j=1}^{m_{i}} c_{i j}^{2}\right)^{1 / 2}=\left\|\tilde{h}_{i}\right\| \quad \text { for all } i
$$

Since $h_{i} \in H_{\alpha_{i}}$, there is an isometry $U$ of $B$ with $U h_{i}=\tilde{h}_{i}$ for all $i$, hence (25) holds.

Finally set $X=\left(\Sigma_{\Lambda} \oplus \tilde{H}_{\beta}\right)_{\underline{v}}$ and suppose $T: B \rightarrow X$ is a surjective isometry. Then it is evident that $T$ induces a bijection $\tilde{T}$ between $\mathscr{H}(B)$ and $\mathscr{H}(X)$, where $\tilde{T}(H)=T H$ for all $H \in \mathscr{H}(B)$. Consequently for each $\alpha \in \Gamma$ there is a unique $\sigma(\alpha)$ in $\Lambda$ with $T H_{\alpha}=\tilde{H}_{\sigma(\alpha)}^{\prime}$ (where the $\tilde{H}_{\beta}^{\prime}$ 's are the canonical images of the $\tilde{H}_{\beta}$ 's in $X$ ). The map $\sigma$ thus defined is a bijection from $\Gamma$ onto $\Lambda$. Since $T$ is an isometry, $\operatorname{dim} \tilde{H}_{\sigma(\alpha)}=\operatorname{dim} \tilde{H}_{\sigma(\alpha)}^{\prime}=$ $\operatorname{dim} H_{\alpha}$ for all $\alpha$. Let us use the notation " $\sim$ " to mean "is isometrically equivalent to." We then have

$$
\left(u_{\alpha}\right)_{\alpha \in \Gamma} \sim\left(T u_{\alpha}\right)_{\alpha \in \Gamma} \sim\left(v_{\sigma(\alpha)}\right)_{\alpha \in \Gamma}
$$

since $T$ is an isometry, $X$ is a functional unconditional sum of $\left\{\tilde{H}_{\sigma(\alpha)}\right.$ : $\alpha \in \Gamma\}$ and $T u_{\alpha}$ is a normalized member of $H_{\sigma(\alpha)}^{\prime}$ for all $\alpha \in \Gamma$. This completes the proof.

Theorem 3.7 easily yields the corresponding classification theorem for complex Banach spaces with a one-unconditional basis. The statement of the result is precisely that of Theorem 3.7, except that "FHS" is replaced by "complex with a one-unconditional basis," the words " with $\operatorname{dim} H_{\alpha} \geq$ 2," are deleted, and the word "real" is inserted before "pure space $U$." Indeed, suppose $B$ is a complex Banach space with a one-unconditional basis and let $X=B_{\mathbf{R}}$. Then $X$ and $B$ have the same Hilbert components (see the discussion at the end of section one). Hence all Hilbert components of $X$ are at least two-dimensional so $X$ is FHS and Theorem 3.7 easily yieldds the complex result. Similar comments apply to our results later on.

Our next result characterizes in particular the Lie algebras of FHS spaces.

Theorem 3.8. Assume that $X=\mathrm{FH}(B)$ is orthogonally complemented with $Y=\mathcal{O}(\mathrm{FH}(B))$ and let $\mathscr{H}(B)=\left\{H_{\gamma}: \gamma \in \Gamma\right\}$. Suppose for each $\gamma \in \Gamma, T_{\gamma} \in \mathfrak{U}\left(H_{\gamma}\right)$ and $M=\sup _{\gamma}\left\|T_{\gamma}\right\|<\infty$. There is a unique $T \in \mathfrak{A}(B)$ with $T \mid H_{\gamma}=T_{\gamma}$ for all $\gamma \in \Gamma$ and $T y=0$ for all $y \in Y ;$ moreover $\|T\|=$ M. If conversely $T \in \mathfrak{A}(X)$, then $T H_{\alpha} \subset H_{\alpha}$ for all $\alpha \in \Gamma$ and there is $a$ $\tilde{T} \in \mathfrak{A}(B)$ with $\tilde{T} \mid X=T$ and $\tilde{T} \mid Y=0$.

Remark. Theorem 3.8 and Corollary 3.3 thus imply that $\mathfrak{A}(B)=$ $\mathfrak{U}(X) \oplus \mathfrak{A}^{\prime}(Y)$. ( $\mathfrak{A}^{\prime}(X)$ is defined at the beginning of section two.) They also show that if $B=X$, then $\mathfrak{U}(B)=\left(\sum \oplus \mathfrak{H}\left(H_{\alpha}\right)\right)_{1^{\infty}(\Gamma)}$.

Proof of 3.8. Suppose without loss of generality that $M=1$. Since $X$ is a functional unconditional sum of the $H_{\alpha}$ 's, and $X \oplus Y=B$, it follows easily that there is a $T \in \mathscr{L}(B)$ with the desired properties and also $\|T \mid X\|=1$. But then if $x \in X$ and $y \in Y,\|T(x+y)\|=\|T x\| \leq\|x\| \leq$ $\|x+y\|$ since $X \oplus Y$ is an orthogonal decomposition of $B$, hence $\|T\|=1$. To show that $T \in \mathscr{A}(B)$, let $x$ be a real number. We shall show that $e^{x T}$ is an isometry of $B$. Let $n$ be a positive integer and $\alpha_{1}, \ldots, \alpha_{n}$ distinct members of $\Gamma$. Let $T_{i}=T_{\alpha_{i}}$ and $H_{i}=H_{\alpha_{i}}$ for all $i$. Since $e^{x T_{i}} \in \mathscr{I}\left(H_{i}\right)$, there is a $U_{i} \in \mathscr{I}(B)$ with $U_{i}=e^{x T_{i}}$ on $H_{i}$ and $U_{i}=I$ on $\mathcal{O}\left(H_{i}\right)$ for all $i$, $1 \leq i \leq n$. Then letting $U=U_{1} \cdot \ldots \cdot U_{n}, h_{i} \in H_{i}$ for all $i$ and $y \in Y$, we have that

$$
U\left(h_{1}+\cdots+h_{n}+y\right)=e^{x T}\left(h_{1}+\cdots+h_{n}+y\right)
$$

hence $e^{x T}$ is an isometry since $U$ is an isometry. For the converse, we have that if $T \in \mathfrak{A}(X)$, then $T H_{\alpha} \subset H_{\alpha}$ for all $\alpha$ by Proposition 3.2. Hence by the first part, we obtain the desired $\tilde{T}$. The remark follows from Corollary 3.3 and the fact that $\mathfrak{A}(B)$ is a linear space. Indeed, suppose $T \in \mathfrak{A}(B)$. Then $T \mid X \in \mathfrak{A}(X)$ and $T \mid Y \in \mathfrak{U}^{\prime}(Y)$. But $T \mid X \oplus 0 \in \mathfrak{A}(B)$ by the theorem. Hence since $T=T|X \oplus T| Y, 0 \oplus T \mid Y \in \mathfrak{U}(B)$. Evidently this shows also if $S \in \mathfrak{U}^{\prime}(Y)$, then $0 \oplus S \in \mathfrak{U}(B)$; that is, $\mathfrak{U}(B)$ $=\mathfrak{A}(X) \oplus \mathfrak{A}^{\prime}(Y)$.

We pass next to the proof that pure spaces have a trivial Lie algebra. Together with the preceding result and Theorem 3.6 we then easily obtain a complete description of the Lie algebra of a space with a one-unconditional basis. We first require a simple result characterizing those Lie algebras with rank-two operators.

Lemma 3.9. Let $X$ and $Y$ be orthogonally complemented one-dimensional subspaces of $B$ with $X$ and $Y$ orthogonal. Let $P$ be the orthogonal projection onto $Z=X+Y$ and $T$ a skew-Hermitian operator on $B$. Then PTP is skew-Hermitian.

Remark. Thus if PTP is nonzero, $Z$ is a two-dimensional well-embedded Hilbert space, so the lemma characterizes the existence of such a $Z$.

Proof of 3.9. Let $P_{1}$ be the orthogonal projection onto $X$ and $P_{2}$ the orthogonal projection onto $Y$. Then $P_{1} P_{2}=P_{2} P_{1}=0$ and $P=P_{1}+P_{2}$.

Since $T$ is skew-Hermitian and the $P_{i}$ 's are rank-one, $P_{i} T P_{i}=0$ for $i=1$, 2. Letting $Q=I-P$, then $Q T Q=P_{1} T P_{1}+P_{2} T P_{2}+Q T Q$ is skewHermitian by the Diagonalization Theorem 1.10. But also $P T P+Q T Q$ is skew-Hermitian by Theorem 1.10. Hence PTP is skew-Hermitian since $\mathfrak{A}(B)$ is a linear space.

Remark. It is worth pointing out that the conclusion of 3.9 fails if the first hypothesis is deleted. Indeed, as we observed in [10], Robbin's theorem (see Theorem 1.4 above) yields that there is a four-dimensional Banach space ( $\mathbf{R}^{4},\|\cdot\|$ ) with a one-dimensional Lie algebra spanned by $T=R_{0} \oplus 2 R_{0}$ (with respect to the usual orthonormal basis ( $e_{1}, \ldots, e_{4}$ ) for $\mathbf{R}^{4}$; the operators $R_{0}$ and $R(\theta)$ are defined preceding Lemma 2.4 in (10)). Then $e^{\pi T}=R(\pi) \oplus R(2 \pi)=-I \oplus I$ is an isometry. This shows that $X$ is orthogonally complemented by $Y$ in $B$, where $X=\left[e_{1}, e_{2}\right]$ and $Y=\left[e_{3}, e_{4}\right]$. Nevertheless if $P$ is the orthogonal projection on $X, P T P=$ $R_{0} \oplus 0$ is not skew-Hermitian since $B$ has no rank-two skew-Hermitian operators. (Notice also that $X$ and $Y$ are Euclidean; thus $\left[e_{1}\right]$ is orthogonally complemented in $X$ and $X$ is orthogonally complemented in $B$, but $\left[e_{1}\right]$ is not orthogonally complemented in $B$, else $\left[e_{2}\right]$ would also be, and then Lemma 3.10 would apply, yielding PTP skew-Hermitian.)

We are now prepared for the proof that pure spaces have trivial Lie algebras. The proof also gives an alternate proof of Corollary 3.4.

Theorem 3.10. Let $U$ be a real Banach space with a one-unconditional basis and suppose $U$ is pure; i.e., there are no rank-two operators in $\mathfrak{H}(U)$. Then $\mathfrak{A}(U)=\{0\}$.

Proof. Let $\left(u_{\alpha}\right)_{\alpha \in \Gamma}$ be a normalized one-unconditional basis for $U$, let $\left(u_{\alpha}^{*}\right)_{\alpha \in \Gamma}$ be the functionals in $U^{*}$ biorthogonal to the $u_{\alpha}$ 's and suppose $T \in \mathfrak{A}(U)$ with $T \neq 0$. Choose then $\alpha \in \Gamma$ with $T u_{\alpha} \neq 0$. Now $u_{\alpha}^{*}\left(u_{\alpha}\right)$ $=\left\|u_{\alpha}^{*}\right\|=1$. Since $T$ is skew-Hermitian, $u_{\alpha}^{*} T u_{\alpha}=0$. Since $T u_{\alpha}=$ $\sum_{\beta \in \Gamma} u_{\beta}^{*}\left(T u_{\alpha}\right) u_{\beta}$, there must then be a $\beta \neq \alpha$ with $u_{\beta}^{*} T u_{\alpha} \neq 0$. Also we have that $u_{\beta}^{*} T u_{\beta}=0$. Now $X=\left[u_{\alpha}\right]$ and $Y=\left[u_{\beta}\right]$ satisfy the hypotheses of Lemma 3.9. Thus PTP is skew-Hermitian, where $P$ is the orthogonal projection onto $\left[u_{\alpha}, u_{\beta}\right.$ ]. Of course $P b=u_{\alpha}^{*}(b) u_{\alpha}+u_{\beta}^{*}(b) u_{\beta}$ for all $b \in$ $U$. It follows that

$$
\operatorname{PTP}(b)=\left[u_{\beta}^{*}(b) u_{\alpha}^{*}\left(T u_{\beta}\right)\right] u_{\alpha}+\left[\left(u_{\alpha}^{*}(b)\right) u_{\beta}^{*}\left(T u_{\alpha}\right)\right] u_{\beta}
$$

for all $b \in B$. In particular, $\operatorname{PTP}\left(u_{\alpha}\right)=\left(u_{\beta}^{*} T u_{\alpha}\right) u_{\beta} \neq 0$, hence $P T P$ is nonzero. Evidently rank $P T P \leq 2$, so rank $P T P=2$ and $U$ is not pure.
(We also obtain that in fact $\left[u_{\alpha}, u_{\beta}\right]=$ range $P T P$ is thus a two-dimensional well-embedded Hilbert space, reproving Corollary 3.4.)

Our next result follows immediately from Theorem 3.6, 3.8 and 3.10. It yields the complete description of the Lie algebra of a Banach space with a one-unconditional basis.

Corollary 3.11. Let $B$ have a normalized one-unconditional basis, $X=F H(B)$ and $Y=\mathcal{O}(X)$. Then $\mathfrak{U}^{\prime}(Y)=\{0\}$ and $\mathfrak{H}(B)=\mathfrak{H}(X) \oplus$ $\{0\}$. If moreover $T \in \mathfrak{A}(B)$, then $\|T\|=\|T \mid X\|$. The skew-Hermitian operators on $B$ are thus described by Theorems 3.6 and 3.8.

Remark. It follows that if $B$ is finite-dimensional, $\mathscr{I}_{0}(B)=\mathscr{I}_{0}(X) \oplus I$ (where as usual, $\mathscr{I}_{0}(Y)$ denotes the component of the identity of $\mathscr{I}(B)$ ).

The following simple example illustrates some of these results. Define a norm $\|\cdot\|$ on $\mathbf{R}^{3}$ by

$$
\left\|x e_{1}+y e_{2}+z e_{3}\right\|=\max \left\{\left(x^{2}+y^{2}\right)^{1 / 2},\left(y^{2}+z^{2}\right)^{1 / 2},\left(x^{2}+z^{2}\right)^{1 / 2}\right\}
$$

where $\left(e_{1}, e_{2}, e_{3}\right)$ is the usual orthonormal basis. Setting $U=\left(\mathbf{R}^{3},\|\cdot\|\right)$, we have that $\left(e_{1}, e_{2}, e_{3}\right)=\underline{u}$ is a one-unconditional normalized basis for $U$; for $i \neq j,\left[e_{i}, e_{j}\right]$ is an orthogonally complemented Euclidean subspace. However this space is not well-embedded. Indeed, it suffices to see that $\left[e_{1}, e_{2}\right]$ is not well-embedded. Since $\mathcal{O}\left[e_{1}, e_{2}\right]=\left[e_{3}\right]$, we simply observe that

$$
\left\|e_{1}+\frac{1}{\sqrt{2}} e_{3}\right\|=\sqrt{\frac{3}{2}}
$$

while

$$
\left\|\frac{e_{1}+e_{2}}{\sqrt{2}}+\frac{e_{3}}{\sqrt{2}}\right\|=1
$$

Thus $U$ is pure, so has a trivial Lie algebra. Now define a norm $\|\cdot\|^{\prime}$ on $\mathbf{R}^{4}$ by

$$
\left\|\left(x_{1}, x_{2}, x_{3}, x_{4}\right)\right\|^{\prime}=\left\|\left(x_{1}^{2}+x_{2}^{2}\right)^{1 / 2} e_{1}+x_{3} e_{2}+x_{4} e_{3}\right\|
$$

and set $B=\left(\mathbf{R}^{4},\|\cdot\|^{\prime}\right)$. Evidently $\left(e_{1}, \ldots, e_{4}\right)$ is a one-unconditional basis for $B$. Then setting $X=\left[e_{1}, e_{2}\right], Y=\left[e_{3}, e_{4}\right]$, we have that $X=\mathrm{FH}(B)$ and $Y=\mathcal{O}(X)$. Indeed, it is clear that $X$ is a well-embedded Euclidean subspace of $B$. To see that $X$ is a Hilbert component, by Theorem 3.6 it suffices to show that $\left[e_{1}, e_{2}, e_{i}\right]$ is not well-embedded for $i=3$ or 4 . This
is easily done as in the discussion of $U$ (however again, $\left[e_{1}, e_{2}, e_{3}\right]$ is Euclidean and of course orthogonally complemented in $B$ ). Also, we easily verify that $\left[e_{3}\right],\left[e_{4}\right]$ are Hilbert components. The pure-space $V$ of Theorem 3.6 is then $\left[e_{1}, e_{3}, e_{4}\right]$ which is of course isometric to $U . Y$ is of course Euclidean and orthogonally complemented; thus although $\mathfrak{U}^{\prime}(Y)$ $=0, \mathfrak{A}(Y) \neq 0$.

Detailed structure of FHS spaces and their isometry groups.
We may easily describe the isometries of an FHS space, using Theorem 3.7.

Theorem 3.12. Let $\left(H_{\alpha}\right)_{\alpha \in \Gamma}$ be Hilbert spaces all of dimension at least two, $\underline{u}=\left(u_{\alpha}\right)_{\alpha \in \Gamma}$ a one-unconditional basis for a pure space $U$, and $B=\left(\Sigma_{\Gamma} \oplus H_{\alpha}\right)_{\underline{u}}$. Let $S(B)$ denote the set of all bijections $\sigma: \Gamma \rightarrow \Gamma$ so that
(a) $\left(u_{\sigma(\alpha)}\right)_{\Gamma}$ is isometrically equivalent to $\left(u_{\alpha}\right)_{\Gamma}$ and
(b) $H_{\sigma(\alpha)}$ is isometric to $H_{\alpha}$ for all $\alpha$.

Let $\sigma$ in $S(B)$. For each $\alpha \in \Gamma$, let $T_{\alpha}: H_{\alpha} \rightarrow H_{\sigma(\alpha)}$ be a surjective linear isometry. There is then a unique $T$ in $\mathscr{I}(B)$ so that for all $x=\left(x_{\alpha}\right)_{\alpha \in \Gamma}$ in $B,(T x)_{\sigma(\alpha)}=T_{\alpha} x_{\alpha}$ for all $\alpha$ in $\Gamma$. Conversely, every $T$ in $\mathscr{I}(B)$ is of this form.

Proof. For ease in notation, let us identify the $H_{\alpha}$ 's with their canonical images in $B$. Let then $x \in B, x=\sum_{\alpha \in \Gamma} x_{\alpha}$ with $x_{\alpha} \in H_{\alpha}$ for all $\alpha$. We shall show first that given $\sigma$ and the $T_{\alpha}$ 's then $\sum_{\alpha \in \Gamma} T_{\alpha}\left(x_{\alpha}\right)$ converges to something in $B$ with the same norm as $x$. For any finite $F \subset \Gamma$,

$$
\left\|\sum_{\alpha \in F}\right\| T_{\alpha}\left(x_{\alpha}\right)\left\|u_{\sigma(\alpha)}\right\|=\left\|\sum_{\alpha \in F}\right\| x_{\alpha}\left\|u_{\alpha}\right\|
$$

Hence $\sum_{\alpha \in \Gamma}\left\|T_{\alpha}\left(x_{\alpha}\right)\right\| u_{\sigma(\alpha)}$ converges to an element of $U$, so $T x=$ $\sum_{\alpha \in \Gamma} T_{\alpha} x_{\alpha}$ is a well-defined member of $B$ with $\|T x\|=\|x\|$. It is evident that then $T^{-1}$ corresponds to the maps $\sigma^{-1} \in S(B)$ and $T_{\alpha}^{-1}: H_{\beta} \rightarrow H_{\sigma^{-1}(\beta)}$ for all $\beta \in \Gamma$, so $T \in \mathscr{I}(B)$. Conversely, let $T \in \mathscr{I}(B)$. Since $\mathscr{H}(B)=$ $\left\{H_{\alpha}: \alpha \in \Gamma\right\}$, for each $\alpha \in \Gamma$, there is a unique $\sigma(\alpha)$ in $\Gamma$ with $T H_{\alpha}=$ $H_{o(\alpha)}$ by Corollary 3.3. Thus setting $T_{\alpha}=T \mid H_{\alpha}, T_{\alpha}$ is a surjective isometry mapping $H_{\alpha}$ onto $H_{\sigma(\alpha)}$, so $H_{\alpha}$ and $H_{\sigma(\alpha)}$ are isometric; moreover the map $\sigma$ thus defined is a bijection. For each $\alpha \in \Gamma$, let $h_{\alpha}$ be a normalized member of $H_{\alpha}$. Then by Theorem 3.7, we have that $\left(h_{\alpha}\right)_{\alpha \in \Gamma}$ is isometrically equivalent to $\left(u_{\alpha}\right)_{\alpha \in \Gamma}$ and $\left(T h_{\alpha}\right)_{\alpha \in \Gamma}$ is isometrically equivalent to $\left(u_{\sigma(\alpha)}\right)_{\alpha \in \Gamma}$. Since $T$ is an isometry, $\left(h_{\alpha}\right)_{\alpha \in \Gamma}$ and $\left(T h_{\alpha}\right)_{\alpha \in \Gamma}$ are thus isometrically equivalent, completing the proof.

Remarks. (1) This result easily extends to the complex case. The statement is exactly the same, except that we drop the requirement that the $H_{\alpha}$ 's are of dimension at least two. This result is essentially known; for finite-dimensional complex $B$, see [11] and for separable complex $B$, see [3].
(2) Let $B$ be a separable $F H S$ space with Hilbert components $\left(H_{\lambda}\right)_{\lambda \in \Gamma}$. It follows from known results and Remark 2 following Proposition 3.2 that then $\mathscr{I}_{0}(B)$ is an arc-wise connected open subgroup of $\mathscr{I}(B)$ and $T \in \mathscr{I}_{0}(B)$ if and only if $T \in \mathscr{I}(B)$ and $T \mid H_{\lambda} \in \mathscr{I}_{0}\left(H_{\lambda}\right)$ for all $\lambda$. (If $H$ is the $n$-dimensional Hilbert space $E_{n}, \mathscr{I}_{0}(H)=S \mathcal{O}_{n}$, while by the results of [7], if $H$ is separable infinite-dimensional, $\mathscr{I}_{0}(H)=\mathscr{I}(H)$ is arc-wise connected.)
(3) A one-unconditional normalized basis $\underline{u}=\left(u_{\alpha}\right)_{\alpha \in \Gamma}$ for a real or complex space $U$ is called symmetric if for every bijection $\sigma: \Gamma \rightarrow \Gamma$, there is an isometry $T_{\sigma}$ of $U$ with $T_{\sigma} u_{\alpha}=u_{\sigma(\alpha)}$ for all $\alpha$. It follows immediately from Corollary 3.4 and Theorem 3.6 below that if $\underline{u}$ is symmetric and $U$ is real and non-Euclidean, then $U$ is pure. Theorem 3.12 thus yields a complete description of the isometries of $F H S$ spaces $B=\left(\sum_{\Gamma} H_{\alpha}\right)_{\underline{u}}$ for such $\underline{u}$. If the $H_{\alpha}$ 's are all two-dimensional, then $B$ is isometric to $V_{\mathbf{R}}$ where $V$ is a complex non-Euclidean space with a symmetric basis $\left(v_{\alpha}\right)_{\alpha \in \Gamma}$, say. We thus obtain the result that $\mathscr{I}(V)$ and $\mathfrak{A}(V)$ are characterized as follows: Given $T \in \mathscr{I}(V)$, there is a bijection $\sigma: \Gamma \rightarrow \Gamma$ and a $\varphi: \Gamma \rightarrow \mathbf{C}$ with $|\varphi(\gamma)|=1$ for all $\gamma$ so that $T v_{\alpha}=\varphi(\gamma) v_{\sigma(\gamma)}$ for all $\gamma$. Given $S \in \mathfrak{A}(V)$, there is a bounded $\varphi: \Gamma \rightarrow\{a i: a \in \mathbf{R}\}$ with $S v_{\gamma}=\varphi(\gamma) v_{\gamma}$ for all $\gamma$. This result is known (for countable $\Gamma$ ) and due to Tam [12].

Let $X$ be a real or complex Banach space. Say that $X$ has an essentially unique one-unconditional basis if $X$ has a normalized one-unconditional basis $\left(u_{\alpha}\right)_{\alpha \in \Gamma}$ so that if $\left(v_{\alpha}\right)_{\alpha \in \Lambda}$ is another normalized one-unconditional basis, there exists a bijection $\sigma: \Gamma \rightarrow \Lambda$ and for each $\alpha$, a scalar $\lambda_{\alpha}$ with $\left|\lambda_{\alpha}\right|=1$ so that $v_{\sigma(\alpha)}=\lambda_{\alpha} u_{\alpha}$ for all $\alpha$. It follows easily that no FHS space has an essentially unique one-unconditional basis. We observed at the end of section two that if $X$ is a non-Euclidean complex 2-dimensional space, then if $X$ has a one-unconditional basis, this basis is essentially unique. Our next result generalizes this fact. Its proof follows easily from the preceding results and shall be omitted.

Corollary 3.13. Let $X$ be a complex Banach space with a normalized one-unconditional basis $\left[u_{\alpha}\right]_{\alpha \in \Gamma}$. The following are equivalent:
(a) The basis is essentially unique.
(b) The Hilbert components of $X$ are one-dimensional.
(c) $U$ is pure, where $U$ denotes the closed linear span of the $u_{\alpha}$ 's over the real numbers.

Theorem 3.7 classifies FHS spaces isometrically. We now make this classification explicit; we present the results for spaces of arbitrary cardinality. Thus, we present a complete set of isometric invariants for arbitrary FHS spaces.

Let $\Gamma$ be a fixed nonzero cardinal number (which we identify with an initial ordinal, say; that is, $\Gamma$ is the least ordinal number $\eta$ such that $\operatorname{card} \Gamma=\operatorname{card} \eta$ (where also $\eta=\{\beta: \beta<\eta\}$ ). Let $\mathrm{PU}(\Gamma)$ (for "Pure Unconditional of cardinality $\Gamma$ ) be the family of all normalized one-unconditional bases $\underline{u}=\left(u_{\gamma}\right)_{\gamma \in \Gamma}$ for some Banach space $U$ such that $U$ is pure. Let $\mathfrak{m}$ be an infinite cardinal number with $\Gamma \leq \mathfrak{m}$. Let $G(\mathfrak{m})$ denote the set of cardinal numbers $\mathfrak{a}$ with $1<\mathfrak{a} \leq \mathfrak{m}$. For each $\mathfrak{a}$ in $G(\mathfrak{m})$, let $H_{a}=l^{2}(a)$. Thus $H_{a}$ is a real Hilbert space of dimension $a$. Now given $\underline{u} \in \mathrm{PU}(\Gamma)$ and $\varphi: \Gamma \rightarrow G(\mathrm{~m})$, define

$$
\begin{equation*}
B(\varphi, \underline{u})=\left(\sum_{\alpha \in \Gamma} \oplus H_{\varphi(\alpha)}\right)_{\underline{u}} \tag{26}
\end{equation*}
$$

Define an equivalence relation $R$ on $G(\mathfrak{m})^{\Gamma} \times \mathrm{PU}(\Gamma)$ as follows: $(\varphi, \underline{u}) R(\psi, \underline{v})$ if and only if there exists a map $\sigma: \Gamma \rightarrow \Gamma$ which is one-one and onto so that $\left(v_{\sigma(\alpha)}\right)$ is isometrically equivalent to $\left(u_{\alpha}\right)$ and $\psi \circ \sigma=\varphi$. Given $(\varphi, \underline{u})$, let $\langle(\varphi, \underline{u})\rangle$ denote the equivalence class to which $(\varphi, \underline{u})$ belongs. Denote this set of equivalence classes by $\left(G(m)^{\Gamma} \times P U(\Gamma)\right) / R$. Our next result shows that the FHS spaces of cardinality at most $m$ are in one-one correspondence (isometrically) with

$$
\bigcup\left\{\left(G(\mathfrak{m})^{\Gamma} \times \operatorname{PU}(\Gamma)\right) / R: 0<\Gamma \leq \mathfrak{m}\right\}
$$

Theorem 3.14. Let $\mathfrak{m}$ be an infinite cardinal number and $B$ in FHS with $\operatorname{dim} B \leq \mathfrak{m}$. There exists a unique nonzero cardinal $\Gamma \leq \mathfrak{m}$ and $a$ unique $w$ in $\left(G(\mathfrak{m})^{\Gamma} \times \operatorname{PU}(\Gamma)\right) / R$ so that $B$ is isometric to $B(\varphi, \underline{u})$ where $\langle(\varphi, \underline{u})\rangle=w$.

Proof. If $H$ is a Hilbert component of $B$, then $\operatorname{dim} H \leq \operatorname{dim} B \leq \mathfrak{m}$; moreover since the components are orthogonal, it follows that card $\mathscr{H} \leq m$, where $\mathscr{H}$ equals the set of Hilbert components of $B$. Thus since every Hilbert space is isometric to $H_{a}$ for some cardinal $a$, we obtain by Theorem 3.7 that there exists a nonzero cardinal $\Gamma \leq \mathfrak{m}$, a $\varphi$ in $G(\mathfrak{m})^{\Gamma}$,
and a $\underline{u}$ in $\operatorname{PU}(\Gamma)$ with $B$ isometric to $B(\varphi, \underline{u})$ as defined in (26). It follows moreover from Theorem 3.7 that the cardinal $\Gamma$ is uniquely determined. Suppose then $B$ is also isometric to $B(\psi, \underline{v})$ for some $\psi$ in $G(\mathfrak{m})^{\Gamma}$ and $\underline{v}$ in $\operatorname{PU}(\Gamma)$. Thus by Theorem 3.7, there exists a bijection $\sigma$ : $\Gamma \rightarrow \Gamma$ so that $\left(u_{\alpha}\right)_{\alpha \in \Gamma}$ is isometrically equivalent to $\left(v_{\sigma(\alpha)}\right)_{\alpha \in \Gamma}$ and $\operatorname{dim} H_{\psi(\sigma(\alpha))}=\operatorname{dim} H_{\varphi(\alpha)}$ for all $\alpha \in \Gamma$. But for cardinals $a$ and $\mathfrak{b}$, $\operatorname{dim} H_{\mathfrak{a}}=\operatorname{dim} H_{\mathfrak{b}}$ implies $\mathfrak{a}=\mathfrak{b}$. Hence $\psi \circ \sigma=\varphi$ and $(\varphi, \underline{u}) R(\psi, \underline{v})$, showing the uniqueness of $w$. (Also, if conversely $(\varphi, \underline{u}) R(\psi, \underline{v})$, it is easily proved by the argument for Theorem 3.12 that $B(\varphi, \underline{u})$ is isometric to $B(\psi, \underline{v})$; thus the isometric-type is "well-defined" by $w$.)

Remarks. (1) Call $B$ a Generalized Functional Hilbertian Sum if $B$ is a functional unconditional sum of Hilbert spaces, all but at most one of dimension at least two. It is evident that $B$ is GFHS if either $B$ is FHS or $\operatorname{dim} B / F H(B)=1$ and $F H(B)$ is well-embedded in $B$. The theory that we have presented above easily generalizes to GFHS spaces. For example they have isometrically unique unconditional bases; the appropriate analogues of Theorems 3.7, 3.12, and 3.14 hold. The essential new point is that if $B$ is GFHS but not FHS, $B$ has one one-dimensional component [ $x$ ] say; then if $T \in \mathscr{I}(B), T x= \pm x$. We mention this class of spaces mainly because they include the rotation spaces discussed in section two.
(2) The complex version of Theorem 3.14 follows easily from 3.14 . The formulation is almost the same, except that one replaces $G(m)$ by $G(\mathfrak{m}) \cup\{1\}$, denoted by $\underline{G}(\mathfrak{m})$, say. Then simply let $H_{a}$ denote the complex Hilbert space $l^{2}(\mathfrak{a})$. For $\varphi$ in $\underline{G}(\mathfrak{m})^{\Gamma}$, the space $B(\varphi, \underline{u})$ is defined exactly as in (26). Now one obtains the classification of complex Banach spaces $B$ with a one-unconditional basis by replacing $G(\mathfrak{m})$ by $\underline{G}(\mathfrak{m})$ in the statement of Theorem 3.14.
(3) It is possible to deduce some of our results from their complex analogues. We indicate here the connection between the real and complex versions. Suppose $\underline{u}=\left(u_{\alpha}\right)_{\alpha \in \Gamma}$ is a normalized one-unconditional basis for a real Banach space $U$. Let $U(\mathbf{C}, \underline{u})$ denote the complex Banach space consisting of all $x \in \mathbf{C}^{\Gamma}$ with $\sum_{\alpha \in \Gamma}\left|x_{\alpha}\right| u_{\alpha} \in U$, under the norm $\|x\|=$ $\left\|\Sigma_{\alpha \in \Gamma}\left|x_{\alpha}\right| u_{\alpha}\right\|$. Let $\left(u_{\alpha}^{\prime}\right)_{\beta}=0$ if $\beta \neq \alpha,\left(u_{\alpha}^{\prime}\right)_{\alpha}=1$. Then of course $\left(u_{\alpha}^{\prime}\right)_{\Gamma}$ is a one-unconditional basis for $U(\mathbf{C}, \underline{u})$. We may assume without loss of generality that $u_{\alpha}=u_{\alpha}^{\prime}$ for all $\alpha$. Given $T \in \mathscr{L}(U)$, define $\tilde{T} \in$ $\mathscr{L}(U(\mathbf{C}, \underline{u}))$ as follows: Given $x=\left(a_{\alpha}+i b_{\alpha}\right)_{\alpha \in \Gamma}$ in $U(\mathbf{C}, \underline{u})$, let $\tilde{T} x=$ $T\left(\sum_{\alpha \in \Gamma} a_{\alpha} u_{\alpha}\right)+i T\left(\sum_{\alpha \in \Gamma} b_{\alpha} u_{\alpha}\right)$. In fact, we have that $\|\tilde{T}\| \leq 2\|T\|$. It is evident that if $\tilde{T} \in \mathscr{I}(u(\mathbf{C}, \underline{u})), T \in \mathscr{I}(U)$. The converse is of course false in general. Nevertheless it can be shown that for $T \in \mathscr{L}(U), T \in \mathfrak{H}(U)$ if
and only if $\tilde{T} \in \mathfrak{A}(U(\mathbf{C}, \underline{u}))$. (This can be proved directly; however it does follow from our results above.) Assuming the complex form of the decomposition given in Theorem 3.6, the "real parts" of the Hilbert components of $U(\mathbf{C}, \underline{u})$ may then be used to obtain Theorem 3.6 itself. Suppose $\underline{v}=\left(v_{\alpha}\right)_{\alpha \in \Gamma}$ is a normalized one-unconditional basis for a real space $V$. If $U(\mathbf{C}, \underline{u})$ and $V(\mathbf{C}, \underline{v})$ are isometric, it follows by the complex version of Theorem 3.7 that $\underline{u}$ and $\underline{v}$ are isometrically equivalent. It is false, in general, that $U$ and $V$ isometric implies $U(\mathbf{C}, \underline{u})$ and $V(\mathbf{C}, \underline{v})$ isometric since $\underline{u}$ and $\underline{v}$ need not be isometrically equivalent. However it follows by our results that this is true if $U$ and $V$ are FHS spaces. In this case, we thus obtain that $U$ is isometric to $V$ if and only if $U(\mathbf{C}, \underline{u})$ is isometric to $V(\mathbf{C}, \underline{v})$, and hence Theorems 3.7 and 3.12 may be deduced from their complex versions.

## Complementation results.

We conclude this section with some results dealing with one-complemented subspaces of spaces with a one-unconditional basis. Our first result in this direction gives a certain characterization of those one-complemented subspaces of FHS spaces which are again FHS. (Recall that for $X \subset B, X$ is one-complemented if there is a norm-one projection mapping $B$ onto $X$.) To motivate it, suppose $B$ is FHS. $B$ has the following property:

$$
\begin{equation*}
\text { For all } b \in B \text {, there is } a T \in \mathfrak{A}(B) \text { with } T^{2} b=-b . \tag{27}
\end{equation*}
$$

(We note in passing that if $B$ is an arbitrary Banach space satisfying (27), then $T$ can be chosen independently of $y$ in (27) if and only if $B$ is isometric to a complex Banach space, by Theorem 2.1 of [10]. For $B$ in FHS, this evidently occurs if and only if the Hilbert components of $B$ are either infinite or of even finite dimension.) To see that (27) holds, let $\left(H_{\lambda}\right)_{\lambda \in \Lambda}$ be the Hilbert components of $B$. Let $y \in B$, choose $y_{\lambda} \in H_{\lambda}$ with $y=\Sigma_{\lambda \in \Lambda} y_{\lambda}$. For each $\lambda \in \Lambda$, choose $T_{\lambda}$ a rank- 2 member of $\mathfrak{A}\left(H_{\lambda}\right)$ with $\left\|T_{\lambda}\right\|=1$ and $T_{\lambda}^{2} y_{\lambda}=-y_{\lambda}$. Then evidently $T=\Sigma_{\lambda \in \Lambda} \oplus T_{\lambda}$ has the desired properties. ( $T$ is well defined by Theorem 3.8.)

The above discussion and our next result show in particular that $B$ is FHS if and only if $B$ has a one-unconditional basis and the property given in (27). We prove a stronger result later.

Theorem 3.15. Let $B$ have $a$ one-unconditional basis and $X$ be $a$ one-complemented subspace of $B$. Suppose for all $x \in X$, there is $a T \in \mathfrak{U}(B)$
with $T x \in X$ and $T^{2} x=-x$. Then $X$ is FHS (so of course has a one-unconditional basis).

Proof. We shall show that $X$ is the closed linear span of the ranges of the rank-two members of its Lie algebra; hence $X$ is FHS by Theorem 3.1. We first show that we may assume $B$ is FHS. Indeed, by Corollary 3.11 we may write $B=B_{1} \oplus B_{2}$ where $B_{1}=\mathrm{FH}(B), B_{2}=\mathcal{O}\left(B_{1}\right)$ and $\mathfrak{A}(B)$ $=\mathfrak{A}\left(B_{1}\right) \oplus\{0\}$. Our hypotheses then imply $X \subset B_{1}$. For let $x \in X$, $x=b_{1}+b_{2}$ with $b_{i} \in B_{i}$ for $i=1$, 2 . Choose $T \in \mathfrak{H}(B)$ with $T^{2} x=-x$. But $T x=T b_{1}$ since $T \mid B_{2}=0$. Since $B_{1}$ is invariant under $T$, we have that $T x \in B_{1}$, hence so is $-x=T^{2} x$.

Now assume $B$ is FHS. Let $\left(H_{\lambda}\right)_{\lambda \in \Lambda}$ be the Hilbert components of $B$. Let $P: B \rightarrow X$ be a norm-one projection and let $x \in X$. Finally, choose $x_{\lambda} \in H_{\lambda}$ for all $\lambda$ with $x=\sum_{\lambda \in \Lambda} x_{\lambda}$. Now choose $T \in \mathfrak{A}(B)$ as in the hypothesis of 3.15. For each $\lambda, T H_{\lambda} \subset H_{\lambda}$ by Proposition 3.2 and hence $\left[x_{\lambda}, T x_{\lambda}\right]$ is orthogonally complemented in $B$ since it is a subspace of $H_{\lambda}$; let $Q_{\lambda}$ be the corresponding orthogonal projection. (Of course $Q_{\lambda} \mid H_{\lambda}$ is in fact the Hilbert-space orthogonal projection and $Q_{\lambda}(b)=0$ for all $b \in H_{\beta}$ for all $\beta \neq \lambda$.)

We have that

$$
\begin{equation*}
x=-T^{2} x=\sum_{\lambda \in \Lambda}-T^{2} x_{\lambda} \tag{28}
\end{equation*}
$$

Since $H_{\lambda}$ is invariant under $T,-T^{2} x_{\lambda} \in H_{\lambda}$ for all $\lambda$. It follows from (28) by uniqueness of decompositions with respect to $\left(H_{\lambda}\right)_{\lambda \in \Lambda}$ that

$$
\begin{equation*}
-T^{2} x_{\lambda}=x_{\lambda} \quad \text { for all } \lambda \tag{29}
\end{equation*}
$$

Now let $y=-T x=\sum_{\lambda \in \Lambda}-T x_{\lambda}$. Fixing $\lambda \in \Lambda$, we have demonstrated that $\left[x_{\lambda}, T x_{\lambda}\right]$ is invariant under $T$; since this space is the range of $Q_{\lambda}$, we have that $-T x_{\lambda}=Q_{\lambda} y$ and hence $Q_{\lambda} T Q_{\lambda} y=Q_{\lambda}\left(-T^{2} x_{\lambda}\right)=x_{\lambda}$ by (29). Thus $x=\Sigma_{\lambda \in \Lambda} Q_{\lambda} T Q_{\lambda} y$, so

$$
\begin{equation*}
P x=x=\sum_{\lambda \in \Lambda} P Q_{\lambda} T Q_{\lambda} y \tag{30}
\end{equation*}
$$

Again fixing $\lambda \in \Lambda, Q_{\lambda} T Q_{\lambda} \in \mathfrak{H}(B)$ by Theorem 3.8 (since $Q_{\lambda} T Q_{\lambda} \mid H_{\lambda} \in$ $\left.\mathfrak{A}\left(H_{\lambda}\right)\right)$. Thus by Proposition 1.2, the compression of $Q_{\lambda} T Q_{\lambda}$ to $X$ via $P$, namely $P Q_{\lambda} T Q_{\lambda} \mid X$, belongs to $\mathfrak{H}(X)$. Since $Q_{\lambda}$ is rank 2, rank $P Q_{\lambda} T Q_{\lambda} \mid X=2$ or $P Q_{\lambda} T Q_{\lambda} \mid X=0$. (30) thus shows that $X$ is in the closed linear span of the ranges of the rank-two members of $\mathfrak{A}(X)$, completing the proof.

Theorem 3.1 and the preceding result yield the following known result for complex spaces (cf. [9] for a relatively short complex-scalars proof):

Corollary 3.16. (Kalton and Wood [6].) Let B be a complex Banach space. Assume $B=[T B: \operatorname{rank} T=1$ and $T \in \mathfrak{A}(B)]$. Then $B$ has a one-unconditional basis (and conversely). If $X$ is a one-complemented subspace of $B, X$ has $a$ one-unconditional basis.

Proof. Let $Y=B_{\mathbf{R}}$; i.e., $B$ regarded as a real Banach space. Now assuming the first hypothesis, $Y$ is FHS. Indeed, if $T \in \mathfrak{A}(B)$ and $T$ is rank-one as a complex linear operator, then $T \in \mathfrak{A}(Y)$ and $T$ is rank-two over the reals. Now if $H$ is a Hilbert component of $Y$, then as pointed out at the end of section one, $H$ is a complex linear subspace and in fact a Hilbert component of $B$; in particular, $H$ is orthogonally complemented. Thus if $\left\{H_{\lambda}\right\}_{\lambda \in \Lambda}$ are the Hilbert components of $Y$, then the $H_{\lambda}$ 's are orthogonal in $B$. If for each $\lambda,\left(e_{\lambda \beta}\right)_{\beta \in \Gamma_{\lambda}}$ is a one-unconditional normalized basis for the complex space $H_{\lambda}$ (i.e., a complete orthonormal system for $H_{\lambda}$, then we obtain that $\left\{e_{\lambda \beta}: \beta \in \Gamma_{\lambda}, \lambda \in H_{\lambda}\right\}$ is a one-unconditional basis for $B$.

Now suppose $X$ is one-complemented in $B$. Then $X_{\mathbf{R}}$ trivially satisfies the assumptions of Theorem 3.15. Thus $X_{\mathbf{R}}$ is FHS. Our argument above showed that $B$ has a complex one-unconditional basis just assuming $B_{\mathbf{R}}$ is FHS, so we obtain that $X$ has a one-unconditional basis.

Our next result shows in particular that if $B$ is a complex Banach space so that $B_{\mathbf{R}}$ has a one-unconditional basis, then $B$ has a one-unconditional basis. (This could also be deduced from Theorem 3.1.) It provides yet another characterization of FHS spaces.

Proposition 3.17. Let B be a real Banach space satisfying (27).
(a) Every Hilbert component of $B$ is at least two-dimensional.
(b) Suppose B is the closed linear span of its one-dimensional orthogonally complemented subspaces. Then B is FHS.

Proof. Let $b \in B$ with $\|b\|=1$ and choose $T \in \mathfrak{A}(B)$ with $T^{2} b=-b$. Let $X=[b, T b]$. Then $X$ is invariant under $T$ and $(T \mid X)^{2}=-I \mid X$. Now suppose [ $b$ ] is orthogonally complemented in $B$ and let $Z$ be a one-dimensional subspace of $X$. We may choose $\alpha$ and $\beta$ with $\alpha^{2}+\beta^{2}=1$ and $Z=[x]$ where $x=\alpha b+\beta T b=(\alpha I+\beta T) b$. Now choose $\theta$ with $\alpha=$ $\cos \theta$ and $\beta=\sin \theta$. Then $e^{\theta T}|X=(\alpha I+\beta T)| X$, hence $e^{\theta T} b=x$. Since $e^{\theta T} \in \mathscr{I}(B),[x]$ is orthogonally complemented in $B$. Thus every one-dimensional subspace of $X$ is orthogonally complemented in $B$, so $X$ is a
well-embedded Euclidean subspace of $B$ by Theorem 2.2. This proves (a). If we assume (b) holds, then we obtain $B$ is the closed linear span of its two-dimensional well-embedded Euclidean subspaces. Thus, $B=[T B$ : $T \in \operatorname{Ar}(B), \operatorname{rank} T=2$ ], so $B$ is FHS by Theorem 3.1.

Remark. Suppose $B$ satisfies the hypothesis (b) of Proposition 3.17. Does $B$ have an unconditional basis? We are able to exhibit examples of finite dimensional $B$ satisfying (b) with no one-unconditional basis (for $\operatorname{dim} B>3)$.

We end this section with a result concerning orthogonally complemented spaces.

Theorem 3.18. Let $X$ be an orthogonally complemented subspace of $B$.
(a) If $B$ is real and an FHS space, $X$ has a one-unconditional basis.
(b) If $B$ is complex, $X$ has a one-unconditional basis which can be extended to $a$ one-unconditional basis for $B$.

## Remarks.

(1) It is trivial that conversely any space with one-unconditional basis is orthogonally complemented in some FHS space. Also, the converse of (b) is trivial.
(2) Our proof for (a) easily generalizes to GFHS spaces (as defined after Theorem 3.14).
(3) The conclusion of (b) does not hold for general FHS spaces. Indeed, suppose $B=\left(\Sigma_{\Gamma} \oplus H_{\alpha}\right)_{\underline{u}}$ and $S(B)$ are as in Theorem 3.12. We shall show below that the conclusion of (b) holds for all orthogonally complemented subspaces of $B$ precisely when $\sigma^{2}=I_{\Gamma}$ and $\sigma \in S(B)$ implies $\sigma=I_{\Gamma}$. It can also happen that $B$ is complex with a one-unconditional basis and $X$ is a complex subspace which is real-orthogonally complemented in $B$, yet $X_{\mathbf{R}}$ has no one-unconditional basis which can be extended to a one-unconditional basis for $B_{\mathbf{R}}$. (Of course then $X$ is not complex-orthogonally complemented in $B$.)

The proof of 3.18 follows in a straightforward way from the description of isometries of FHS spaces given by Theorem 3.12. In fact, we can give the explicit description of an arbitrary orthogonal projection on such a space.

Proof of 3.18. Assume $B$ is real and let $\left(H_{\alpha}\right)_{\alpha \in \Gamma}$ be the Hilbert components of $B$; for each $\alpha \in \Gamma$, let $u_{\alpha}$ be a normalized member of $H_{\alpha}$ and set $U=\left[u_{\alpha}\right]_{\alpha \in \Gamma}$. Let $P: B \rightarrow X$ be an orthogonal projection onto $X$ and $T=2 P-I$. Then $T \in \mathscr{I}(B)$ and $X=\{x \in B: T x=x\}$. We now
use Theorem 3.12 to obtain the structure of $T$. By 3.12, we may choose a bijection $\sigma: \Gamma \rightarrow \Gamma$ with $\left(u_{\sigma(\alpha)}\right)_{\alpha \in \Gamma}$ isometrically equivalent to $\left(u_{\alpha}\right)_{\alpha \in \Gamma}$ with $T H_{\alpha}=H_{\sigma(\alpha)}$ for all $\alpha \in \Gamma$. Since $T^{2}=I$, we thus obtain

$$
\begin{equation*}
\sigma^{2}=I_{\Gamma} \tag{31}
\end{equation*}
$$

Now let $\Gamma_{1}=\{\alpha \in \Gamma: \sigma(\alpha)=\alpha\}$ and $\Gamma_{2}=\Gamma \sim \Gamma_{1}$. It follows from (31) that we may choose a subset $\Lambda$ of $\Gamma_{2}$ so that

$$
\begin{equation*}
\Gamma_{2}=\Lambda \cup \sigma(\Lambda) \quad \text { and } \quad \Lambda \cap \sigma(\Lambda)=\varnothing \tag{32}
\end{equation*}
$$

Set $\Gamma^{\prime}=\Gamma_{1} \cup \Lambda$. For each $\alpha \in \Gamma_{1}$, let $X_{\alpha}=P H_{\alpha}$. Note that $H_{\alpha}$ is invariant under $P$ and thus $X_{\alpha}$ is Euclidean. Moreover $X_{\alpha}=X \cap H_{\alpha}$. For each $\lambda \in \Lambda$, let $X_{\lambda}=\left\{h+T h: h \in H_{\lambda}\right\}$. We shall prove momentarily that $X_{\lambda}$ is also Euclidean; then we shall establish that $\left(X_{\alpha}\right)_{\alpha \in \Gamma^{\prime}}$ is a functional unconditional decomposition of $X$, showing that $X$ has a one-unconditional basis (and also incidentally that $X$ is FHS provided the nonzero $X_{\alpha}$ 's all have dimension at least equal to two).

For each $\lambda \in \Lambda$, define $v_{\lambda}$ and $\alpha(\lambda)$ by

$$
\alpha(\lambda)=\left\|u_{\lambda}+u_{\sigma(\lambda)}\right\| \quad \text { and } \quad v_{\lambda}=(\alpha(\lambda))^{-1}\left(u_{\lambda}+u_{\sigma(\lambda)}\right) .
$$

For $h \in H_{\lambda}$, we have that

$$
\begin{equation*}
\|h+T h\|=\| \| h\left\|u_{\lambda}+\right\| T h\left\|u_{\sigma(\lambda)}\right\|=\|h\|\left\|u_{\lambda}+u_{\sigma(\lambda)}\right\|=\alpha(\lambda)\|h\| \tag{33}
\end{equation*}
$$

using that $T$ is an isometry and the fact that the $H_{\alpha}$ 's are a functional unconditional decomposition of $B$. (33) shows that $X_{\lambda}$ is Euclidean. Now let $v_{\alpha}=u_{\alpha}$ for all $\alpha \in \Gamma_{1}$; (32) yields that $\left(v_{\alpha}\right)_{\alpha \in \Gamma^{\prime}}$ is a one-unconditional basis for its closed linear span. (33) yields that

$$
\begin{equation*}
\|h\| u_{\lambda}+\|T h\| u_{\sigma(\lambda)}=\|x\| v_{\lambda} \quad \text { if } x=h+T h \text { with } h \in H_{\lambda} . \tag{34}
\end{equation*}
$$

We next show that $\left(X_{\alpha}\right)_{\alpha \in \Gamma^{\prime}}$ is a functional unconditional decomposition of its closed linear span. Let $x_{\alpha} \in X_{\alpha}$ for all $\alpha \in \Gamma^{\prime}$ with only finitely many $\alpha$ 's nonzero. For each $\lambda \in \Lambda$, choose $h_{\lambda} \in H_{\lambda}$ with $x_{\lambda}=h_{\lambda}+T h_{\lambda}$. Since $\left(H_{\alpha}\right)_{\alpha \in \Gamma}$ is a functional unconditional decomposition of $B$, we obtain that

$$
\begin{aligned}
\left\|\sum_{\alpha \in \Gamma^{\prime}} x_{\alpha}\right\| & =\left\|\sum_{\alpha \in \Gamma_{1}}\right\| x_{\alpha}\left\|u_{\alpha}+\sum_{\lambda \in \Lambda}\right\| h_{\lambda}\left\|u_{\lambda}+\right\| T h_{\lambda}\left\|u_{\sigma(\lambda)}\right\| \\
& =\left\|\sum_{\alpha \in \Gamma^{\prime}}\right\| x_{\alpha}\left\|v_{\alpha}\right\|
\end{aligned}
$$

by (34).

Since $T^{2}=I$, we obtain by (31) that $X_{\alpha} \subset X$ for all $\alpha \in \Gamma^{\prime}$. To complete the proof that $X$ has a one-unconditional basis, we need only establish that $X=\left[X_{\alpha}\right]$. Now we have that for all $\lambda \in \Lambda$ and $\alpha \in \Gamma_{1}$,

$$
\begin{equation*}
H_{\lambda}+H_{\sigma(\lambda)} \text { is invariant under } T \text { and also } H_{\alpha} \text { is invariant under } T . \tag{35}
\end{equation*}
$$

Moreover, we have that

$$
\begin{equation*}
X_{\lambda}=\left\{y \in H_{\lambda}+H_{\sigma(\lambda)}: T y=y\right\} \quad \text { for all } \lambda \in \Lambda \tag{36}
\end{equation*}
$$

Indeed, if $\lambda \in \Lambda$ and if $y=y_{1}+y_{2}$ with $y_{1}$ in $H_{\lambda}$ and $y_{2}$ in $H_{\sigma(\lambda)}$, then since $T H_{\sigma(\lambda)}=H_{\lambda}$, if $T y=y$, since $T y=T y_{2}+T y_{1}, T y_{2}=y_{1}$ and $y_{2}=$ $T y_{1}$ because $H_{\lambda}+H_{\sigma(\lambda)}$ is a direct sum.

Now let $x \in X$. Choose for all $\alpha \in \Gamma_{1}$ and $\lambda \in \Lambda$, elements $y_{\alpha} \in H_{\alpha}$, $y_{\lambda} \in H_{\lambda}$ and $y_{\sigma(\lambda)} \in H_{\sigma(\lambda)}$ so that

$$
\begin{equation*}
x=\sum_{\alpha \in \Gamma_{1}} y_{\alpha}+\sum_{\lambda \in \Lambda} y_{\lambda}+y_{\sigma(\lambda)} \tag{37}
\end{equation*}
$$

the indexed families converging unconditionally to $x$. It follows, since (37) holds and $T x=x$, that

$$
\begin{equation*}
x=\sum_{\alpha \in \Gamma_{1}} T y_{\alpha}+\sum_{\lambda \in \Lambda} T\left(y_{\lambda}+y_{\sigma(\lambda)}\right) \tag{38}
\end{equation*}
$$

Since $\left(H_{\alpha}\right)_{\alpha \in \Gamma}$ is an unconditional decomposition of $X$, we obtain by (35), (37) and (38) that $y_{\alpha}=T y_{\alpha}$ and $T\left(y_{\lambda}+y_{\sigma(\lambda)}\right)=y_{\lambda}+y_{\sigma(\lambda)}$ for all $\alpha \in \Gamma_{1}$ and $\lambda \in \Lambda$. Finally, we obtain by (36) and the definition of the $X_{\alpha}^{\prime}$ 's for $\alpha \in \Gamma_{1}$ that $y_{\alpha} \in X_{\alpha}$ and $y_{\lambda}+y_{\sigma(\lambda)} \in X_{\lambda}$ for $\alpha \in \Gamma_{1}$ and $\lambda \in \Lambda$, completing the proof of part (a).

The above argument is of course reversible: that is, suppose $\sigma \in S(B)$ with $\sigma^{2}=I_{\Gamma}$. Choose $\Gamma_{1}$ and $\Lambda$ as above. For each $\alpha \in \Gamma_{1}$, let $X_{\alpha}$ be a subspace of $H_{\alpha}$ and for each $\lambda \in \Lambda$, let $T_{\lambda}: H_{\lambda} \rightarrow H_{\sigma(\lambda)}$ be a surjective isometry; then let $X_{\lambda}=\left\{h+T_{\lambda} h: h \in H_{\lambda}\right\}$. We obtain that $X=$ $\left[X_{\alpha}\right]_{\alpha \in \Gamma^{\prime}}$ is orthogonally complemented, where $\Gamma^{\prime}=\Gamma_{1} \cup \Lambda$. Indeed, since the $H_{\alpha}$ 's are Hilbert spaces, for each $\alpha \in \Gamma_{1}$ we may choose $T_{\alpha} \in \mathscr{I}\left(H_{\alpha}\right)$ with $T_{\alpha}^{2}=I$ and $X_{\alpha}=\left\{x \in H_{\alpha}: T_{\alpha} x=x\right\}$. For each $\lambda \in \Lambda$, let $T_{\sigma(\lambda)}=$ $T_{\lambda}^{-1}$. We then obtain a unique $T \in \mathscr{I}(B)$ with $T \mid H_{\alpha}=T_{\alpha}$ for all $\alpha \in \Gamma$; it is easily seen that $T^{2}=I$ and $X=\{b \in B: T b=b\}$.

We next observe that $X$ has a one-unconditional basis extendable to a one-unconditional basis of $B$ if and only if $\sigma=I_{\Gamma}, \sigma$ as defined above. Indeed, let $\Gamma_{1}$ and $\Lambda$ be as defined above. Suppose $X$ has an extendable one-unconditional basis. Then by Lemma 3.5, every element of the basis must belong to a Hilbert component of $B$. We thus obtain that

$$
\begin{equation*}
X=\left[X \cap H_{\alpha}: \alpha \in \Gamma\right] \tag{39}
\end{equation*}
$$

But it follows easily that $X \cap H_{\lambda}=X \cap H_{\sigma(\lambda)}=\{0\}$ for all $\lambda \in \Lambda$, and $X \cap H_{\alpha}=X_{\alpha}$ for $\alpha \in \Gamma_{1}$. Thus by (39), $X=\left[X_{\alpha}\right]_{\alpha \in \Gamma_{1}}$, hence $\Lambda=\varnothing$, $\Gamma_{1}=\Gamma$ and $\sigma=I_{\Gamma}$. The converse assertion is straightforward. Thus assume $\sigma=I_{\Gamma}$ and let the $X_{\alpha}$ 's be as above. For each $\alpha \in \Gamma$, let $\left(x_{\beta}\right)_{\beta \in \Gamma_{\alpha}^{1}}$ be a normalized one-unconditional basis for $X_{\alpha}$ and $\left(x_{\beta}\right)_{\beta \in \Gamma_{\alpha}^{2}}$ be a normalized one-unconditional basis for the orthogonal complement of $X_{\alpha}$ in $H_{\alpha}$. (If $X_{\alpha}=0$, let $\Gamma_{\alpha}^{1}=\varnothing$; if $X_{\alpha}=H_{\alpha}$, let $\Gamma_{\alpha}^{2}=\varnothing$.) Assume $\Gamma_{\alpha}^{i} \cap \Gamma_{\beta}^{j}$ $=\varnothing$ if $i \neq j$ or $\alpha \neq \beta$. Then simply let $\Gamma_{1}=\bigcup_{\alpha \in \Gamma} \Gamma_{\alpha}^{1}$ and $\Gamma_{2}=\bigcup_{\alpha \in \Gamma} \Gamma_{\alpha}^{2}$; $\left\{x_{\alpha}\right\}_{\alpha \in \Gamma_{1}}$ is then a one-unconditional basis for $X$ and $\left\{x_{\alpha}\right\}_{\alpha \in \Gamma_{2}}$ is a one-unconditional basis for $Y$ while $\left\{x_{\alpha}\right\}_{\alpha \in \Gamma_{1} \cup \Gamma_{2}}$ is a one-unconditional basis for $B$.

If we assume $B$ is a complex space and still define our maps as above, we then obtain the conclusion of (b) once we establish that $\sigma=I_{\Gamma}$. (For instance, the argument of the preceding paragraph yields a (complex) extendable unconditional basis for $X$.) Let then $P: B \rightarrow X$ be an orthogonal projection and $T=2 P-I$. We shall show that $T$ is in the component of the identity of $\mathscr{I}(B)$, i.e., in $\mathscr{I}_{0}(B)$. It then follows from Remark 2 following Proposition 3.2 that $T H_{\alpha} \subset H_{\alpha}$ for all $\alpha$, where $\left(H_{\alpha}\right)_{\alpha \in \Gamma}$ are the Hilbert components of $B$, so $\sigma=I_{\Gamma}$ and hence (b) is established. For each complex $\alpha$ with $|\alpha|=1$, define $U_{\alpha}$ by

$$
\begin{equation*}
U_{\alpha}=P+\alpha(I-P)=(1-\alpha) P+\alpha I \tag{40}
\end{equation*}
$$

By the definition of orthogonal complementation, $U_{\alpha} \in \mathscr{I}(B)$ for all $\alpha$ and evidently (40) yields that $U_{1}=I$ and $U_{-1}=T$. Now let $f(\theta)=$ $U_{\cos \theta+\imath \sin \theta}$ for $0 \leq \theta \leq \pi$. Then $f$ is a continuous path in $\mathscr{I}(B)$ joining $I$ to $T$, so $T \in \mathscr{I}_{0}(B)$ and the proof is complete.

Remark. It is possible to give an "elementary" proof of Theorem 3.18(b); that is, a proof which does not pass through the structure theorem characterizing the group of isometries of complex Banach spaces with a one-unconditional basis, and which deals purely with complex spaces. The proof can be given in the same spirit as the streamlined-argument given in [9].
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