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#### Abstract

We consider the Dirichlet problem for the minimal surface equation on a bounded domain in $\mathbf{R}^{n}$ which has nonnegative mean curvature. We give a modulus of continuity for the solution $u$ in terms of the modulus of continuity of the boundary values $\phi$. The modulus obtained is shown to be best possible.


0. Introduction. We consider the Dirichlet problem for the minimal surface equation in a bounded domain $\Omega \subseteq \mathbf{R}^{N}$ with boundary values $\phi$. We shall assume that $\partial \Omega$ has nonnegative mean curvature and so the existence of a solution $u$ for any continuous function $\phi$ is known [JS]. In this paper we consider the way that the regularity of $u$ depends on the regularity of $\phi$. Many results have already been obtained for this problem. For example if $\phi \in C^{k, \alpha}(\partial \Omega), k \geq 1$, then $u \in C^{k, \alpha}(\bar{\Omega})$. (See [GG], [LL1], [GT].) If $\phi \in C^{0,1}(\partial \Omega)$ then $u \in C^{0, \alpha}(\bar{\Omega})$ for some $\alpha \in(0,1)$ which depends on the Lipschitz constant of $\phi$ and the behaviour of the mean curvature of $\partial \Omega$. (See [G1] and also [W1] where optimal results are obtained for the value of $\alpha$.) If $\phi \in C^{0, \alpha}(\partial \Omega), 0<\alpha \leq 1$, and the mean curvature of $\partial \Omega$ is strictly positive then $u \in C^{0, \alpha / 2}(\bar{\Omega})$ (see [G1] and [L2].) More generally if $x_{0} \in \partial \Omega, \phi$ satisfies a Hölder condition with exponent $\alpha$ at $x_{0}$ and the mean curvature of $\partial \Omega$ is larger than $C\left|x-x_{0}\right|^{k}, C>0$, near $x_{0}$ then $u$ satisfies a Hölder condition at $x_{0}$ with exponent $\alpha /(k+2)$. (See [W1] and [W2].) However few results, apart from just continuity, have been given in the case $\phi \in C^{0, \alpha}(\partial \Omega), 0<\alpha<1$, and assuming only nonnegative mean curvature. A modulus of continuity could be found by the method proposed in $\S 13.5$ of [GT]. The counter-examples of [W1] show that in general the solution $u$ will not be Hölder continuous for any exponent $\beta$. We shall explicitly find a modulus of continuity for $u$ in this situation and then show that it is the best possible. Actually the results hold, and are presented, for a fairly general modulus of continuity for $\phi$ rather than just the Hölder condition. Further the results given are local results and so we only need to assume $\partial \Omega$ has nonnegative mean curvature in a neighbourhood of the point under consideration. However in this case
a classical solution may not exist so we must consider generalized solutions, that is, functions $u \in C^{\infty}(\Omega) \cap W^{1,1}(\Omega)$ minimizing

$$
\int_{\Omega} \sqrt{1+|D v|^{2}}+\int_{\partial \Omega}|v-\phi| d H^{n-1}
$$

for all $v \in B V(\Omega)$. Such solutions $u$ still satisfy the minimal surface equation

$$
\mathscr{M} u=\sum_{i=1}^{n} D_{i}\left(D_{i} u\left(1+|D u|^{2}\right)^{-1 / 2}\right)=0
$$

in $\Omega$ but they may not satisfy the boundary conditions, $u=\phi$, everywhere on $\partial \Omega$. The existence and properties of such solutions may be found, for example, in [G2].

The method of proof uses barrier constructions very similar to those in [W1] (which had their origins in [S]) and essentially reduces the problem to an examination of the behaviour of solution of Laplace's equation in cusped domains.

1. Laplace's equation on cusped domains. The barriers which we construct in later sections are defined in terms of various functions on cusped domains. The nature of the cusp is determined by the modulus of continuity, $\gamma$, for the boundary values $\phi$, with the required domain given by $D=\left\{\left(y^{\prime}, y_{n}\right): y^{\prime} \in \mathbf{R}^{n-1}, \gamma\left(\left|y^{\prime}\right|\right)<y_{n}<\delta\right\}$. It is convenient to work with polar coordinates so that the required results are given as follows.

Proposition 1. Suppose $\beta \in C^{3}(0, \infty)$ with $\beta(r)>0$ and $\beta^{\prime}(r)>0$ for $r>0$ and

$$
\beta(r)+r \beta^{\prime}(r)+r^{2}\left|\beta^{\prime \prime}(r)\right|+r^{3}\left|\beta^{\prime \prime \prime}(r)\right| \rightarrow 0 \quad \text { as } r \rightarrow 0 .
$$

Let

$$
D=\left\{y \in \mathbf{R}^{n}:|\theta|<\beta(r), r<\delta\right\},
$$

where $r=|y|$ and $\theta=\cos ^{-1}\left(y_{n} / r\right)$.
For $\alpha \in \mathbf{R}$ let

$$
\begin{equation*}
F_{\alpha}(r)=(r \beta(r))^{\alpha} \exp \left\{-a \int_{r}^{1} \frac{1}{t \beta(t)} d t\right\}, \tag{1.1}
\end{equation*}
$$

where $a$ is the first positive zero of the Bessel function $J_{(n-3) / 2}$.
Then for $\delta$ sufficiently small,
I if $\alpha>-(n-2) / 2$ there exist a function $u$ defined on $D$ such that
(i) $u>0$ on $D$ and $d u=0$ if $|\theta|=\beta(r)$,
(ii) $|u(y)| \leq C F_{\alpha}(r),|D u(y)| \leq C F_{\alpha}(r) / r \beta(r),\left|D^{2} u(y)\right| \leq$ $C F_{\alpha}(r) / r^{2} \beta^{2}(r)$,
(iii) for $|\theta| \leq \varepsilon \beta(r)$ with $0 \leq \varepsilon<1, u(y) \geq C(\varepsilon) F_{\alpha}(r)$,
(iv) $\partial u / \partial y_{n}>0$ in $D$,
(v) $\Delta u \geq \alpha_{0} F_{\alpha}(r)\left(\beta(r)+r \beta^{\prime}(r)\right) / r^{2} \beta^{2}(r)$, where $\alpha_{0}>0$,

II if $\alpha<-(n-2) / 2$ there exists a function $u$ defined on $D$ satisfying
(i)-(iv) above and also
( $\left.\mathrm{v}^{\prime}\right) \Delta u \leq-\alpha_{0} F_{\alpha}(r)\left(\beta(r)+r \beta^{\prime}(r)\right) / r^{2} \beta^{2}(r)$, where $\alpha_{0}>0$.
Proof. We let

$$
\begin{equation*}
G(t)=t^{(3-n) / 2} J_{(n-3) / 2}(a t) \tag{1.2}
\end{equation*}
$$

where $J_{(n-3) / 2}$ is the Bessel function and $a$ is its first zero. Thus

$$
\begin{gather*}
G(1)=0, \quad G(t)>0 \quad \text { if }|t|<1  \tag{1.3}\\
G^{\prime \prime}(t)+\frac{(n-2)}{t} G^{\prime}(t)+a^{2} G(t)=0 \\
|G|+\left|G^{\prime}\right|+\left|G^{\prime \prime}\right| \leq C \quad \text { for }|t| \leq 1
\end{gather*}
$$

We now let $F=F_{\alpha}(r)$ be given by (1.1) and define

$$
\begin{aligned}
g_{1}(r) & =\beta(r)+r \beta^{\prime}(r) \\
g(r) & =\beta(r)+r \beta^{\prime}(r)+r^{2}\left|\beta^{\prime \prime}(r)\right|+r^{3}\left|\beta^{\prime \prime \prime}(r)\right| \rightarrow 0
\end{aligned}
$$

Then
(1.4) $F^{\prime}(r)=\frac{F}{r \beta^{2}}\left[a \beta+g_{1} \alpha \beta\right]$,

$$
\begin{aligned}
& F^{\prime \prime}(r)=\frac{F}{(r \beta)^{2}}\left[a^{2}+a(2 \alpha-1)\left(\beta+r \beta^{\prime}\right)+g_{1} O(g)\right] \\
& r^{2} F^{\prime \prime}+(n-1) r F^{\prime} \\
& \quad=\frac{F}{\beta^{2}}\left[a^{2}+a(2 \alpha-1)\left(\beta+r \beta^{\prime}\right)+a(n-1) \beta+g_{1} O(g)\right]
\end{aligned}
$$

Next we define

$$
\begin{equation*}
H(r, \theta)=\exp \left\{\frac{b}{2} \frac{r \beta^{\prime}}{\beta^{2}} \theta^{2}+\frac{d}{2} \frac{\theta^{2}}{\beta}\right\} \tag{1.5}
\end{equation*}
$$

where $b$ and $d$ are constants to be chosen. Then

$$
\begin{align*}
H_{\theta} & =H\left(b \theta \frac{r \beta^{\prime}}{\beta^{2}}+d \frac{\theta}{\beta}\right), \quad H_{r}=\frac{H}{r \beta} g_{1} O(g),  \tag{1.6}\\
H_{\theta \theta} & =\frac{H}{\beta^{2}}\left[b r \beta^{\prime}+d \beta+g_{1} O(g)\right] \\
H_{r r} & =\frac{H}{r^{2} \beta^{2}} g_{1} O(g), \quad H_{r \theta}=\frac{H}{r \beta^{2}} g_{1} O(g) .
\end{align*}
$$

Finally we set

$$
\begin{equation*}
u(r, \theta)=F_{\alpha}(r) G\left(\frac{\theta}{\beta}\right) H(r, \theta) \tag{1.7}
\end{equation*}
$$

so that

$$
\begin{align*}
& \Delta u= u_{r r}+  \tag{1.8}\\
&=\frac{(n-1)}{r} u_{r}+\frac{(n-2)}{r^{2} \beta^{2}} \operatorname{Cot}(\theta) u_{\theta}+\frac{1}{r^{2}} u_{\theta \theta} \\
&+F H \beta^{2}\left[r^{2} F^{\prime \prime}+(n-1) r F^{\prime}\right] \\
&\left.+F H G^{\prime \prime}+(n-2) \frac{\beta}{\theta} G^{\prime}\right] \\
&\left.+r \beta^{\prime} \frac{\theta}{\beta} 2(b-a)+2 d \theta\right] \\
&\left.+F H G(n-1)\left(b r \beta^{\prime}+d \beta\right)+F H g_{1} O(g)\right\}
\end{align*}
$$

where we have used the estimates of (1.3), (1.4) and (1.6). Now using (1.3) and (1.4) again we see

$$
\begin{align*}
\Delta u=\frac{F H}{r^{2} \beta^{2}}\left\{\left[a(2 \alpha-1)\left(\beta+r \beta^{\prime}\right)\right.\right. & \left.+(a+d)(n-1) \beta+b r \beta^{\prime}(n-1)\right] G  \tag{1.9}\\
& \left.+G^{\prime} 2 d \theta+G^{\prime} \frac{\theta}{\beta} r \beta^{\prime} 2(b-a)+g_{1} O(g)\right\} \\
=\frac{F H}{r^{2} \beta^{2}}\{\beta G(a(2 \alpha+n-2) & +d(n-1)) \\
& +r \beta^{\prime} G((2 \alpha-1) a+b(n-1)) \\
& \left.+G^{\prime} \frac{\theta}{\beta}\left(2 d \beta+2(b-a) r \beta^{\prime}\right)+g_{1} O(g)\right\}
\end{align*}
$$

Noting that $G(t)-t G^{\prime}(t) \geq \alpha_{1}>0$ for $|t| \leq 1$ and $H(r, \theta) \geq 1$ we see that if $2 \alpha+n-2>0$ we can choose $b$ and $d$ such that $d<0, b<a$, $(2 \alpha-1) a+b(n-1)>0$ and $a(2 \alpha+n-2)+d(n-1)>0$ so that $I(v)$ holds if $\delta$ small. Similarly if $2 \alpha+n-2<0$ we can ensure II( $\left.\mathrm{v}^{\prime}\right)$ holds.

Properties (i), (ii) and (iii) hold by our definition of $u$ and estimates (1.3), (1.4) and (1.6). Finally

$$
\begin{aligned}
& \frac{\partial u}{\partial y_{n}}=u_{r} \operatorname{Cos} \theta-\frac{1}{r} u_{\theta} \operatorname{Sin} \theta \text { and } \\
& u_{r}=\frac{F H G}{r \beta}[a+O(g)]-\frac{F H G^{\prime}}{r \beta} \frac{\theta}{\beta} r \beta^{\prime}, \\
& u_{\theta}=\frac{F H G}{\beta}\left[b r \beta^{\prime} \frac{\theta}{\beta}+d \theta\right]+\frac{F H G^{\prime}}{\beta}
\end{aligned}
$$

so that

$$
\begin{aligned}
\frac{\partial u}{\partial y_{n}} & =\frac{F h G}{r \beta}[a \operatorname{Cos} \theta+O(g)]-\frac{F H G^{\prime}}{r \beta}\left[\operatorname{Sin} \theta+\frac{\theta}{\beta} r \beta^{\prime}\right] \\
& >0 \text { if } \delta \text { small. }
\end{aligned}
$$

2. Continuity estimates. We now present the continuity estimates for the solution $u$. These are local in nature so that we assume $\phi$ satisfies a continuity condition (for example Hölder continuity) only at a particular point $x_{0} \in \partial \Omega$ and then derive corresponding continuity conditions for the solution $u$ at $x_{0}$. We shall assume that $x_{0} \partial \Omega$ and $\mathscr{N}$ is a neighbourhood of $x_{0}$ such that $\partial \Omega$ has nonnegative mean curvature in $\mathscr{N}$. Suppose $\phi$ has an upper modulus of continuity, $\gamma$, at $x_{0}$ so that

$$
\begin{equation*}
\phi(x)-\phi\left(x_{0}\right) \leq \gamma\left(\left|x-x_{0}\right|\right), \quad x \in \partial \Omega \tag{2.1}
\end{equation*}
$$

We may assume, without loss of generality, that $x_{0}=0, \phi\left(x_{0}\right)=0$, the inner unit normal to $\partial \Omega$ at 0 lies on the $x_{n}$-axis and that $\partial \Omega \cap \mathscr{N}=$ $\left\{\left(x^{\prime}, w\left(x^{\prime}\right)\right): \quad x^{\prime} \in \mathbf{R}^{n-1}, \quad\left|x^{\prime}\right|<\delta_{0}\right\} \quad$ where $w \in C^{2}\left(\mathbf{R}^{n-1}\right), \quad w(0)=0$, $D w(0)=0$ and $\left|w\left(x^{\prime}\right)\right| \leq L\left|x^{\prime}\right|^{2}$ for some constant $L$. Then from (2.1) we see that, if $x^{\prime}=\left(x_{1}, \ldots, x_{n-1}\right)$,

$$
\begin{equation*}
\phi(x) \leq \gamma\left(\left|x^{\prime}\right|+L\left|x^{\prime}\right|^{2}\right)=\gamma_{1}\left(\left|x^{\prime}\right|\right), \quad|x|<\delta_{0} \tag{2.2}
\end{equation*}
$$

Fairly complete results have already been obtained in the case of Lipschitz data where $\gamma(t)=K t$ (see [W1]) so we restrict ourselves to the case where $t^{-1} \gamma(t)$ increases to $\infty$ as $t$ decreases to 0 . At the cost of increasing $\gamma$ by a multiplicative constant it is known (as noted in [W1]) in this situation we may assume $\gamma$ is concave and $C^{k}$ for any $k$. Hence we assume $\gamma$ is $C^{3}$ and concave, $\gamma^{\prime} \rightarrow \infty$ as $t \rightarrow 0$ and $[\gamma(t) / t]^{\prime}>0$. We now wish to write (2.2) in a polar form so that the results of the last section may easily be applied. Hence we set $r^{2}=x_{n+1}^{2}+\left|x^{\prime}\right|^{2}$ and $\theta=\cos ^{-1}\left(x_{n+1} / r\right)$. Then the conditions on $\gamma$ ensure that there is function $\beta_{1}$ such that

$$
\begin{equation*}
r \operatorname{Cos} \beta_{1}(r)=\gamma_{1}\left(r \operatorname{Sin} \beta_{1}(r)\right), \quad r<\delta_{1} . \tag{2.3}
\end{equation*}
$$

Then (2.2) becomes

$$
\begin{equation*}
x_{n+1}=\phi(x), \quad|\theta| \geq \beta_{1}(r), \quad \text { if } x \in \partial \Omega \cap \mathscr{N} \tag{2.4}
\end{equation*}
$$

Furthermore by increasing $L$ in (2.2) we may assume the above inequality is strict for $r>0$. We wish to compare the function $\beta_{1}$, just constructed, with the more easily calculated function, $\beta$, which is defined so that $r \beta(r)$ is the inverse of $\gamma(t)$, that is

$$
\begin{equation*}
\gamma(r \beta(r))=r . \tag{2.5}
\end{equation*}
$$

Lemma 1. For r sufficiently small,

$$
\begin{align*}
& \beta_{1}(r) \leq \beta(r) \leq \beta_{1}(r)\left(1+L r \beta_{1}(r)+\frac{1}{2 A} \beta_{1}(r)\right)  \tag{2.6}\\
& \beta(r) \geq \beta_{1} \geq \beta(r)\left(1+\operatorname{Lr} \beta(r)+\frac{1}{2 A} \beta(r)\right)^{-1} \tag{2.7}
\end{align*}
$$

where

$$
A=\gamma^{\prime}\left(2 r \beta_{1}(r)\right)
$$

Proof. The left hand inequality follows by considering, for fixed $r$, the derivatives of $\gamma(r \beta)$ and $(\operatorname{Cos} \beta)^{-1} \gamma(r \operatorname{Sin} \beta)$ with respect to $\beta$ and then using the concavity of $\gamma$. For the right hand inequality we have

$$
r\left(1-\frac{1}{2} \beta_{1}^{2}\right) \leq r \operatorname{Cos} \beta_{1} \leq \gamma\left(r \beta_{1}+L r^{2} \beta_{1}^{2}\right)
$$

so that

$$
\gamma\left(r \beta_{1}+L r^{2} \beta_{1}^{2}\right)+\frac{1}{2} r \beta_{1}^{1} \geq \gamma(r \beta)
$$

If $r$ is small enough then using concavity

$$
\gamma\left(r \beta_{1}+L r^{2} \beta_{1}^{2}+\frac{1}{2 A} r \beta_{1}^{2}\right) \geq \gamma(r \beta)
$$

Now for each $\delta$ small enough that Lemma 1 holds, we can set

$$
\begin{equation*}
\varepsilon=\varepsilon(\delta)=L \delta+\frac{1}{2 \gamma^{\prime}\left(2 \delta \beta_{1}(\delta)\right)} \rightarrow 0 \quad \text { as } \delta \rightarrow 0 \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta_{2}(r)=\frac{\beta(r)}{1+\varepsilon \beta(r)} \quad \text { for } r<\delta \tag{2.9}
\end{equation*}
$$

Then we see that near 0 the graph of $\phi\left(x^{\prime}, w\left(x^{\prime}\right)\right)$ must lie below the graph of the function given in polar coordinates by $|\theta|=\beta_{2}(r)$.

Note that by our assumptions on $\gamma$ we already have that

$$
\begin{equation*}
\beta(r)>0, \quad \beta^{\prime}(r)>0, \quad \text { for } r>0, \lim _{r \rightarrow 0} \beta(r)+r \beta^{\prime}(r)=0 \tag{2.10}
\end{equation*}
$$

We shall make the further additional assumption that for $\beta$ (or equivalently $\boldsymbol{\beta}_{2}$ )

$$
\begin{equation*}
\lim _{r \rightarrow 0}\left|r^{2} \beta^{\prime \prime}(r)\right|+\left|r^{2} \beta^{\prime \prime \prime}(r)\right|=0 . \tag{2.11}
\end{equation*}
$$

Thus altogether we have assumed that

$$
\begin{align*}
& \gamma \text { is a } C^{3} \text { concave modulus of continuity such that }  \tag{2.12}\\
& \lim _{r \rightarrow 0}\left(\gamma^{-1}(r)\right)^{\prime}+r\left|\left(\gamma^{-1}(r)\right)^{\prime \prime}\right|+r^{2}\left|\left(\gamma^{-1}(r)\right)^{\prime \prime \prime}\right|=0
\end{align*}
$$

The new modulus of continuity for $u$ then involves the function $F_{\alpha}(r)$ given in (1.1). Thus

$$
\begin{align*}
F_{\alpha}(r) & =(r \beta(r))^{\alpha} \exp \left\{-a \int_{r}^{1} \frac{1}{t \beta(t)} d t\right\}  \tag{2.13}\\
& =\left(\gamma^{-1}(r)\right)^{\alpha} \exp \left\{-a \int_{r}^{1} \frac{1}{\gamma^{-1}(t)} d t\right\}
\end{align*}
$$

with $a$ the first positive zero of the Bessel function $J_{(n-3) / 2}(x)$.
Theorem 1. Suppose $\Omega$ is a bounded open subset of $\mathbf{R}^{n}$ with locally Lipschitz boundary $\partial \Omega, \phi \in L^{1}(\partial \Omega)$ and $u$ is a generalized solution of the Dirichlet problem. Suppose $x_{0} \in \partial \Omega$ and there is a neighborhood $\mathscr{N}$ of $x_{0}$ such that $\partial \Omega$ is $C^{2}$ with nonnegative mean curvature in $\mathcal{N}$. Suppose $\gamma$ : $[0, \infty) \rightarrow[0, \infty)$ satisfies (2.12) and

$$
\phi(x)-\phi\left(x_{0}\right) \leq \gamma\left(\left|x-x_{0}\right|\right), \quad x \in \partial \Omega .
$$

Then for any $\alpha>-(n-2) / 2$ there is a constant $c$ and a neighbourhood $G$ of $x_{0}$ such that

$$
u(x)-\phi\left(x_{0}\right) \leq \max \left\{\gamma\left(2\left|x-x_{0}\right|\right)+c\left|x-x_{0}\right|, F_{\alpha}^{-1}(c d(x, \partial \Omega))\right\}
$$

for $x \in G \cap \Omega$, where $F_{\alpha}^{-1}$ is the inverse of the function $F_{\alpha}$ defined in (2.13).
Proof. We can assume, as above, that $x_{0}=0, \phi\left(x_{0}\right)=0$ and that near $0, \partial \Omega$ is the graph of $w: \mathbf{R}^{n-1} \rightarrow \mathbf{R}$ where $\left|w\left(x^{\prime}\right)\right| \leq L\left|x^{\prime}\right|^{2}$. Furthermore it is sufficient to consider the case where $\phi(x)=\gamma(|x|)$ so that $u$ is
continuous on $\bar{\Omega} \cap \mathcal{N}\left([\mathbf{M}]\right.$. We let $\beta_{2}$ be as above and suppose $\alpha>$ $-(n-2) / 2$ then define

$$
v(y)=w(y)+\lambda f(y)
$$

where $f$ is the function given by (I) of Proposition 1 in $\S 1$ but with $\beta$ replaced by $\beta_{2}$ and $\lambda \in(0,1)$ is to be chosen. We have taken $v$ and $f$ to be defined on a set

$$
D=\left\{y \in \mathbf{R}^{n}:|\theta|<\beta_{2}(r), r<\delta\right\}
$$

and $w$ is independent of $y_{n}$. We shall prove the theorem with $F_{\alpha}$ replaced by $\tilde{F}_{\alpha}$ defined as in (2.13) but with $\beta_{2}$ replacing $\beta$. But by definition (2.9)

$$
\begin{aligned}
\tilde{F}_{\alpha}(r) & =\left(r \beta_{2}\right)^{\alpha} \exp \left\{-a \int_{r}^{1} \frac{1}{t \beta} d t+a \varepsilon \log r\right\} \\
& \geq c(r \beta)^{\alpha+a \varepsilon} \exp \left\{-a \int_{r}^{1} \frac{1}{t \beta} d t\right\}=c F_{\alpha+a \varepsilon}(r)
\end{aligned}
$$

and $\varepsilon$ can be made as small as we like by taking $\delta$ sufficiently small and so the required result follows.

Now by Proposition 1 we have $|D f(y)| \leq c \tilde{F}_{\alpha}(r) / r \beta_{2}(r) \rightarrow 0$ as $r \rightarrow$ 0 , so that taking $\lambda \leq 1$ and $\delta$ sufficiently small we can ensure that $\lambda|D f(y)| \leq 1$ in $D$. Then Lemma 1 of $[\mathbf{S}]$ may be applied to give

$$
\mathscr{M}_{0} v=\mathscr{M}_{0} w+\lambda \Delta f+\lambda E \geq \lambda(\Delta f+E)
$$

where

$$
\begin{gathered}
\mathscr{M}_{0} g=\sqrt{1+|D g|^{2}} \mathscr{M} g \text { and } \\
|E| \leq c\left(\left|D^{2} f\right|+|D f|\left|D^{2} w\right|\right)(\lambda|D f|+|D w|) \\
\leq c \frac{\tilde{F}_{\alpha}(r)}{r^{2} \beta_{2}^{2}(r)}\left(\lambda \frac{F_{\alpha}(r)}{r \beta_{2}(r)}+\left|y^{\prime}\right|\right) \\
\leq \frac{c \tilde{F}_{\alpha}(r)}{r \beta_{2}(r)} \text { for } r \text { sufficiently small. }
\end{gathered}
$$

Thus we see that

$$
\mathscr{M}_{0} v \geq \frac{\lambda \tilde{F}_{\alpha}(r)}{r^{2} \beta_{2}^{2}(r)}\left(\alpha_{0} \beta_{2}(r)-c r \beta_{2}(r)\right) \geq 0
$$

in $D$, provided we take $\delta$ sufficiently small. Then for $D$ we have $\mathscr{M}_{0} v \geq 0, D_{n} v>0, v>w$ and $v=w$ if $|\theta|=\beta_{2}(r)$. Arguing as in [S] there is then a neighbourhood $G$ of 0 and a function $\tilde{v}$ defined on $\overline{G \cap \Omega}$
such that $\mathscr{M} \tilde{v} \leq 0$ in $G \cap \Omega$, graph of $\tilde{v}$ over $G \cap \partial \Omega=$ graph (in polars) of $|\theta|=\beta_{2}(r)$ which lies above the graph of $\phi(x)$, and $\tilde{v}(x)$ $=\sqrt{\delta^{2}-\left|x^{\prime}\right|^{2}} \geq \delta \operatorname{Cos} \beta_{2}(\delta)$ on $\partial G \cap \Omega$. Furthermore

$$
\partial G \cap \Omega=\left\{x: x_{n}=w\left(x^{\prime}\right)+\lambda f(\delta, \theta),|\theta| \leq \beta_{2}(\delta)\right\}
$$

so that if $x \in \partial G \cap \Omega, x_{n}-w\left(x^{\prime}\right) \leq c \lambda \tilde{F}_{\alpha}(\delta)$.
Now as noted above we may assume $u$ is continuous on $\bar{\Omega} \cap \mathscr{N}$ so there is a function $p(t)$ such that $p(t) \rightarrow 0$ as $t \rightarrow 0$ and $|u(x)-u(y)|$ $\leq p(|x-y|)$ for $x, y \in \overline{G \cap \Omega}$. Then, in particular, if $x \in \partial G \cap \Omega$,

$$
\begin{aligned}
u(x) & \leq u\left(x^{\prime}, w\left(x^{\prime}\right)\right)+p\left(\left|x_{n}-w\left(x^{\prime}\right)\right|\right) \\
& \leq \gamma(|x|)+p\left(c \lambda \tilde{F}_{\alpha}(\delta)\right) \\
& <\gamma_{1}\left(\delta \operatorname{Sin} \beta_{2}(\delta)\right)+p\left(c \lambda \tilde{F}_{\alpha}(\delta)\right) \\
& \leq \delta \operatorname{Cos} \beta_{2}(\delta)+p\left(c \lambda \tilde{F}_{\alpha}(\delta)\right) .
\end{aligned}
$$

Hence for a fixed $\delta>0$ we can choose $\lambda$ sufficiently small so that $u(x) \leq \tilde{v}(x)$ on $\partial G \cap \Omega$. The comparison principle now gives that $u(x) \leq$ $\tilde{v}(x)$ in $G \cap \Omega$ and so it only remains to show that $\tilde{v}(x)$ has the required growth. By the definition of $\tilde{v}$ we have for $x=\left(x^{\prime}, x_{n}\right) \in G$,

$$
\left(x^{\prime}, x_{n}, \tilde{v}(x)\right)=\left(x^{\prime}, v\left(x^{\prime}, \tilde{v}(x)\right), \tilde{v}(x)\right)
$$

If

$$
\theta=\tan ^{-1}\left(\frac{\left|x^{\prime}\right|}{\tilde{v}(x)}\right) \leq \frac{1}{2} \beta_{2}(r)
$$

then

$$
x_{n}=v\left(x^{\prime}, \tilde{v}(x)\right) \geq w\left(x^{\prime}\right)+c \tilde{F}_{\alpha}(r)
$$

where $r^{2}=\left|x^{\prime}\right|^{2}+(\tilde{v}(x))^{2}$. So that

$$
\tilde{v}(x) \leq r \leq \tilde{F}_{\alpha}^{-1}\left(c\left(x_{n}-w\left(x^{\prime}\right)\right)\right) .
$$

On the other hand if $|\theta| \geq \frac{1}{2} \beta_{2}(r)$ then

$$
\left|x^{\prime}\right|=|r \operatorname{Sin} \theta| \geq r \operatorname{Sin} \frac{1}{2} \beta_{2}(r) \geq r\left(\frac{1}{2} \beta_{2}-C \beta_{2}^{3}\right)
$$

and so

$$
r \beta(1-\varepsilon \beta) \leq r \beta_{2} \leq 2\left|x^{\prime}\right|+\varepsilon r \beta^{2}
$$

Hence for $r$ small,

$$
r \beta \leq 2\left|x^{\prime}\right|\left(1+8 \varepsilon \frac{\left|x^{\prime}\right|}{r}\right)
$$

and, using $[\gamma(t) / t]^{\prime} \geq 0$,

$$
r=\gamma(r \beta) \leq \gamma\left(2\left|x^{\prime}\right|\left(1+8 \frac{\varepsilon\left|x^{\prime}\right|}{r}\right)\right) \leq \gamma\left(2\left|x^{\prime}\right|\right)\left(1+8 \frac{\varepsilon\left|x^{\prime}\right|}{r}\right)
$$

and so

$$
\tilde{v}(x) \leq r \leq \gamma\left(2\left|x^{\prime}\right|\right)+8 \varepsilon\left|x^{\prime}\right|
$$

The exponential term in $F_{\alpha}$ is of course far more important than $(r \beta)^{\alpha}$ and so in most cases the next result is all that is required.

Corollary 1. If $n>2$ and the conditions for Theorem 1 hold then

$$
\begin{aligned}
u(x) & -\phi\left(x_{0}\right) \\
& \leq \max \left\{\gamma\left(2\left|x-x_{0}\right|\right)+c\left|x-x_{0}\right|, F^{-1}\left(\frac{-\ln (d(x, \partial \Omega)+c}{a}\right)\right\}
\end{aligned}
$$

where

$$
F(r)=\int_{r}^{1} \frac{1}{\gamma^{-1}(t)} d t
$$

If $n=2$ the same statement holds provided we replace $a(=\pi / 2)$ by $a^{\prime}$ where $a^{\prime}$ is any number greater than $\pi / 2$.

The main case of interest is when the given data is Hölder continuous in which case $\gamma(t)=K t^{\lambda}$ with $0<\lambda<1$. Conditions (2.12) are easily checked and $F_{\alpha}$ and $F$ are readily calculated.

Corollary 2. Suppose $\Omega, \phi, u, x_{0}$ and $\mathcal{N}$ are as in Theorem 1. Suppose there are constants $K, M$ and $\lambda \in(0,1)$ such that

$$
\begin{aligned}
& \phi(x)-\phi\left(x_{0}\right) \leq K\left|x-x_{0}\right|^{\lambda}, \quad x \in \partial \Omega \cap \mathscr{N} \\
& \phi(x)-\phi\left(x_{0}\right) \leq \mathscr{M}, \quad x \in \partial \Omega
\end{aligned}
$$

Then for any $\alpha>-(n-2) / 2$ there is a constant $c$ and a neighborhood $G$ of $x_{0}$ such that $u(x)-\phi\left(x_{0}\right) \leq \max \left\{2^{\lambda+1} K\left|x-x_{0}\right|^{\lambda}, F_{\alpha}^{-1}(c d(x, \partial \Omega))\right\}$ for $x \in \Omega \cap G$, where

$$
F_{\alpha}(r)=r^{\alpha / \lambda} \exp \left\{-a K^{1 / \lambda} \frac{\lambda}{1-\lambda} r^{-(1-\lambda) / \lambda}\right\}
$$

Corollary 3. (i) If $n>2$ and the conditions of Corollary 2 hold then for $\left|x-x_{0}\right|$ sufficiently small

$$
\begin{align*}
& u(x)-\phi\left(x_{0}\right)  \tag{2.14}\\
& \leq \max \left\{2^{\lambda+1} K\left|x-x_{0}\right|^{\lambda}\right. \\
& \left.\quad\left(a K^{1 / \lambda} \frac{\lambda}{1-\lambda}\right)^{\lambda /(1-\lambda)}(-\ln (d(x, \partial \Omega))+c)^{-\lambda /(1-\lambda)}\right\}
\end{align*}
$$

where $a$ is the first positive zero of $J_{(n-3) / 2}(t)$.
(ii) If $n=2$ then (2.14) holds with any $a>\pi / 2$.
3. Optimal growth. In this section we show that the results of the previous section cannot be improved. Thus we show that, in general, Theorem 1 and Corollary 2 do not hold for $\alpha<-(n-2) / 2$ and Corollaries 1 and 3 do not hold for any $a$ less than the first positive zero of the Bessel function $J_{(n-3) / 2}(t)$. Since Corollaries 1 and 3 are obtained by weakening Theorem 1 it is enough to give counter examples for $\alpha<-(n-2) / 2$. It should be noted that in the case where $\partial \Omega$ has strictly positive mean curvature near $x_{0}$ (or mean curvature growing like a power of $\left|x-x_{0}\right|$ ) better regularity results are known (see [W1] and [W2]) thus any counter examples must be for the case of zero mean curvature near $x_{0}$. A typical application of Theorem 2 would show that if $\Omega$ has zero mean curvature near $0 \in \partial \Omega$ (and has interior normal at 0 the $x_{n}$-axis) and we prescribe boundary values $\phi(x)=\gamma(|x|)$ on $\partial \Omega$ then the solution $u$ must grow faster than $F_{\alpha}^{-1}\left(x_{n}\right)$ along the $x_{n}$-axis near 0 for any $\alpha<-(n-2) / 2$.

For technical reasons we introduce one further restriction on the types of modulus of continuity we consider. Namely, we assume in addition to (2.12) that there are constants $\varepsilon_{1}>0$ and $\varepsilon_{2}>0$ such that

$$
\begin{equation*}
\left(1+\varepsilon_{1}\right) t \gamma^{\prime \prime}(t)+(2 n-3) \gamma^{\prime}(t) \geq 0 \quad \text { for } 0<t<\varepsilon_{2} \tag{3.1}
\end{equation*}
$$

This additional restriction could probably be removed but in any case it allows Hölder continuous data when $\gamma(t)=K t^{\alpha}, 0<\alpha<1$ and also logarithmic growth $\gamma(t)=-A /(\log t+B)$ when $n \geq 3$.

Theorem 2. Suppose $\Omega$ is a bounded open subset of $\mathbf{R}^{n}$ with locally Lipschitz boundary $\partial \Omega, \phi \in L^{1}(\partial \Omega)$ and $u$ is the generalized solution of the Dirichlet problem. Suppose $x_{0} \in \partial \Omega$ and there is a neighbourhood $\mathscr{N}$ of $x_{0}$ such that $\partial \Omega$ is $C^{2}$ and has non-positive mean curvature in $\mathcal{N}$. Suppose $\gamma$ : $[0, \infty) \rightarrow[0, \infty)$ satisfies (2.12) and (3.1) and

$$
\begin{aligned}
& \phi(x)-\phi\left(x_{0}\right) \geq \gamma\left(\left|x-x_{0}\right|\right), \quad x \in \partial \Omega \cap \mathscr{N}, \\
& \phi(x) \geq \phi\left(x_{0}\right)+\varepsilon_{0}, \quad x \in \partial \Omega \sim \mathscr{N},
\end{aligned}
$$

for some $\varepsilon_{0}>0$.
Then for any $\alpha<-(n-2) / 2$ and any $c>0$ there is $t_{0}>0$ such that

$$
u\left(x_{0}+t \nu\right) \geq \phi\left(x_{0}\right)+F_{\alpha}^{-1}(c t), \quad 0<t \leq t_{0}
$$

where $\nu$ is the unit inner normal to $\partial \Omega$ at $x_{0}$.
Proof. We take $x_{0}=0, \nu=e_{n}=(0, \ldots, 0,1), \phi\left(x_{0}\right)=0$ and suppose $\partial \Omega$ is the graph of $w: \mathbf{R}^{n-1} \rightarrow \mathbf{R}$ near 0 . It is sufficent to consider the case $\phi(x)=\gamma(|x|)$ near 0 . We first prove a preliminary result about the growth
of $u$ in such a situation. This result is similar to, but slightly more precise than, results presented in the last section of [W1].

Lemma 2. Suppose $u, \Omega$ and $\phi$ are as above. Then there are constants $C_{1}>0$ and $C_{2}>0$ such that for $|x|$ sufficiently small and $x \in \Omega$

$$
\begin{equation*}
u(x) \geq \gamma\left(\sqrt{\left|x^{\prime}\right|^{2}\left(1-C_{1}\left|x^{\prime}\right|\right)+C_{2}\left(x_{n}-w\left(x^{\prime}\right)\right)}\right) \tag{3.2}
\end{equation*}
$$

Proof. Suppose $\Omega \subseteq B_{R}(0)$.
For each $\varepsilon>0$ we can construct a function $W\left(x^{\prime}\right)$ depending on $\varepsilon$ such that
(i) $W\left(x^{\prime}\right)=\left(w^{\prime}\right)$ if $\left|x^{\prime}\right|<\varepsilon^{2}, W\left(x^{\prime}\right)=0$ if $\left|x^{\prime}\right|>2 \varepsilon^{2}$,
(ii) $\left|W\left(x^{\prime}\right)\right| \leq L\left|x^{\prime}\right|^{2}$,
(iii) $\left|D W\left(x^{\prime}\right)\right| \leq C_{0} L\left|x^{\prime}\right|$,
(iv) $\left|D^{2} W\left(x^{\prime}\right)\right| \leq C_{0} L$,
where $C_{0}$ is a constant not depending on $\varepsilon$. Furthermore if $\varepsilon$ is sufficiently small we may assume
(v) if $x \in \partial \Omega,\left|x^{\prime}\right|<\varepsilon^{2}, x_{n} \neq W\left(x^{\prime}\right)$ then $\left|x_{n}\right|>2 \varepsilon^{2}$,
(vi) $\varepsilon<1$ and $4 C_{0} L \sqrt{\varepsilon}<1$.

Let $A$ be a constant with $0<A<\min \left\{\varepsilon^{3}, 1 / 2 L\right\}$ and consider the functions

$$
\begin{equation*}
\delta(x)=\left|x+\frac{A}{2} e_{n}\right|-\frac{A}{2}-W\left(x^{\prime}\right) \tag{3.3}
\end{equation*}
$$

$$
\begin{equation*}
v(x)=\eta(A \delta(x)) \quad \text { where } \eta(t)=\gamma(\sqrt{t}) \tag{3.4}
\end{equation*}
$$

We aim to show that, for suitable choices of $\varepsilon$ and $A, v$ is a lower barrier for the solution $u$ and it has the required growth.

First note that by (v) above and the choice $A<\varepsilon^{3}$ we have $0 \leq \delta(x)$ $\leq R+1$ in $\Omega$ and so $v$ is defined on $\Omega$. Since $\eta^{\prime} \geq 0$ and $\eta^{\prime \prime} \leq 0$ we can calculate

$$
\begin{aligned}
\left(1+|D v|^{2}\right) & \mathscr{M}_{0} v=\left(1+|D v|^{2}\right) \Delta v-D_{i} v D_{j} v D_{i j} v \\
= & A \eta^{\prime} \Delta \delta+\left.A^{2} \eta^{\prime \prime} \dagger D \delta\right|^{2}+A^{3}\left(\eta^{\prime}\right)^{3}\left(|D \delta|^{2} \Delta \delta-D_{i} \delta D_{j} \delta D_{i j} \delta\right) \\
\geq & \frac{A}{\left|s+A e_{n} / 2\right|}\left\{(n-1-c \varepsilon) \eta^{\prime}+A\left|x+\frac{A}{2} e_{n}\right| \eta^{\prime \prime}(1+c \varepsilon)\right\} \\
& +\frac{A^{3}\left(\eta^{\prime}\right)^{3}}{\left|x+A e_{n} / 2\right|}(n-1-c \varepsilon)
\end{aligned}
$$

Now if $t=A \delta(x) \leq A(R+1)$ then

$$
A\left|x+\frac{A}{2} e_{n}\right|=t+\frac{A^{2}}{2}+A W\left(x^{\prime}\right) \leq t+\frac{A^{2}}{2}+A \varepsilon\left|x^{\prime}\right|
$$

so that

$$
A\left|x+\frac{A}{2} e_{n}\right| \leq \frac{A^{2}}{2(1-\varepsilon)}+\frac{t}{1-\varepsilon} .
$$

Thus

$$
\left.\begin{array}{l}
\left(1+|D v|^{2}\right) \mathscr{M}_{0} v \\
\quad \geq \frac{A(1-c \varepsilon)}{\left|x+A e_{n} / 2\right|}\left\{(n-1) \eta^{\prime}(t)+(1+c \varepsilon) t \eta^{\prime \prime}(t)\right\} \\
\quad+\frac{A^{3}(1-c \varepsilon)}{2\left|x+A e_{n} / 2\right|}\left\{\left(\eta^{\prime}(t)\right)^{3} 2(n-1)+(1+c \varepsilon) \eta^{\prime \prime}(t)\right\} \\
\geq
\end{array} \quad \frac{A(1-c \varepsilon)}{\left|x+A e_{n} / 2\right|} \frac{1}{4 s}\left\{(2 n-3) \gamma^{\prime}(s)+(1+c \varepsilon) s \gamma^{\prime \prime}(s)\right\}\right)
$$

where $s=\sqrt{t}=\sqrt{A \delta(x)} \leq \sqrt{A(R+1)}$. Then using (3.1) and the assumption that $\gamma^{\prime}(s) \rightarrow \infty$ as $s \rightarrow 0$ we see that $\mathscr{M}_{0} v \geq 0$ provided $\varepsilon$ and $\sqrt{A(R+1)}$ are sufficiently small. We now examine the behaviour of $v$ on $\partial \Omega$ near 0 . If $x_{n}=W\left(x^{\prime}\right)$ then

$$
\begin{equation*}
\delta(x)=\frac{\left|x^{\prime}\right|^{2}}{\left|x+A e_{n} / 2\right|+A / 2+W\left(x^{\prime}\right)} . \tag{3.5}
\end{equation*}
$$

On the other hand, as $2 A L \leq 1$, we have

$$
\left(\frac{A}{2}-W\left(x^{\prime}\right)\right)^{2}-\left(\frac{A}{2}+W\left(x^{\prime}\right)\right)^{2} \leq\left|x^{\prime}\right|^{2}
$$

and so

$$
\frac{A}{2}-W\left(x^{\prime}\right) \leq\left|x+\frac{A}{2} e_{n}\right|
$$

and

$$
A \leq\left|x+\frac{A}{2} e_{n}\right|+\frac{A}{2}+W\left(x^{\prime}\right) .
$$

Thus, if $x_{n}=W\left(x^{\prime}\right), A \delta(x) \leq\left|x^{\prime}\right|^{2}$. Consequently, if $x \in \partial \Omega,\left|x^{\prime}\right|<\varepsilon^{2}$ and $x_{n}=w\left(x^{\prime}\right)$ then

$$
v(x) \leq \gamma\left(\left|x^{\prime}\right|\right) \leq \phi(x)
$$

If $x \in \partial \Omega$ but $\left|x^{\prime}\right| \geq \varepsilon^{2}$ or $x_{n} \neq w\left(x^{\prime}\right)$ then $\phi(x) \geq \min \left\{\varepsilon_{0}, \gamma\left(\varepsilon^{2}\right)\right\}$ while $v(x) \leq \gamma(\sqrt{A(R+1)})$. Hence, if we first choose $\varepsilon$ sufficiently small and then $A$ such that $\gamma(\sqrt{A(R+1)}) \leq \min \left\{\varepsilon_{0}, \gamma\left(\varepsilon^{2}\right)\right\}$, we have $\mathscr{M}_{0} v \geq 0$ in $\Omega$ and $v \leq \phi$ on $\partial \Omega$. The comparison principle gives $v \leq u$ in $\Omega$.

Finally we examine the growth of $v(x)$ near 0 . We have, for $x \in \Omega$ and $|x|<A / 4$,

$$
\begin{aligned}
\delta(x) & =\frac{\left|x^{\prime}\right|^{2}+\left(x_{n}-W\left(x^{\prime}\right)\left(A+x_{n}+W\left(x^{\prime}\right)\right)\right)}{\left|x+A e_{n} / 2\right|+A / 2+W\left(x^{\prime}\right)} \\
& \geq \frac{\left|x^{\prime}\right|^{2}+(A / 2)\left(x_{n}-\left(x^{\prime}\right)\right)}{\left|x^{\prime}\right|+x_{n}+A+W\left(x^{\prime}\right)} \\
& \geq \frac{\left|x^{\prime}\right|^{2}+(A / 2)\left(x_{n}-W\left(x^{\prime}\right)\right)}{A+2\left|x^{\prime}\right|+\left(x_{n}-W\left(x^{\prime}\right)\right)}
\end{aligned}
$$

Thus

$$
A \delta(x) \geq\left|x^{\prime}\right|^{2}\left(1-2 \frac{\left|x^{\prime}\right|}{A}\right)+\frac{A}{8}\left(x_{n}-W\left(x^{\prime}\right)\right)
$$

Proof of Theorem 2. Suppose $\varepsilon>0$. We assume the situation as described before Lemma 2 and define $\beta_{1}$ and $\beta$ by $r \operatorname{Cos} \beta_{1}(r)=$ $\gamma\left(r \operatorname{Sin} \beta_{1}(r)\right)$ and $r=\gamma(r \beta(r))$ so the graph of $\phi\left(x^{\prime}, w\left(x^{\prime}\right)\right)$ is above the graph given in polars by $|\theta|=\beta_{1}(r)$ near 0 .

By Lemma 1 we have

$$
\begin{equation*}
\beta_{1} \leq \beta \tag{3.6}
\end{equation*}
$$

We now define $\beta_{2}=\beta /(1-\varepsilon \beta)$ and $\beta_{3}=\beta /(1-2 \varepsilon \beta)$ then

$$
\begin{equation*}
\beta_{2} \leq(1-\varepsilon \beta) \beta_{3} \tag{3.7}
\end{equation*}
$$

Now suppose $\alpha<-(n-2) / 2$ and define

$$
v(y)=w(y)+\lambda f(y)
$$

where $f$ is the function given by part II of Proposition 1 with $\beta$ replaced by $\beta_{3}$ and $\lambda>0$. We consider $v$ on the set $D=\left\{y \in \mathbf{R}^{n}:|\theta|<\beta_{3}(r)\right.$, $r<\delta\}$. We note that as in Theorem 1 the effect of changing $\beta$ to $\beta_{3}$ is to change $\alpha$ but by an amount proportional to $\varepsilon$ which can be taken as small
as we like. Also as in Theorem 1 we see that provided

$$
\begin{equation*}
\lambda c \frac{\tilde{F}_{\alpha}(\delta)}{\delta \beta_{3}(\delta)} \leq 1, \quad r<\delta, \tag{3.8}
\end{equation*}
$$

and $\delta$ is sufficiently small we have $\mathscr{M}_{0} v \leq 0, D_{n} v>0, v>w$ and $v=w$ if $|\theta|=\beta_{3}(r)$. Thus there is a neighbourhood $G$ of 0 and a function $\tilde{v}$ defined on $\overline{G \cap \Omega}$ such that $\mathscr{M} \tilde{v} \geq 0$ in $G \cap \Omega$, graph of $\tilde{v}$ over $G \cap \partial \Omega$ $=\operatorname{graph}$ (in polars) of $|\theta|=\beta_{3}(r)$ which lies below the graph of $\phi(x)$ and $\tilde{v}(x)=\sqrt{\delta^{2}-\left|x^{\prime}\right|^{2}} \leq \delta$ on $\partial G \cap \Omega$. Also

$$
\partial G \cap \Omega=\left\{x: x_{n}=w\left(x^{\prime}\right)+\lambda f(\delta, \theta),|\theta| \leq \beta_{3}(\delta)\right\} .
$$

In order to apply the comparison principle in $G \cap \Omega$ we want to ensure that $u \geq \tilde{v}$ on $\partial G \cap \Omega$. But $\tilde{v} \leq \delta=\gamma(\delta \beta(\delta))$ so that by Lemma 2 we require, on $\partial G \cap \Omega$,

$$
\left|x^{\prime}\right|^{2}\left(1-C_{1}\left|x^{\prime}\right|\right)+C_{2}\left(x_{n}-w\left(x^{\prime}\right)\right) \geq \delta^{2} \beta^{2}(\delta) .
$$

That is we require

$$
\begin{equation*}
\delta^{2} \operatorname{Sin}^{2} \theta\left(1-C_{1} \delta|\operatorname{Sin} \theta|\right)+C_{2} \lambda f(\delta, \theta) \geq \delta^{2} \beta^{2}(\delta) \tag{3.9}
\end{equation*}
$$

for $|\theta| \leq \beta_{3}(\delta)$.
Now, if $\delta$ sufficiently small,

$$
\delta^{2} \operatorname{Sin}^{2} \theta\left(1-C_{1} \delta|\operatorname{Sin} \theta|\right) \geq \frac{\delta^{2} \theta^{2}}{(1+\varepsilon \theta)^{2}}
$$

and so (3.9) holds for

$$
|\theta| \geq \frac{\beta(\delta)}{1-\varepsilon \beta(\delta)}=\beta_{2}(\delta)
$$

On the other hand if $|\theta| \leq \beta_{2}(\delta) \leq(1-\varepsilon \beta(\delta)) \beta_{3}(\delta)$, by (3.7), then by the definition of $f$ given in (1.7) we have $f(\delta, \theta) \geq C_{3} \varepsilon \beta(\delta) \tilde{F}_{\alpha}(\delta)$ for some constant $C_{3}>0$. Consequently (3.9) holds provided

$$
\begin{equation*}
C \lambda \beta(\delta) \tilde{F}_{\alpha}(\delta) \geq \delta^{2} \beta^{2}(\delta) \tag{3.10}
\end{equation*}
$$

It is clear that by taking $\delta$ small and then making a suitable choice of $\lambda$ we can satisfy both (3.8) and (3.10) and so obtain that $u \geq \tilde{v}$ in $G \cap \Omega$. Finally we note that if $\left|y^{\prime}\right|=0$, and so $\theta=0$, we have $f(r, 0)=c \tilde{F}_{\alpha}(r)$. That is $v\left(r e_{n}\right) \leq c \tilde{F}_{\alpha}$ and so by the definition of $\tilde{v}, \tilde{v}\left(t e_{n}\right) \geq \tilde{F}_{\alpha}^{-1}(c t)$.
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