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#### Abstract

We generalize the Toponogov hinge theorem and the Alexandrov convexity to the context of radial curvature, and study complete open Riemannian manifolds of non-negative radial curvature.


0. Introduction. It is well-known that a non-negative curved manifold has some interesting characters as exemplified in the Soul theorem ([CG]) or the Toponogov splitting theorem ([T]). In such theorems, Toponogov's comparison theorem plays an essential role.

Throughout this paper let $M$ be a connected complete Riemannian manifold of dimension $n \geq 2$. For a point $o \in M$, the sectional curvature $K_{M}$ of $M$ restricted to those planes that are tangent to some minimal geodesic starting from $o$ is called minimal radial curvature from $o$ and is denoted by $K_{o}^{\min }$. The notion of radial curvature was initiated by Klingenberg in $[\mathbf{K}]$ to prove a homotopy sphere theorem for compact simply-connected manifolds with $\frac{1}{4}$-pinched radial curvature. Also in the case where $M$ is noncompact and $o$ is a pole of $M$, Greene and Wu have shown some results related to the radial curvature from $o$ (see [GW]).

In [M], it is shown that Toponogov's comparison theorem holds for the edge angles at $x_{1}$ and $x_{2}$ of a minimal geodesic triangle with vertices at $o, x_{1}$, and $x_{2}$ under suitable condition on $K_{o}^{\min }$. Moreover by using this fact, some results related to the radial curvature from $o$ were obtained in [M] or [MS]. For example,

Theorem 0.1 (Theorem A in [MS]). A complete noncompact Riemannian manifold $M$ which contains a point o such that $K_{o}^{\min }>0$ has exactly one end.

Theorem 0.2 (Theorem C in [MS]). Let $M$ be noncompact with a point o such that $K_{o}^{\min } \geq 0$. If

$$
\lim _{r \rightarrow \infty} \frac{\operatorname{vol} B(o, r)}{b_{0}(r)}>\frac{1}{2},
$$

then $M$ is diffeomorphic to $\mathbf{R}^{n}$, where $\operatorname{vol} B(o, r)$ is the volume of the $r$-ball $B(o, r)$ in $M$ around $o$ and $b_{0}(r)$ is the volume of the $r$-ball of $\mathbf{R}^{n}$.

In this paper we prove that Toponogov's comparison theorem also holds for edge angles at $o$ (see Theorem 1.3) and investigate the topology of complete open manifolds of non-negative radial curvature. By using Theorem 1.3 we will obtain the

Main Theorem. Let $M$ be noncompact. Assume that $K_{o}^{\min } \geq 0$ for some point $o \in M$. Then:
(A) The set of critical points of the distance function from $o$ is bounded and consequently $M$ is finitely-connected.
(B) $M$ has at most two ends.
(C) If $M$ has a line, then $M$ is diffeomorphic to $N \times \mathbf{R}$, where $N$ is a hypersurface in $M$. Moreover the projection $M \rightarrow \mathbf{R}$ is a Riemannian submersion.

1. The Toponogov hinge theorem for radial curvature. For any $\delta \in$ $\mathbf{R}$, let $M^{\delta}$ denote the simply-connected surface of constant Gauss curvature $\delta$. First of all we recall the

Theorem 1.1 (Proposition 1.1 in [M] or Theorem 1.1 in [MS]). Assume that $K_{o}^{\min } \geq \delta$ for $o \in M$ and $\delta \in \mathbf{R}$. Let $\gamma_{1}$ and $\gamma_{2}$ be lengthminimizing segments in $M$ with $\gamma_{1}(0)=\gamma_{2}(1)=o$ and let $\gamma_{0}$ be a length-minimizing segment such that $\gamma_{0}(0)=\gamma_{1}(1)$ and $\gamma_{0}(1)=\gamma_{2}(0)$. Then, there exist length-minimizing segments $\tilde{\gamma}_{1}, \tilde{\gamma}_{2}$, and $\tilde{\gamma}_{0}$ in $M^{\delta}$ with $\tilde{\gamma}_{1}(0)=\tilde{\gamma}_{2}(1), \tilde{\gamma}_{0}(0)=\tilde{\gamma}_{1}(1)$, and $\tilde{\gamma}_{0}(1)=\tilde{\gamma}_{2}(0)$ which are such that

$$
L\left(\gamma_{i}\right)=L\left(\tilde{\gamma}_{i}\right) \quad \text { for } i=0,1,2
$$

and

$$
\begin{aligned}
& \theta_{1}:=\angle\left(-\dot{\gamma}_{1}(1), \dot{\gamma}_{0}(0)\right) \geq \angle\left(-\dot{\tilde{\gamma}}_{1}(1), \dot{\tilde{\gamma}}_{0}(0)\right)=: \tilde{\theta}_{1}, \\
& \theta_{2}:=\angle\left(-\dot{\gamma}_{0}(1), \dot{\gamma}_{2}(0)\right) \geq \angle\left(-\dot{\tilde{\gamma}}_{0}(1), \dot{\tilde{\gamma}}_{2}(0)\right)=: \tilde{\theta}_{2} .
\end{aligned}
$$

Moreover if $\theta_{1}=\tilde{\theta}_{1} \neq \pi$, then there exists a piece of totally geodesic surface of constant curvature $\delta$ bounded by $\gamma_{1}, \gamma_{0}$, and a minimizing geodesic joining $o$ to $\gamma_{0}(1)$ (which is not necessarily $\gamma_{2}$ ) in $M$.

The above theorem is shown by dividing $\gamma_{0}$ into sufficiently small sub-arcs $\left\{\left.\gamma_{0}\right|_{\left[t_{t-1}, t_{i}\right]}\right\}_{i=1, \ldots, N}$, where $t_{0}=0$ and $t_{N}=1$, and applying Berger's comparison theorem to obtain the angle estimates at
$\gamma_{0}\left(t_{i-1}\right)$ and $\gamma_{0}\left(t_{i}\right)$ of a geodesic triangle $\Delta\left(o, \gamma_{0}\left(t_{i-1}\right), \gamma_{0}\left(t_{i}\right)\right.$ ) (cf. Theorem 2.2 in [CE]). If $\theta_{1}=\tilde{\theta}_{1} \neq \pi$, then the angles at $\gamma_{0}\left(t_{i-1}\right)$ and $\gamma_{0}\left(t_{i}\right)$ of any geodesic triangle $\Delta\left(o, \gamma_{0}\left(t_{i-1}\right), \gamma_{0}\left(t_{i}\right)\right)$ must be equal to the angles of the corresponding triangle in $M^{\delta}$ respectively for $i=1, \cdots, N-1$. Also the angle at $\gamma_{0}\left(t_{N-1}\right)$ of $\Delta\left(o, \gamma_{0}\left(t_{N-1}\right), \gamma_{2}(0)\right)$ equals the angle of the corresponding triangle. Moreover for every $i=1, \cdots, N$, there is a minimal geodesic $\gamma$ joining $o$ to $\gamma_{0}\left(t_{i}\right)$ such that $\gamma \subset \exp _{o}(X)$, where $X \subset T_{o} M$ is the plane spanned by $\dot{\gamma}_{1}(0)$ and the vector parallel to $\dot{\gamma}_{0}(0)$ along $\gamma_{1}$. Hence we obtain the minimal geodesic $\gamma_{2}^{\prime}$ joining $o$ to $\gamma_{0}(1)=\gamma_{2}(0)$ such that $\dot{\gamma}_{2}^{\prime}(0) \subset \exp _{o}(X)$ and a totally geodesic surface of constant curvature $\delta$ bounded by $\gamma_{1}, \gamma_{2}^{\prime}$ and $\gamma_{0}$. (For detail see [ $\left.\mathbf{M}\right]$.)

We can check the following corollary by dividing a geodesic triangle into two triangles.

Corollary 1.2. Under the assumption of Theorem 1.1,

$$
d_{M}\left(o, \gamma_{0}(s)\right) \geq d_{\delta}\left(\tilde{o}, \tilde{\gamma}_{0}(s)\right) \quad \text { for } s \in[0,1]
$$

where $d_{M}$ and $d_{\delta}$ denote the distance functions on $M$ and $M^{\delta}$ respectively.

The following theorem implies that edge angles at $o$ can be compared.

Theorem 1.3. Assume that $K_{o}^{m i n} \geq \delta$ for $o \in M$ and $\delta \in \mathbf{R}$. For any minimizing geodesics $\sigma_{1}:[0,1] \rightarrow M$ and $\sigma_{2}:[0,1] \rightarrow M$ starting from 0 , we have the following results
(1) Let $\tilde{\sigma}_{i}:[0,1] \rightarrow M^{\delta}$ for $i=1,2$ be minimizing geodesics starting from same point such that

$$
L\left(\sigma_{i}\right)=L\left(\tilde{\sigma}_{i}\right) \quad \text { for } i=0,1,2
$$

and

$$
\angle\left(\dot{\sigma}_{1}(0), \dot{\sigma}_{2}(0)\right)=\angle\left(\dot{\tilde{\sigma}}_{1}(0), \dot{\tilde{\sigma}}_{2}(0)\right) .
$$

Then

$$
d_{M}\left(\sigma_{1}(1), \sigma_{2}(1)\right) \leq d_{\delta}\left(\tilde{\sigma}_{1}(1), \tilde{\sigma}_{2}(1)\right)
$$

(2) (The Alexandrov convexity). Let $\tilde{\theta}_{s, t}$ be the angle at $\tilde{o}$ of the triangle $\tilde{\Delta}\left(\tilde{o}, \tilde{x}_{s}, \tilde{y}_{t}\right)$ in $M^{\delta}$ corresponding to $\Delta\left(o, \sigma_{1}(s), \sigma_{2}(t)\right)$ in $M$. Then $\tilde{\theta}_{s, t}$ is monotone non-increasing in $s, t$.
(3) In (1), if equality holds, then there is a piece of totally geodesic surface of constant curvature $\delta$ bounded by $\sigma_{1}, \sigma_{2}$ and a minimal geodesic joining $\sigma_{1}(1)$ to $\sigma_{2}(1)$.

Proof of Theorem 1.3. (1) We work with $M^{\delta-\epsilon}$ instead of $M^{\delta}$, where $\epsilon$ is any small positive number.

Put

$$
t_{0}:=\sup _{t \in[0,1]}\left\{t \mid \text { for } s \leq t, d_{M}\left(\sigma_{1}(s), \sigma_{2}(s)\right) \leq d_{\delta-\epsilon}\left(\tilde{\sigma}_{1}(s), \tilde{\sigma}_{2}(s)\right)\right\}
$$

Then Rauch's comparison theorem implies that $t_{0}>0$. Suppose that $t_{0}<1$. Then we see that

$$
d_{M}\left(\sigma_{1}\left(t_{0}\right), \sigma_{2}\left(t_{0}\right)\right)=d_{\delta-\epsilon}\left(\tilde{\sigma}_{1}\left(t_{0}\right), \tilde{\sigma}_{2}\left(t_{0}\right)\right)
$$

Thus we can apply Theorem 1.1 to the geodesic triangles

$$
\Delta\left(o, \sigma_{1}\left(t_{0}\right), \sigma_{2}\left(t_{0}\right)\right) \quad \text { in } M
$$

and

$$
\tilde{\Delta}\left(\tilde{\sigma}_{1}(0), \tilde{\sigma}_{1}\left(t_{0}\right), \tilde{\sigma}_{2}\left(t_{0}\right)\right) \quad \text { in } M^{\delta-\epsilon}
$$

that is, if we let $\theta_{i}$ and $\tilde{\theta}_{i}$ for $i=1,2$ be the angles at $\sigma_{i}\left(t_{0}\right)$ and $\tilde{\sigma}_{i}\left(t_{o}\right)$, then

$$
\theta_{1} \geq \tilde{\theta}_{1} \quad \text { and } \quad \theta_{2} \geq \tilde{\theta}_{2}
$$

In the case where $\theta_{1}>\tilde{\theta}_{1}$, the first variation formula implies that

$$
d_{M}\left(\sigma_{1}\left(t_{0}+h\right), \sigma_{2}\left(t_{0}+h\right)\right)<d_{\delta-\epsilon}\left(\tilde{\sigma}_{1}\left(t_{0}+h\right), \tilde{\sigma}_{2}\left(t_{0}+h\right)\right)
$$

for sufficiently small $h>0$. This contradicts the definition of $t_{0}$. Next we consider the case where $\theta_{1}=\tilde{\theta}_{1}$. Since the assumption that $t_{0}<1$ says $\theta_{1} \neq \pi$, the later half of Theorem 1.1 implies that there exists a piece of totally geodesic surface of constant curvature $\delta-\epsilon$ bounded by $\left.\sigma_{1}\right|_{\left[0, t_{0}\right]},\left.\sigma_{2}\right|_{\left[0, t_{0}\right]}$ and a minimal geodesic joining $\sigma_{1}\left(t_{0}\right)$ to $\sigma_{2}\left(t_{0}\right)$. This contradicts $K_{o}^{\text {min }} \geq \delta$. This completes the proof of (1).
(2) It suffice to show that for arbitrary fixed $s \in(0,1]$ and $t \in$ $(0,1)$,

$$
\begin{equation*}
\tilde{\theta}_{s, t} \geq \tilde{\theta}_{s, t+h} \quad \text { for small } h>0 \tag{1.1}
\end{equation*}
$$

By continuty of $\tilde{\theta}_{s, t}$, we may assume $s<1$. Put

$$
\theta:=\angle\left(\dot{\sigma}_{1}(0), \dot{\sigma}_{2}(0)\right)
$$

Restating (1), we see that $\tilde{\theta}_{s, t} \leq \theta$ for all $s, t \in[0,1]$. Thus in the case where $\tilde{\theta}_{s, t}=\theta$, clearly (1.1) holds. Hence we consider only the case $\tilde{\theta}_{s, t}<\theta$.

Let $\tilde{\sigma}$ be minimal geodesic in $M^{\delta}$ starting from $\tilde{o}$ and passing $y_{t}$ parameterized as $\tilde{\sigma}(t)=\tilde{y}_{t}$. From Theorem 1.1, the angle at $\tilde{y}_{t}$ of
$\tilde{\Delta}\left(\tilde{o}, \tilde{x}_{s}, \tilde{y}_{t}\right)$ does not exceed the angle at $\sigma_{2}(t)$ of $\Delta\left(o, \sigma_{1}(s), \sigma_{2}(t)\right)$. If the angles are equal to each other, by the latter half of Theorem 1.1 , it must be that $\tilde{\theta}_{s, t} \geq \theta$, because the minimal geodesic joining $o$ to $\sigma_{1}(s)$ is unique. This contradicts $\tilde{\theta}_{s, t}<\theta$. If the angle at $y_{t}$ is smaller than the angle at $\sigma_{2}(t)$, then the first variation formula implies that

$$
d_{\delta}(\tilde{o}, \tilde{\sigma}(t+h)) \geq d_{M}\left(o, \sigma_{2}(t+h)\right)
$$

for small $h>0$, that is,

$$
\tilde{\theta}_{s, t+h} \leq \tilde{\theta}_{s, t}
$$

This completes the proof of (2).
(3) We apply (2) to obtain that if

$$
d_{M}\left(\sigma_{1}(1), \sigma_{2}(1)\right)=d_{\delta}\left(\tilde{\sigma}_{1}(1), \tilde{\sigma}_{2}(1)\right)
$$

then $\theta=\tilde{\theta}_{s, t}$ for all $s, t \in[0,1]$. Hence the angles at $\tilde{x}_{s}$ and $\tilde{y}_{t}$ of $\tilde{\Delta}\left(\tilde{o}, \tilde{x}_{s}, \tilde{y}_{t}\right)$ equal the angles at $\sigma_{1}(s)$ and $\sigma_{2}(t)$ of $\Delta\left(o, \sigma_{1}(s), \sigma_{2}(t)\right)$ respectively for all $s, t \in(0,1)$. Thus there is a piece of totally geodesic surface of constant curvature $\delta$ bounded by $\left.\sigma_{1}\right|_{[0, s]},\left.\sigma_{2}\right|_{[0, t]}$ and a minimal geodesic $\sigma_{s, t}$ joining $\sigma_{1}(s)$ to $\sigma_{2}(t)$. Hence $\dot{\sigma}_{s, t}(0)$ is contained the plane spanned by $\dot{\sigma}_{1}(s)$ and the vector parallel to $\dot{\sigma}_{2}(0)$ along $\left.\sigma_{1}\right|_{[0, s]}$. Taking $s, t \rightarrow 1$, we obtain a minimal geodesic joining $\sigma_{1}(1)$ to $\sigma_{2}(1)$.

The proof of Theorem 1.3 is completed.
Remark 1.4. By using Theorem 1.3 (2), we can construct the ideal boundary $M(\infty)$ of a complete open manifold $M$ of nonnegative radial curvature and the Titz metric on it. However it is not needed in this article.
2. Proof of the main theorem. Now part (A) of the main theorem is shown directly from Theorem 1.3 in the same way as the proof of the corollary to Theorem 1.5.A in [G] or Corollary 2.9 in [C].

In the remainder of this paper, we agree that geodesics will be parameterized by the arc-length.

Proof of part (B) of the main theorem. Suppose that $M$ has three or more ends. Then there are three rays $\gamma_{1}, \gamma_{2}$, and $\gamma_{3}$ starting from $o$ going to different ends. Let $l_{t}$ be a minimal geodesic joining $\gamma_{1}(t)$ to $\gamma_{2}(t)$ and $\tilde{\theta}_{t}$ the angle at $\tilde{o} \in \mathbf{R}^{2}$ of $\tilde{\Delta}\left(\tilde{o}, \tilde{x}_{t}, \tilde{y}_{t}\right)$ in $\mathbf{R}^{2}$ such that $d_{0}\left(\tilde{o}, \tilde{x}_{t}\right)=d_{0}\left(\tilde{o}, \tilde{y}_{t}\right)=t$ and $d_{0}\left(\tilde{x}_{t}, \tilde{y}_{t}\right)=L\left(l_{t}\right)$. Since the distance between $o$ and $l_{t}$ is bounded from above by some constant
$C$ independent of $t$, Corollary 1.2 implies that the distance between $\tilde{o}$ and the segment joining $\tilde{x}_{t}$ to $\tilde{y}_{t}$ is also bounded by $C$. Thus we see that

$$
\tilde{\theta}_{t} \rightarrow \pi \quad \text { as } t \rightarrow \infty
$$

and consequently

$$
\angle\left(\dot{\gamma}_{1}(0), \dot{\gamma}_{2}(0)\right)=\pi .
$$

Similarly, we have that

$$
\angle\left(\dot{\gamma}_{2}(0), \dot{\gamma}_{3}(0)\right)=\angle\left(\dot{\gamma}_{3}(0), \dot{\gamma}_{1}(0)\right)=\pi .
$$

This contradicts and hence completes the proof of (B).
In Lemma 1.3 in [MS] it is shown that if a non-negative minimal radial curved $M$ with base point $o$ has a line, then there is a line passing through $o$. We will show that a similar thing is realized for any $x \in M$. We define a Busemann function $F_{\gamma}$ on noncompact $M$ for a ray $\gamma$ by

$$
F_{\gamma}(x):=\lim _{t \rightarrow \infty}\left[t-d_{M}(x, \gamma(t))\right] \quad \text { for } x \in M .
$$

Lemma 2.1. Under the assumption of the main theorem, if there is a line $\sigma$ through $o$, then for any $x \in M$ there is a unique line $l_{x}$ through $x$ which is biasymptotic to $\sigma$. Moreover there exists a flat totally geodesic strip bounded by $\sigma(\mathbf{R})$ and $l_{x}(\mathbf{R})$.

Proof. Choose the parameter of $\sigma$ such that $\sigma(0)=\sigma$ and set $\sigma_{ \pm}(t):=\sigma( \pm t)$ for $t \geq 0$. Let $\beta$ be a minimal geodesic joining $o$ to $x$ and put $\theta_{ \pm}:=\angle\left(\dot{\beta}(0), \dot{\sigma}_{ \pm}(0)\right)$. Let $\tilde{\theta}_{ \pm t}$ be the angles at $\tilde{o} \in \mathbf{R}^{2}$ of $\tilde{\Delta}\left(\tilde{o}, \tilde{x}, \tilde{y}_{ \pm t}\right)$ in $\mathbf{R}^{2}$ corresponing to $\Delta\left(o, x, \sigma_{ \pm}(t)\right)$ in $M$, and put $\tilde{\theta}_{ \pm \infty}:=\lim _{t \rightarrow \infty} \tilde{\theta}_{ \pm t}$. (Theorem 1.3 (2) guarantees the existence of $\tilde{\theta}_{ \pm \infty}$.) Then

$$
F_{\sigma_{ \pm}}(x)=d(o, x) \cos \tilde{\theta}_{ \pm \infty}
$$

Thus we obtain that

$$
\begin{equation*}
\cos \tilde{\theta}_{+\infty}+\cos \tilde{\theta}_{-\infty} \leq 0 \tag{2.1}
\end{equation*}
$$

because it follows from the triangle inequality that

$$
F_{\sigma_{+}}(x)+F_{\sigma_{-}}(x) \leq 0 .
$$

On the other hand, by Theorem 1.3 we see that

$$
\begin{equation*}
\tilde{\theta}_{+\infty}+\tilde{\theta}_{-\infty} \leq \theta_{+}+\theta_{-}=\pi . \tag{2.2}
\end{equation*}
$$

The formulas (2.1) and (2.2) imply that $\tilde{\theta}_{+\infty}+\tilde{\theta}_{-\infty}=\pi$, and consequently $\tilde{\theta}_{+t}+\tilde{\theta}_{-t}=\pi$ for all $t>0$ from Theorem 1.3. Thus we obtain that $\tilde{\theta}_{ \pm t}=\theta_{ \pm}$for all $t>0$ and there are two pieces of totally geodesic surface of constant curvature 0 bounded by $\left.\sigma_{ \pm}\right|_{[0, t]}, \beta$ and $l_{ \pm t}$, where $l_{ \pm t}$ are geodesics joining $x$ to $\sigma_{ \pm}(t)$. Hence there exist two rays $l_{x \pm}$ starting from $x$ and asymptotic to $\sigma_{ \pm}$such that $\dot{l}_{x \pm}(0)$ are parallel to $\dot{\sigma}_{ \pm}(0)$ along $\beta$. Moreover there exists a flat totally geodesic strip bounded by $\sigma$ and $l_{x}:=l_{x+} \cup l_{x-}$. To prove that $l_{x}$ is a line, we consider $l_{x+}(-s)=: x_{s}$ for arbitrary $s>0$ instead of $x$. Then $\left.l_{x-}\right|_{[s, \infty]}$ is the unique ray starting from $x_{s}$ and asymptotic to $\sigma_{-}$because $x_{s}$ is an interior point of a ray $l_{x-}$ (see Theorem 1.1 in $[\mathbf{S}])$. Hence we see that $\left.l_{x+}\right|_{[-s, \infty]}$ is a ray and $l_{x}$ must be a line. This completes the proof of Lemma 2.1.

Proof of part (C) of the main theorem. Let $\sigma$ be a line passing through $o$ parameterized as $\sigma(0)=o$, constructed in Lemma 1.3 in [MS]. Let $\sigma_{+}$be $\left.\sigma\right|_{[0, \infty)}$ and put $N_{s}:=\left(F_{\sigma_{+}}\right)^{-1}(s)$ for $s \in \mathbf{R}$. Then $N_{s}$ is a smooth hypersuface of $M$ because the gradient vector at $x$ of $F_{\sigma}$ is unique and its length equals 1 for any $x \in M$ by Lemma 2.1. For $x \in M$ let $x_{0} \in l_{x}(\mathbf{R})$ be the point such that $d_{M}\left(o, x_{0}\right)=$ $d_{M}\left(o, l_{x}(\mathbf{R})\right)$, where $l_{x}$ is as in Lemma 3.1. Then Lemma 3.1 implies that $x_{0}$ is unique and contained in $N_{0}$. Thus we can define a map $g_{s}: N_{s} \rightarrow N_{0}$ for all $s \in \mathbf{R}$ by $g_{s}(x):=x_{0}$. This map is clearly bijective and a local diffeomorphism, that is, a global diffeomorphism. Hence at last we obtain the desired map $G: M \rightarrow N_{0} \times \mathbf{R}$ by $G(x):=$ $\left(x_{0}, F_{\sigma_{+}}(x)\right)$.

Remark 2.2. Each hypersurface $N_{s}$ is a star-shaped subset of $M$, that is, a minimal geodesic joining $\sigma(s)$ to a point in $N_{s}$ is contained in $N_{s}$. Moreover if the Busemann functions $F_{\left.\sigma\right|_{a, \infty]}}$ and $F_{\left.\sigma\right|_{\mid-\infty, a]}}$ for $a \in \mathbf{R}$ are convex, then $N_{s}$ is totally convex for any $s \in \mathbf{R}$ and the map $G$ is an isometry. But we do not know whether it is true or not that the Busemann function for a ray passing through $o$ is convex under the condition $K_{o}^{\min } \geq 0$.
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