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36. Multidimensional Quantification. II

By Chikio HAYASHI
Institute of Statistical Mathematics, Tokyo

(Comm. by Z. SUETUNA, M.J.A., March 12, 1954)

The present paper is a continuation of 3 and deeply related to
[1_-]., 2. The construction of problems, the meanings of symbols,
terms and definitions etc. are the same as in [3. For simplicity we
call the method of 3 "case 1".

1. Case 2, where elements are classified into S strata by an
outside criterion which is not unidimensional. Each element has
response patterns in R items and the label of the stratum to which
it belongs. This label is called an outside variable. We use the
same symbols as in [3. In this case we consider the R-dimensional
Euclidean space, each dimension of which corresponds to each item.
Now we set n orthogonal axes corresponding to the items. Each
element will be represented as a point in this space if sub-categories

in items are o be quantified. Now we should like o quantify the
sub-categories C so as to maximize the effect of stratification. Here
it is not at all effective to use the method of the case 1. As the
total variance a2, we take the generalized variance which is considered
o be proportionate to square of the volume of the so-called ellipsoid
of concentration, where a2=[gaa], pa is covariance between
the j-th and the /-th item (dimension) when the sub-categories

are quantified and ]-.-] expresses a determinant, the element of
which is g,aa j, l-1, 2,..., R. As the within variance, we take

=](t)(t)(t)], where p(t)a(t)(t) is covariance between he
j-th and the /-th item (dimension) in the t-th stratum, which is
deeply related, in the above sense, to the ellipsoid of concentration
in the t-th stratum.

Thus we take -l-(pa2/o,2) as a measure of efficiency of

stratification, i.e. a measure of discriminative power of items which
will be an index related to the efficiency of classification (success rate
of prediction) by quantified behaviour patterns, where p is a weight

S

assigned to the t-th stratum, p-l; especially in this case, we

n s

take p:, n is the size of he t-th stratum, n=n. pa is
t=l

considered to be a sort of so-called within variance in the whole.
If 6--0, =1, if a=6, =0. Besides this, we can take several
indices as a measure. One example of these will be shown later on.
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We require the value x given to C to maximize

x --0, u-- 1, 2,..., R vl, 2,...,K.

So we obtain

(:[)

It is our problem to solve hese equations and obtain the largest
maximum value of (1) (which is the largest value of t) and the
corresponding vectors. Let . be the total mean of the j-th item,

1 : 1
----.x;6(jk)---xn;,. be the total variance of the j-th

item, a= xn- (t) be the mean of the j-th item in the
k-1

t-th stratum, (t)=xg(jk), a(t) be the variance of the j-th

---xJg (jk)-5(t). Without loss ofitem in the t-th stratum a(t)- n.generality, 5=0, j:l, 2,..., R.
1 "xSn;. Let paa be the total covariance betweenThus a =

j and l, eaa=x,(lm); (t)a(t)a(t) be the covariance

in the t-th stratum, g(t)a(t)(t)- n xf(lm)-(t) (t),

where

Thus

fo(1 &.,(jk) <,:(lm), .f(lm)=f,(lm).
i(0=I t=l

a= "xxf(lm) 2 )

= _] xxfS(lm)--(t)(t) 3

From these (1), (2), (3), we can obtain the numerical values x
(l= 1, 2,..., R, re=l, 2,..., K) which maximize .

Special case" Let R-3.

a p a g

a=1,2,3, aZ, Z7, a;
where

TT (/9, 7=1,2, 3),
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We have

r(t) 6(t)eaT(t) gr(t)a(t)a(t),
,-si()()(t) +(Z)(Z)(t)

{(z)si() +()(Z)},(t)(t)(t),

si($)=
1
f(m)-g()

n.+ (t),

()p-- a, B, 7-1,2, 3, a#B, a, B#7, $, --1,2, 3.
t

So in the long run, we obtain,x=g ,x, (u= 1, 2,..., Ky,
kl

E z,x= E,x, (v 1, 2,..., K),
m=l

A, x-- ,. x, (w- 1, 2,..., K),
/=1 /=1

where

(4)

(5)

(6)

t=l

S. =ppr(t), a=1,2,3, aZ, Z,
t=l

8 is Kronecker’s symbol (-1, k=u;=O, ku).,, is symmetric and the quadratic form from symmetric
matrix (,) is positive definite (equal to variance). So it is shown
that the required exists. Numerical values x (in appropriate
units) obtained in the valid sense by this method have the same
meanings and function as in the case 1. Furthermore we can
give the distances between strata explicitly in those senses which
will allow useful interpretation. The above equations can be solved
by successive approximation "step by step in turn " methods.
Thus we can generally obtain our required results. As another
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72w
measure, we can also take 1-----, where a= lpp;,(t)a;(t)a(t)I,

a being generalized variance, which is suggestecl by Mr. Akaike.
The method to solve is the same as above. Generally it turns out
to be better that we adopt, as a first approximation, the values
of x obtained by solving the following equations, for example,

g(ak)(au)
= n x=nx, (a= 1, 2, 3), which mean the quantifica-

tion in the case where each dimension is treated separately; see case
1. The applications of this method to analyse social phenomena will
be shown in [4, 6. The method of prediction is similar to the
case 1. The essential point of this method is not to use the sum
of the response patterns (additivity). This is also applicable to the
case where the method of case 1 is not effective even when
outside criterion is unidimensional or S=2.

2. Case 3, i.e. compound case. We divide R items into T
sub-groups. Suppose that, in each sub-group, the items belonging
to it fulfil the property of additivity in valid sense (see case 1),
i.e. they are on unidimensional scale. In this case we regard each
element as a point in T dimensional Euclidean space if sub-catego-
ries of items are quantified and synthesised in sub-groups. In each
dimension, we quantify sub-categories of items under the assump-
tion of linear form by the same idea as in case 1, but the numerical
values must be required in correlation with the whole. Elements
are classified into S strata by an outside criterion which is not uni-
dimensional.

Let R1, R2, Rr be the number of items in sub-groups
T

respectively, R.=R.
Rr

Let x,$(uv)=(r) be the values of the /-element in

the r-th sub-group, where u,, v,... express the items and sub-cate-
gories belonging to the r-th sub-group and the symbols have the
same meaning as in cases 1, 2.

1 1

Rr= xx,f (1,.m,)- =x. in the total,

1

Rr R

E
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in the t-th stratum. Without loss of generality =0, r=l, 2, ..., T.
Rr R

Thus a - . , x,.x.f%,(lm). Let gr,qr6 be the total

covariance between the r-th dimension and the s-th dimension,

g,,(t)a(t)a,(t) be the covariance in the t-th stratum,

n m
Thus

1

From these, we can require the numerical values x., r-l, 2, T
].=1, 2,..., R, k=l, 2,..., K to maximize or 2, which have the
same meaning and content as in cases 1, 2. In special cases, we
can explicitly describe the equations which have the same forms
as in case 2 combined with those of case 1, so that in these cases
we can obtain x@, by the same operations using successive ap-

proximation "step by step in turn" method which is similar to
cases 1, 2. This is possible by using methods of case 1 and that of
case 2 alternatively. It will be also possible to treat very complex
phenomena efficiently by this method o quantify intercorrelated pat-
terns, corresponding to our purpose to predict events in a valid sense.

I express my gratitude to Professor Z. Suetuna and my col-
league Mr. H. Akaike.
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