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99. On the Sonnenschein Methods of Summability

By M. S. RAMANUJAN®
(Comm. by Kinjird6 KUNUGI, M.J.A., Sept. 12, 1963)

The class of summability methods introduced by Sonnenschein
[5] is of relatively recent origin. The Sonnenschein methods, whose
definition follows, include in their collection the Euler methods (E, p)
from among the Hausdorff methods, the Hardy-Littlewood-Fekete
circle methods (7, «) which are quasi-Hausdorff methods and also the
Laurent series methods (S, a) of Meyer-Konig [2] and Vermes [6].
Trivially they include also the identity method, which is a member
of each of the classes of Hausdorff, quasi-Hausdorff, and Norlund
methods as also of the class of (S*, ) methods of the present author
[3] and of the Karamata methods K[a, 8]. (For the definition of the
Karamata methods, see, for instance Sledd [4]). We show here that
the Sonnenschein methods have no other methods in common with
any of the five classes mentioned above. The catalyst for the enquiry
is the result of Agnew [1] that the Cesdro methods are the only
methods of summability, regular or not, which are both Norlund
methods and Hausdorff methods.

Brief definitions of the various methods follow. All the methods
we consider are matrix methods, provided by matrices of the type
A=(a,;), » denoting the row-index and %, the column index.

The Sonnenschein methods are defined by matrices F=(f,.),
related to a function f(z), regular in |z| <R, R>1, f(1)=1 and the
elements of the matrix are given by

[AR)]"= an,cz , for each n, with f,=1 and f,,=0, k0.

The Hausdorff method (H, p) is defined by the matrix H=(h,,)
where

hnk:<2>An_kﬂm (n=k), and =0 (n<k).

The quasi-Hausdorff method (H*, ) is given by the matrix H*
=(h}%) where

h%=0, (n>k) and =<Z>Ak-wm (n<k).
The (S*, £) methods are given by the matrix S*=(s},), with
s;k,c=<n+k>A"/z,c for all n and k.
The Euler method (Z, p), the circle method (7, p), the Laurent
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series method (S, p) correspond respectively to the Hausdorff, quasi-
Hausdorff and (S*, #) methods with g,=p"

The Norlund method (N, p,) is provided by the matrix A=(a,,),
with @,,=0,-| Ps (>k) and =0, (n<k), where p, is a sequence of
real or complex constants and P,=p,+p,+---+p, for each n. The
class of Norlund methods is identical with the class of triangular

methods defined by the matrices B=(b,,) such that b,,x0, ﬁ‘,bnkzl
=0

for each n and for each k=0,1,2,.-- there exists a constant c,
such that b, ,_,=¢b,,, n>k. (For details, see Agnew [1]). It isin
this form we shall refer to the Norlund methods in this paper. The
choice p,=1 and p,=0 (n0) reduces the Norlund method (&, p,) to
the identity method.

Proposition 1. The identity transformation is the only method,
regular or mot, that is both Sonmnenschein and Norlund.

Proof. Let the method defined by the matrix F'=(f,.) be both
No6rlund and Sonnenschein. Since F'is assumed to be Norlund, it may

be taken as the matrix for which f,,>0, éfnk——:l for each n and
k=0

for each & there exists a ¢, such that f, ,.,=c¢.f,, (n>k). Since I
is also assumed to be Sonnenschein, we have, corresponding to a
suitably defined function f(z), regular in |z| <R, R>1,

( 1 ) I:f(z)] ":gfnkzk :éfn, n~(n—k)zk :fnn];q:]cn—kzk

=Sl €2 "+ 2" 14 o - 4, 2+¢,].
The above equation is valid for each n. Putting n=0, we get fi.c,
=1; F being Norlund, we have f,,=1; and it follows therefore that
¢,=1. Consider now the equation [f(z)]""*=[f(z)]"-[f(?)]. Within
the circle of convergence |z| <R, we can multiply the various power
series involved and equate coefficients of like powers. Thus for
|z| <R, we have
(2) {fn+1,n+ll:cozn+1+clzn"|""+cnz+cn+1:’

=fulC2"+c2" - Fc,2+c, ] fulcz+e].
Equating the coefficients of like powers on both sides, we obtain,

st ni1 Co=Fun-Jr-Ct; sincef,,, %0, [ 1 w1 =S S113

ity netCt=Spa ful €1+ coei ] =2¢1 frn f11-

Thus ¢,=2¢,, since f, .1, ..1=fwf11 and therefore ¢;=0. Considering
the constant terms on both sides of equation (2), we have, ¢, 1f, .1 0.1
=fun-J11°Cs- ¢, and consequently ¢,,.,=0. Thus, for each n=0,1, 2, .-
we have ¢,,;=0 and ¢,=1. This shows that the matrix F' is the
identity matrix.

Proposition 2. The circle method (T, p,) is the only method,
regular or not, which is both quasi-Hausdorff and Sonnenschein.

and
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Proof. Let F' be a Sonnenschein method (corresponding to the

function f(z) as before). Let F be also quasi-Hausdorff. Then we
have

f=Sfut =31 )ar st

and [ADT =S =33 () e rpn
Considering, as before the equation [f(z)]"*'=[f(z)]"-[f(2)], we get

(s (e )= 5 ) e). B

ing, as we may, coefficients of like powers of z on both sides of the
above equation, we get (considering the term z"*!)

Paltln =1+
This is true for n=0,1,2,--- and consequently p,-p,=p ie. p,=1.
Also p-py=p, or p,=pi, and inductively p,=pg" Thus the quasi-
Hausdorff method is the method (7', ).

In a similar manner one may prove also that if a method is
both Sonnenschein and Hausdorff (respectively (s*, ), then it is the
Euler method (Z, p) (respectively the method (s, #;)). We remark
also that throughout this paper “Sonnenschein methods” could be
replaced by “Karamata methods”, since the Karamata methods are
special types of Sonnenschein methods.
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