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#### Abstract

Discussed are classical and quantized models of affinely rigid motion with degenerate dimension, i.e., such ones that the geometric dimensions of the material and physical spaces need not be equal to each other. More precisely, the material space may have dimension lower than the physical space. Physically interesting are special cases $m=2$ or $m=1$ and $n=3$, first of all $m=2, n=3$, i.e., roughly speaking, the affinely deformable coin in three-dimensional Euclidean space. We introduce some special coordinate systems generalizing the polar and two-polar decompositions in the regular case. This enables us to reduce the dynamics to two degrees of freedom. In quantum case this is the reduction of the Schrödinger equation to multicomponent wave functions of two deformation invariants.
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## 1. Introduction

The mechanics of affine motion was a subject of plenty of our papers [16-18,22-24,26-29]. There are also papers of many other people who developed the subject and discussed various applications and generalizations [3,5-9, 11, 13-15, 25, 33]. Below we consider the classical and quantum generalizations to dimensionally degenerate models, i.e., such ones that the material space may be lower-dimensional than the physical space. Of course, we have in mind mainly the special case of twodimensional material space and the three-dimensional physical Euclidean space. Roughly speaking, this is the mechanics of affinely-rigid body moving in the usual
space. The degenerate problem is mathematically much more complicated than the non-degenerate one. Nevertheless, there are some common methods, like generalized polar and two-polar decomposition of degrees of freedom. One must be careful nevertheless, because many concepts well-defined in the regular case become ill-defined or should be modified in a remarkable way. This concerns e.g., affine velocities, because the inverse mappings to configurations are not defined. But, surprisingly enough, the corresponding Hamiltonian concepts like the affine spin, spatial or co-moving, are well-defined. Because of this it seems that Hamiltonian methods are more reliable then. This is especially interesting in the quantum case which is mathematically based on the classical Hamiltonian description. Some introductory part is presented for the general values of $n, m$. It has to do with the Stiefel and Grassmann manifolds. Nevertheless we concentrate on the special case $m=n-1$, both because of practical, computational simplicity and because of our natural interest in the special case of deformable coin, when $m=3, n=2$.

The model, including the general case of $(n, m)$ is interesting in itself from the point of view of purely mathematical theory of dynamical systems on homogeneous spaces. Let us notice that the configuration space of affinely rigid body with degenerate dimension is a homogeneous space of the affine group in the physical space, but not of the material affine group. Such models are mathematically very interesting.

Nevertheless, they are also applicable in physical problems. First of all, one can use them in the theory of structured bodies, e.g., ones consisting of planar or almost planar molecules. Let us mention, e.g., the historical model of what Max Born called "Schwungrad" in early days of quantum theory, in particular in dynamics of molecules [4]. Two-dimensional structure elements are physically realized as three-atom molecules like $\mathrm{CO}_{2}, \mathrm{~S}_{3}, \mathrm{H}_{2} \mathrm{O}$. Also more complicated molecules concentrated around some almost "flat" core may be described in this way. Molecular physics and nanophysics must be described in quantum terms. They are particularly interesting also from the point of view of foundation of quanta. Namely, their theory may shed some light onto paradoxes of quantum mechanics, like the border between classical and quantum physics, decoherence and measurement paradoxes.
We are to follow here the classical $\Rightarrow$ quantum line of reasoning. Namely, we begin with formulating the classical theory of affine constraints based on the classical d'Alembert procedure. The motion is then classically confined to some Riemannian submanifold of the primary configuration space. And then one performs the usual quantization procedure of the classical problem on the manifold of constraints. This is what we are going to do. But to be honest, one should mention the another, not fully equivalent to the above one, procedure. We mean here something that might be called the classical $\Rightarrow$ quantum line of reasoning. So, according to this line, one should consider the rigorous quantum theory of the non-constrained
system, writing its Hamiltonian in the form

$$
\widehat{H}=\widehat{H}_{0}+W
$$

where $\widehat{H}_{0}$ is a background expression, and $W$ is a potential term describing the confinement to the constraints manifold. The characteristic feature of $W$ is that it vanishes on the submanifold of constraints but grows very quickly when departing from it. This leads to the splitting of quantum motion into quantum vibrations "across" the constraints manifold and the constrained quantum dynamics "along" the classical constraints. Because of this there appear some energy levels of the dynamics across constraints and they split into some bands of energy levels of the dynamics of the along-constraints motion. It is reasonable to expect that the only across-constraints factor that is relevant here is some ground state of vibrations. Otherwise there is something like the Jahn-Teller effect that may obscure the picture. But here we do not get into those problems and simply consider everything on the level classical $\Rightarrow$ quantum.

## 2. Classical Ideas

Affine motion consists of spatial translations, rotations, and homogeneous deformations. The configuration space of an $n$-dimensional affinely-rigid body for some fixed Cartesian coordinates and reference coordinates is identified with

$$
Q=\operatorname{GAf}(n, \mathbb{R}) \simeq \operatorname{GL}(n, \mathbb{R}) \otimes_{s} \mathbb{R}^{n}
$$

where $\mathbb{R}^{n}$ the center of mass motion (physical space identified with $\mathbb{R}^{n}$ ), $Q_{\text {int }}=$ $\mathrm{GL}(n, \mathbb{R})$ is the general linear group which describes internal degrees of freedom. In continuum case one should use rather $Q_{\text {int }}=\mathrm{GL}^{+}(n, \mathbb{R})$-the group of proper linear transformations. The $\operatorname{sign} \otimes_{s}$ denotes the semi-direct product of groups.
It is customary to use two logically different affine spaces $(M, V)$-the physical affine space of dimension $n$, and $(N, U)$-the material space of the same dimension $n$. Here $V$ denotes the linear space of translations in $M$, and $U$ respectively, the linear space of translations in $N$. The configuration space is identified with the manifold $Q=\operatorname{AfI}(N, M)$ of affine isomorphisms of $N$ onto $M$.The co-moving mass distribution is described by a fixed, time-independent positive measure $\mu$ on $N$. When $\mu(N)<\infty$, the Lagrangian center of mass is well-defined as a point $v \in N$ such

$$
\begin{equation*}
\int \overrightarrow{v a} \mathrm{~d} \mu(a)=0 \tag{1}
\end{equation*}
$$

where $\overrightarrow{v a} \in U$ denotes the translation vector carrying over $v$ into $a$. If $\Phi \in$ $\operatorname{AfI}(N, M)$, then $v_{\Phi}:=\Phi(v)$ denotes the current position of the center of mass in $M$.

The configuration space may be identified with the Cartesian product

$$
Q=M \times \mathcal{L}(U, V)
$$

where $\mathcal{L}(U, V)$ denotes the manifold of linear isomorphisms of $U$ onto $V$. The configuration $(x, \varphi) \in M \times \mathcal{L}(U, V)$ is understood in such a way that $x \in M$ is just the temporary position of the center of mass in $M$ and $\varphi \in \mathcal{L}(U, V)$ describes the relative motion configuration. The material point labelled by $a \in N$ occupies such a spatial position $y \in M$ that $\overrightarrow{x y}=\varphi \cdot \overrightarrow{v a}$.
When some Cartesian coordinates are fixed in $M$ and $N$, and the center of mass has Lagrangian (reference) coordinates $a^{k}=0$, we write analytically that

$$
\Phi: y^{i}=x^{i}+\varphi_{K}^{i} a^{K} .
$$

The motion is described by the time dependence of $x^{i}$ (translational motion) and $\varphi^{i}{ }_{K}$ (internal, or relative, motion).
In usual mechanical models based on the d'Alembert principle the effective kinetic energy is obtained by a restriction of the multiparticle kinetic energy to the manifold of affine constraints. The resulting expression is controlled by two constant inertial quantities, i.e., the total mass $\mathcal{M}$ and the second-order moment of the measure $\mu$ with respect to Lagrangian coordinates

$$
\begin{equation*}
\mathcal{M}=\int \mathrm{d} \mu(a), \quad J^{K L}=\int a^{K} a^{L} \mathrm{~d} \mu(a)=J^{L K} \tag{2}
\end{equation*}
$$

where $\mathcal{M}$ characterizes translational inertia and $J$ characterize internal inertial properties of the body. It is interesting that the same quantity $J$ describes rotational and deformative inertia. The usual tensor of inertia known from the rigid body mechanics is a linear function of $J$ (and conversely). $J \in U \otimes U$ is a twice contravariant, symmetric, nonsingular, positively-definite tensor in $U$.
The multiparticle kinetic energy of affine motion is given by

$$
T=T_{\mathrm{tr}}+T_{\mathrm{int}}=\frac{M}{2} g_{i j} \frac{\mathrm{~d} x^{i}}{\mathrm{~d} t} \frac{\mathrm{~d} x^{j}}{\mathrm{~d} t}+\frac{1}{2} g_{i j} \frac{\mathrm{~d} \varphi_{A}^{i}}{\mathrm{~d} t} \frac{\mathrm{~d} \varphi^{j} B}{\mathrm{~d} t} J^{A B}
$$

where $g \in V^{*} \otimes V^{*}$ denotes the metric tensor of the physical space. $T_{\operatorname{tr}}$ is the kinetic energy of the translational motion and $T_{\text {int }}$ refers to the internal/relative motion.
If we use Cartesian orthonormal coordinates, $g_{i j}=\delta_{i j}$ and putting $M=N=$ $U=V=\mathbb{R}^{n}, Q_{\text {int }}=\mathrm{GL}(n, \mathbb{R})$ we can rewrite the kinetic energy in the following matrix description

$$
\begin{equation*}
T=T_{\mathrm{tr}}+T_{\mathrm{int}}=\frac{M}{2} \frac{\mathrm{~d} x^{T}}{\mathrm{~d} t} \frac{\mathrm{~d} x}{\mathrm{~d} t}+\frac{1}{2} \operatorname{Tr}\left(J \frac{\mathrm{~d} \varphi^{T}}{\mathrm{~d} t} \frac{\mathrm{~d} \varphi}{\mathrm{~d} t}\right) \tag{3}
\end{equation*}
$$

In non-dissipative models without external magnetic or gyroscopic forces one derives equations of motion from Lagrangians

$$
L=T-\mathrm{V}(x, \varphi)
$$

as variational Euler-Lagrange equations. We concentrate just on such models and on the corresponding Hamiltonian description. The Legendre transformation

$$
\begin{equation*}
p_{i}=\frac{\partial L}{\partial \dot{x}_{i}}=\frac{\partial T}{\partial \dot{x}_{i}}, \quad p_{i}^{A}=\frac{\partial L}{\partial \dot{\varphi}_{A}^{i}}=\frac{\partial T}{\partial \dot{\varphi}_{A}^{i}} \tag{4}
\end{equation*}
$$

i.e., explicitly

$$
\begin{equation*}
p_{i}=M g_{i j} \frac{\mathrm{~d} x^{j}}{\mathrm{~d} t}, \quad p^{A}{ }_{i}=g_{i j} \frac{\mathrm{~d} \varphi^{j}{ }_{B}}{\mathrm{~d} t} J^{B A} \tag{5}
\end{equation*}
$$

allows us to construct the Hamiltonian as a function of generalized coordinates $x^{i}$, $\varphi^{i}{ }_{A}$ and their conjugate canonical momenta $p_{i}, p^{A}{ }_{i}$

$$
\begin{equation*}
H=T+\mathrm{V}=T_{\mathrm{tr}}+T_{\mathrm{int}}+\mathrm{V}=\frac{1}{2 M} g^{i j} p_{i} p_{j}+\frac{1}{2} \widetilde{J}_{A B} p_{i}^{A} p_{j}^{B} g^{i j}+\mathrm{V} \tag{6}
\end{equation*}
$$

where $\widetilde{J} \in U^{*} \otimes U^{*}$ is the reciprocal tensor of $J$, i.e., $\widetilde{J}_{A C} J^{C B}=\delta_{A}{ }^{B}$.
The linear groups GL $(V), \operatorname{GL}(U)$ act on the internal configuration space $Q_{\text {int }}=$ $\mathcal{L}(U, V)$ according to the following rule

$$
\begin{align*}
& \mathrm{A} \in \mathrm{GL}(V): \mathcal{L}(U, V) \ni \varphi \mapsto A \varphi \in \mathcal{L}(U, V)  \tag{7}\\
& \mathrm{B} \in \mathrm{GL}(U): \mathcal{L}(U, V) \ni \varphi \mapsto \varphi B \in \mathcal{L}(U, V) . \tag{8}
\end{align*}
$$

They are, respectively, spatial and material transformations. Restricting A, B to orthogonal subgroups $\mathrm{O}(V, g), \mathrm{O}(U, \eta)\left(\eta \in U^{*} \otimes U^{*}\right.$ is the metric tensor of the material space), one can study isotropy properties and rotational invariance of dynamical models. For example, the kinetic energy is always spatially isotropic, but in general it is materially anisotropic, unless $J$ is proportional to $\eta$.
$Q_{\text {int }}$ is a homogeneous space with respect to the actions of $\mathrm{GL}(V)$ and $\mathrm{GL}(U)$ (7). Its isotropy groups are trivial, i.e., the action of both groups is free. Let us stress, however, that the action of $\mathrm{GL}(V) \times \mathrm{GL}(U)$

$$
\varphi \mapsto \mathrm{A} \varphi \mathrm{~B}
$$

is non-effective, because the dilatation subgroups of $\operatorname{GL}(V)$ and $\operatorname{GL}(U)$, i.e.,

$$
\left\{\left(\ell \operatorname{Id}_{V}, \ell^{-1} \operatorname{Id}_{U}\right) ; \ell \in \mathbb{R}^{+}\right\}
$$

act in the same way as transformation groups. Therefore, the non-effectiveness kernel consists of elements of the form $\left(\ell \operatorname{Id}_{V}, \ell^{-1} \mathrm{Id}_{U}\right)$, where $\ell$ runs over the set of non-vanishing reals, $\mathrm{Id}_{V}$ and $\mathrm{Id}_{U}$ are identity transformations, respectively, in $V$ and $U$.

### 2.1. Degenerate Dimension, Deformable Coin

Now let us turn to the proper subject of our paper, i.e., to affinely-rigid bodies with degenerate dimension. The standard continuum theory deals with such objects, e.g., membranes, strings, etc. In fundamental physics strings and membranes are objects of intensive investigations within the framework of quantum field theory and the theory of elementary particles. Some classical and later on quantum toy models of such objects may be formulated as our affine bodies of degenerate dimension. We shall consider $m$-dimensional affinely-rigid bodies moving in $n$ dimensional spaces $m<n$. Obviously, in standard physical applications only the special cases $n=3, m=1,2$ are of direct interest. And in fact, below we concentrate on $n=3, m=2$, i.e., two-dimensional affine plates moving in the usual three-dimensional space.
The material and physical spaces will be affine spaces $(N, U),(M, V)$, respectively of dimensions $m, n$, where $m<n$. The configuration space of affinelyrigid body consists of affine injections, monomorphisms from $N$ to $M, Q=$ $\operatorname{AfM}(N, M)$. Just as previously, the Lagrangian (co-moving) mass distribution is described by some fixed, time-independent positive measure $\mu$ on $N$. The center of mass in $N(\mathrm{cf}(1))$, the total mass $\mathcal{M}$ and the inertial quadrupole $J \in U \otimes U$ given by (2) are defined just as in the regular case (when $m=n$ ). Lagrange coordinates $a^{K}, K=1, \ldots, m$, are also chosen in such a way that $a^{K}=0$ for the center of mass in $N$. The configuration space may be identified with

$$
Q=\operatorname{AfM}(N, M)=M \times \operatorname{LM}(U, V)
$$

where $\mathrm{LM}(U, V)$ is the set of linear monomorphisms (injections) from $U$ to $V$. The formula

$$
y^{i}=x^{i}+\varphi^{i}{ }_{K} a^{K}
$$

remains valid. The $n \times m$ matrix $\left[\varphi^{i}{ }_{K}\right.$ ] has rank $m$.
All the above expressions for kinetic energy (3), Legendre transformation (4) (5), Hamiltonians (6), transformation groups (7) (8) are also formally correct. Some difference appears in the structure of group actions (7) (8). Namely, $Q_{\text {int }}=$ $\mathrm{LM}(U, V)$ is a homogeneous space for the left-hand side action of $\mathrm{GL}(V)$ but it fails to be homogeneous with respect to the material transformations, i.e., the righthand side action of $\mathrm{GL}(U)$. Indeed, the right-hand side action of $\mathrm{GL}(U)$ is nontransitive and its orbits consist of such $\varphi$-s that have the same images $\varphi(U) \subset V$. Only such $\varphi_{1}, \varphi_{2}$ for which $\varphi_{1}(U)=\varphi_{2}(U)$ may be joined by right action.
When we put $V=\mathbb{R}^{n}, U=\mathbb{R}^{m}, Q=\mathbb{R}^{n} \times \operatorname{LM}(m, n), Q_{\text {int }}=\operatorname{LM}(m, n)$, the above actions become matrix multiplications, just as in the regular case (7) (8) they were simply left and right regular translations on $\mathrm{GL}(n, \mathbb{R})$ or $\mathrm{GL}^{+}(n, \mathbb{R})$. Our afore-mentioned system has $f=n+m n=n(m+1)$ degrees of freedom,
$n$ translational and $m \cdot n$ internal (relative) ones. We are not particularly interested in the translational motion. We concentrate on $\varphi$-type degrees of freedom on $Q_{\mathrm{int}}$. $\mathrm{LM}(U, V)$ is a homogeneous space with respect to spatial transformations, i.e., with respect to the left-hand side action of $\mathrm{GL}(V)$. Let us fix some standard linear monomorphism $\Psi$ of $U$ into $V$. So, we may say that if translational motion is neglected, $N$ and $M$ are identified with $U$ and $V$ respectively, then $\operatorname{LM}(U, V)$ may be obtained from $\Psi$ by the left actions

$$
\mathrm{LM}(U, V) \ni \Psi \mapsto \varphi=A \Psi \in \operatorname{LM}(U, V), \quad A \in \mathrm{GL}(V)
$$

where $A$ runs over $\mathrm{GL}(V)$. What is the stabilizer subgroup $H[\Psi] \subset \mathrm{GL}(V)$ of the reference configuration $\Psi$ ? It consists of those elements of $\mathrm{GL}(V)$ which do not only preserve the linear subspace $\Psi(U) \subset V$, but also preserve separately any element of this subspace.
Let us put $U=\mathbb{R}^{m}, V=\mathbb{R}^{n}$. We identify $\mathbb{R}^{m}$ with the subspace of $\mathbb{R}^{n}$ and assume $\Psi(U)$ to have zeros at $(n-m)$ places $\left[a^{1}, \ldots, a^{m}, 0, \ldots, 0\right]^{T}$

$$
\Psi\left(a^{1}, \ldots, a^{m}\right)=\left[\begin{array}{c}
a^{1} \\
\vdots \\
a^{m} \\
o
\end{array}\right]
$$

where $o$ is an $(n-m) \times 1$ dimensional zero matrix. Then $H$ is given by

$$
\left[\begin{array}{cc}
\mathrm{I}_{m} & A \\
o & B
\end{array}\right]
$$

where $\mathrm{I}_{m}$ is the $m \times m$ identity matrix, $A$ is the $m \times(n-m)$ matrix, $B$ is the $(n-m) \times(n-m)$ matrix, and $o$ is the $(n-m) \times m$ zero matrix. The matrices $A$, $B$ subject only to the restriction that the total matrix is nonsingular. When taken together, the matrices $A, B$ involve $m(n-m)+(n-m)^{2}=n(n-m)$ parameters and the quotient manifold $\mathrm{GL}(n, \mathbb{R}) / H: n^{2}-n(n-m)=n m$ parameters, the dimension of $\mathrm{L}(m, n)$ on $\mathrm{LM}(m, n)$. $H$ is indeed a subgroup

$$
\left[\begin{array}{ll}
\mathrm{I} & A_{1} \\
o & B_{1}
\end{array}\right]\left[\begin{array}{ll}
\mathrm{I} & A_{2} \\
o & B_{2}
\end{array}\right]=\left[\begin{array}{cc}
\mathrm{I} & A_{1} B_{2}+A_{2} \\
o & B_{1} B_{2}
\end{array}\right] .
$$

One defines affine velocity (Eringen's gyration) $\Omega \in \mathrm{L}(V) \simeq \mathrm{GL}(V)^{\prime}$ in spatial representations and $\hat{\Omega} \in \mathrm{L}(U) \simeq \mathfrak{g l}(U)^{\prime}$ in material representations

$$
\Omega=\frac{\mathrm{d} \varphi}{\mathrm{~d} t} \varphi^{-1}, \quad \hat{\Omega}=\varphi^{-1} \frac{\mathrm{~d} \varphi}{\mathrm{~d} t}=\varphi^{-1} \Omega \varphi .
$$

They are defined for $m=n$ but do not exist when $m<n$. More precisely, the right inverse $\rho$ such that $\varphi \rho=\operatorname{Id}_{V}$ does not exist at all. The left inverse $\lambda, \lambda \varphi=\operatorname{Id}_{U}$ does exist but is non-unique; various versions coincide only on $\varphi(U) \subset V$.

But affine spins $\Sigma, \hat{\Sigma}$ and affine momenta $p^{A}{ }_{j}$ do exist. Affine spins are objects $\Sigma \in$ $\mathrm{L}(V)^{*} \simeq \mathrm{~L}(V), \hat{\Sigma} \in \mathrm{L}(U)^{*} \simeq \mathrm{~L}(U)$ (identification through the trace formula, $\langle A, B\rangle=\operatorname{Tr}(A B)$ ) well-defined as follows

$$
\begin{equation*}
\Sigma_{j}^{i}=\varphi_{A}^{i} p_{j}^{A}, \quad \hat{\Sigma}_{B}^{A}=p_{i}^{A} \varphi_{B}^{i} \tag{9}
\end{equation*}
$$

where $p \in \mathrm{~L}(V, U) \simeq \mathrm{L}(U, V)^{*}$ is the canonical momentum conjugate to $\varphi$. Just as in the regular case, the components $\Sigma^{i}{ }_{j}$ are Hamiltonian generators [2] of GL $(V)$ left-acting on $\operatorname{LM}(U, V)$, and $\hat{\Sigma}^{A}{ }_{B}$ are Hamiltonian generators of the right action of $\mathrm{GL}(U)$ on $\mathrm{LM}(U, V)$. They are not spatial and material components of any object, because there is no isomorphism between $U$ and $V$.
The canonical spin $S^{i}{ }_{j}$ and vorticity $\mathcal{V}^{A}{ }_{B}$ are also defined as the doubled skewsymmetric parts of $\Sigma$ and $\hat{\Sigma}$ (9)

$$
\begin{equation*}
S_{j}^{i}:=\Sigma_{j}^{i}-g^{i k} g_{j l} \Sigma_{k}^{l}, \quad \mathcal{V}_{B}^{A}:=\hat{\Sigma}_{B}^{A}-\eta^{A C} \eta_{B D} \hat{\Sigma}_{C}^{D} \tag{10}
\end{equation*}
$$

where $g \in V^{*} \otimes V^{*}, \eta \in U^{*} \otimes U^{*}$ denote the metric tensors in $V$ and $U . S$ and $\mathcal{V}$ are Hamiltonian generators (momentum mapping) of the proper orthogonal subgroups $\mathrm{SO}(V, g) \subset \mathrm{GL}(V), \mathrm{SO}(U, \eta) \subset \mathrm{GL}(U)$ acting, respectively, on the left and right on $\mathrm{LM}(U, V)$, i.e., Hamiltonian generators of spatial and material rotations.
Contravariant tensor objects may be transferred (push-forwarded) from the material space to the physical one, but not conversely, because $\varphi$ is non-invertible. Unlike this, covariant tensors may be transferred from $V$ to $U$ (pull-back), but not from $U$ to $V$. For example, the translational canonical momentum $p \in V^{*}$ conjugate to $x$ gives rise to the object $\hat{p} \in U^{*}$

$$
\hat{p}_{A}=p_{i} \varphi_{A}^{i}
$$

Affine spin and canonical momentum (9) are Hamiltonian generators of the spatial affine group $\operatorname{GAf}(M)$. Poisson brackets are given by structure constants of this group

$$
\begin{aligned}
\left\{\Sigma^{i}{ }_{j}, \Sigma^{k}{ }_{l}\right\} & =\delta^{i}{ }_{l} \Sigma^{k}{ }_{j}-\delta^{k}{ }_{j} \Sigma^{i}{ }_{l} \\
\left\{\Sigma^{i}{ }_{j}+x^{i} p_{j}, p_{k}\right\} & =\delta^{i}{ }_{k} p_{j} \\
\left\{p_{i}, p_{j}\right\} & =0 \\
\left\{\Sigma^{i}{ }_{j}+x^{i} p_{j}, \Sigma^{k}{ }_{l}+x^{k} p_{l}\right\} & =\delta^{i}{ }_{l}\left(\Sigma^{k}{ }_{j}+x^{k} p_{j}\right)-\delta^{k}{ }_{j}\left(\Sigma^{i}{ }_{l}+x^{i} p_{l}\right) \\
\left\{\Sigma^{i}{ }_{j}, p_{k}\right\} & =0 .
\end{aligned}
$$

For the material affine spin the following holds

$$
\left\{\widehat{\Sigma}^{A}{ }_{B}, \widehat{\Sigma}^{C}{ }_{D}\right\}=\delta_{B}^{C} \widehat{\Sigma}^{A}{ }_{D}-\delta_{D}^{A}{ }_{D} \widehat{\Sigma}_{B}^{C}, \quad\left\{\Sigma_{j}^{i}, \widehat{\Sigma}^{A}{ }_{B}\right\}=0
$$

because the left action of $\mathrm{GL}(V)$ commutes with the right action of $\mathrm{GL}(U)$. The following Poisson brackets hold

$$
\left\{x^{i}, p_{j}\right\}=\delta_{j}^{i}, \quad\left\{\varphi_{A}^{i}, p^{B}{ }_{j}\right\}=\delta_{j}^{i} \delta_{A}^{B} .
$$

We do not quote similar formulas for $S^{i}{ }_{j}, \mathcal{V}^{A}{ }_{B}(10)$ in terms of structure constants of $\mathrm{SO}(V, g), \mathrm{SO}(U, \eta)$. If $F$ depends only on the configuration $(x, \varphi)$, then

$$
\left\{\Sigma^{i}{ }_{j}, F\right\}=-\varphi_{A}^{i} \frac{\partial F}{\partial \varphi_{A}^{j}}, \quad\left\{\widehat{\Sigma}_{B}^{A}, F\right\}=-\varphi_{B}^{k} \frac{\partial F}{\partial \varphi_{A}^{k}} .
$$

Let us also quote the covariant Green tensor $G \in U^{*} \otimes U^{*}$ and contravariant deformation Cauchy tensor $\widetilde{C} \in V^{*} \otimes V^{*}$

$$
\begin{equation*}
G=\varphi^{*} \cdot g, \quad \widetilde{C}=\varphi^{*} \cdot \widetilde{\eta} \tag{11}
\end{equation*}
$$

analytically

$$
\begin{equation*}
G_{A B}=g_{i j} \varphi^{i}{ }_{A} \varphi^{j}{ }_{B}, \quad \widetilde{C}^{i j}=\varphi^{i}{ }_{A} \varphi^{j}{ }_{B} \eta^{A B} \tag{12}
\end{equation*}
$$

and in matrix terms

$$
\begin{equation*}
G=\varphi^{T} \varphi, \quad \widetilde{C}=\varphi \varphi^{T} \tag{13}
\end{equation*}
$$

where $U=\mathbb{R}^{m}, V=\mathbb{R}^{n}$, and $\varphi \in \operatorname{LM}(m, n)$.
We are particularly interested in doubly-isotropic dynamical models, when the potential $V$ depends on $\varphi$ through deformation invariants only. Let us mention that deformation invariants $\lambda, \ell$ are assigned to the pairs of tensors $\left(G_{A B}, \eta_{A B}\right)$, $\left(C^{i j}, g^{i j}\right)$

$$
\operatorname{det}\left[G_{A B}-\lambda \eta_{A B}\right]=0, \quad \operatorname{det}\left[C^{i j}-\frac{1}{\ell} g^{i j}\right]=0 .
$$

If $m=n$, then $\lambda=\ell$. If $m<n$, then $\lambda$-s depends on $\ell$-s.
In the case of non-degenerate affine bodies, when $m=n$, we based on the polar and two-polar decompositions of $\varphi \in \mathrm{GL}^{+}(n, \mathbb{R})$

$$
\varphi=R L=\Lambda R, \quad \varphi=V D U^{-1}
$$

where $R, V, U \in \mathrm{SO}(n, \mathbb{R})$ are proper rotations (orthogonal matrices of determinant +1 ), $L$ and $\Lambda=R L R^{-1}$ are symmetric and positively definite, and $D$ is diagonal and positive.
There are counterparts of the above decompositions in the mechanics of degenerate affine bodies, when $m<n$. So, we write

$$
\varphi=R\left[\begin{array}{l}
L \\
o
\end{array}\right]
$$

where $R \in \operatorname{SO}(n, \mathbb{R})$ is a special orthogonal matrix, $L \in \operatorname{Symm}(m, \mathbb{R})$ is a symmetric $m \times m$ matrix, $o$ is the $(n-m) \times m$ zero matrix. In the above formula and in almost all forthcoming ones we simply put $U=\mathbb{R}^{m}, V=\mathbb{R}^{n}$, $\operatorname{LM}(U, V)=\operatorname{LM}(m, n) \subset \mathrm{L}(m, n)$.
It is obvious that $\operatorname{dim} \operatorname{SO}(n, \mathbb{R})=n(n-1) / 2$ and that one of $\operatorname{dim} \operatorname{Symm}(\mathrm{m}, \mathbb{R})=$ $m(m+1) / 2$. Then it is seen that for general values of $m, n$ the total number of these parameters

$$
\frac{n(n-1)}{2}+\frac{m(m+1)}{2}
$$

does not equal the number of internal degrees of freedom, i.e., to ( nm ) . Because of some redundant variables the configuration space cannot be identified with the Cartesian product $\mathrm{SO}(n, \mathbb{R}) \times \operatorname{Symm}(m, \mathbb{R})$. Because the subgroup $\mathrm{SO}(n-m, \mathbb{R})$ of rotations acting on the $(n-m)$-tuple of the last variables in $\mathbb{R}^{n}$ does not affect $\left[\begin{array}{l}L \\ o\end{array}\right]$ when multiplying it on the left.
Let us take the subgroup $K \subset \operatorname{SO}(n, \mathbb{R})$ composed of

$$
R=\left[\begin{array}{cc}
\mathrm{I}_{m} & \underline{o}^{T} \\
o & u
\end{array}\right]
$$

where $I_{m}$ is an $m \times m$ identity matrix, while $o(n-m) \times m$ is the zero matrix and $u \in \mathrm{SO}(n-m, \mathbb{R})$ is an arbitrary $(n-m) \times(n-m)$ rotation matrix. The subgroup $K$ (isomorphic with $\mathrm{SO}(n-m, \mathbb{R})$ ) is $(n-m)(n-m-1) / 2-$ dimensional. The quotient manifold of left cosets, $\mathrm{SO}(n, \mathbb{R}) / K$, has the dimension $n(n-1) / 2-(n-m)(n-m-1) / 2=m n-m(m+1) / 2$. The configuration space of internal (relative) degrees of freedom $Q_{\text {int }}$ is diffeomorphic with $(\mathrm{SO}(n, \mathbb{R}) / K) \times \operatorname{Symm}(m, \mathbb{R})$. And the Cartesian product is an $m n$-dimensional manifold, just as $Q_{\text {int }}=\operatorname{LM}(m, n, \mathbb{R})$ itself.
Let $\Psi \in \operatorname{LM}(U, V)$ be a reference configuration. It is a linear mapping from $U$ to $V . \Psi(U) \subset V$ is a linear subspace and $K(\Psi) \subset \mathrm{SO}(V, g)$ denote a subgroup preserving every point of $\Psi(U)$, the more $\Psi(U)$ itself. It acts trivially on $\Psi(U)$ and is the group of rotations on $\Psi(U)^{\perp}$. The quotient manifold $\mathrm{SO}(V, g) / K(\Psi)$ describes rotational degrees of freedom. Without using $\Psi$ : this manifold is $\mathrm{F}(V, g ; m)$, Stiefel manifold. When $V=\mathbb{R}^{n}, U=\mathbb{R}^{m}, \mathrm{~F}(V, g ; m)=$ $\mathrm{SO}(n, \mathbb{R}) / \mathrm{SO}(n-m, \mathbb{R})$.

Remark 1. Stiefel manifold differs from Grassmann one. The latter are sets of mdimensional linear subspaces in $V$, these subspaces are simply linear shells of the mentioned m-frames, thus, they contain less information. Grassmann manifolds may be identified with

$$
\mathrm{SO}(n, \mathbb{R}) / \mathrm{SO}(n-m, \mathbb{R}) \times \mathrm{SO}(m, \mathbb{R})
$$

Their dimension equals to $m(n-m)$.

The "polar" decomposition identifies the internal configuration space with

$$
(\mathrm{SO}(n, \mathbb{R}) / \mathrm{SO}(n-m, \mathbb{R})) \times \operatorname{Symm}(m, \mathbb{R})
$$

In general, it is not very easy to parametrize Stiefel manifolds. Fortunately when $m=n-1$ (physically two), then $\operatorname{SO}(1, \mathbb{R})=\{1\}$ and $\mathrm{SO}(n, \mathbb{R}) / \mathrm{SO}(1, \mathbb{R})=$ $\mathrm{SO}(n, \mathbb{R})$. In this case $Q_{\text {int }}$ is just

$$
Q_{\mathrm{int}}=\operatorname{SO}(n, \mathbb{R}) \times \operatorname{Symm}(n-1, \mathbb{R})
$$

In particular, when physically $n=3$ and $m=2$ we have

$$
Q_{\mathrm{int}}=\mathrm{SO}(3, \mathbb{R}) \times \operatorname{Symm}(2, \mathbb{R})
$$

Our practical interest is concentrated on this special case where $n=3$ and $m=2$, i.e., homogeneously deformable flat membrane.

The "two-polar" decomposition has the form

$$
\varphi=V\left[\begin{array}{c}
D \\
o
\end{array}\right] U^{-1}
$$

where $V \in \mathrm{SO}(n, \mathbb{R})$ with the same provisos concerning fictitious degrees of freedom described by $\operatorname{SO}(n-m, \mathbb{R}), D=\operatorname{diag}\left(D_{1}, \ldots, D_{m}\right)$ is an $m \times m$ positive diagonal matrix, and $U \in \mathrm{SO}(m, \mathbb{R})$ is an arbitrary $m \times m$ proper orthogonal matrix.
Physically, when $n=3$ and $m=2$ the configurations are correctly represented by the triples $(V, D, U)$. The "polar" and "two-polar" decompositions have the forms

$$
\varphi=R\left[\begin{array}{ll}
\xi & \alpha \\
\alpha & \zeta \\
0 & 0
\end{array}\right], \quad \varphi=V\left[\begin{array}{cc}
\lambda & 0 \\
0 & \mu \\
0 & 0
\end{array}\right] U^{-1}(\theta)
$$

where $R, V \in \mathrm{SO}(3, \mathbb{R}), U[\theta]=\left[\begin{array}{rr}\cos \theta & -\sin \theta \\ \sin \theta & \cos \theta\end{array}\right] \in \mathrm{SO}(2, \mathbb{R})$. As every angular variable, $\theta$ is taken modulo $2 \pi$, and $(\xi, \alpha, \zeta),(\lambda, \mu)$ are systems of real coordinates subject only to the positive-definiteness conditions

$$
\xi>0, \quad \xi \zeta-\alpha^{2}>0, \quad \lambda>0, \quad \mu>0
$$

where $(\xi, \alpha, \zeta),(\lambda, \mu)$ are global variables (although subject to unilateral constraints). If our planar affine system of material points is discrete, or if affine degrees of freedom are essentially internal, the mentioned unilateral constraints may be weakened or even omitted.
The group $\mathrm{SO}(3, \mathbb{R})$ is parametrized by local coordinates well-known from the rigid body mechanics and from geometry of the corresponding group manifold like e.g., Euler angles, rotation vector etc. The particular choice depends on the structure of dynamical model one uses.

We introduce angular velocities in the co-moving representation [2]

$$
\begin{aligned}
& \omega=R^{-1} \frac{\mathrm{~d} R}{\mathrm{~d} t}=\left[\begin{array}{rrr}
0 & \omega_{3} & -\omega_{2} \\
-\omega_{3} & 0 & \omega_{1} \\
\omega_{2} & -\omega_{1} & 0
\end{array}\right] \\
& \chi=V^{-1} \frac{\mathrm{~d} V}{\mathrm{~d} t}=\left[\begin{array}{rrr}
0 & \chi_{3} & -\chi_{2} \\
-\chi_{3} & 0 & \chi_{1} \\
\chi_{2} & -\chi_{1} & 0
\end{array}\right] \\
& \vartheta=U^{-1} \frac{\mathrm{~d} U}{\mathrm{~d} t}=\frac{\mathrm{d} U}{\mathrm{~d} t} U^{-1}=\frac{\mathrm{d} \theta}{\mathrm{~d} t}\left[\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right] .
\end{aligned}
$$

The internal kinetic energy in the "polar" representation has the form

$$
T=-\frac{1}{2} \operatorname{Tr}\left(\left[\begin{array}{cc}
L J L & o^{T} \\
o & O_{n-m}
\end{array}\right] \omega^{2}\right)+\operatorname{Tr}\left(\left[\begin{array}{cc}
L J \dot{L} & o^{T} \\
o & O_{n-m}
\end{array}\right] \omega\right)+\frac{1}{2} \operatorname{Tr}\left(J \dot{L}^{2}\right)
$$

where $O_{n-m}$ is a $(n-m) \times(n-m)$-dimensional zero matrix.
The three terms of above energy are interpreted as

1. $T_{\text {rot }}$ - it has the form of the kinetic energy of the top with degrees of freedom described by $\operatorname{SO}(n, \mathbb{R})$. This term describes the coupling between angular velocity and the deformation matrix $L$.
2. $T_{\text {rot-def }}$ - this term describes the coupling between angular velocity and the deformation velocity, i.e., Coriolis term.
3. $T_{\text {def }}$ - this term describes the kinetic energy of deformation.

We obtain the complete form of the kinetic energy for such a case

$$
T=T_{\mathrm{rot}}+T_{\mathrm{rot}-\mathrm{def}}+T_{\mathrm{def}}
$$

where

$$
\begin{aligned}
T_{\mathrm{rot}}= & \frac{J_{1} \alpha^{2}+J_{2} \zeta^{2}}{2} \omega_{1}^{2}+\frac{J_{1} \xi^{2}+J_{2} \alpha^{2}}{2} \omega_{2}^{2} \\
& +\frac{J_{1} \xi^{2}+J_{2} \zeta^{2}+\left(J_{1}+J_{2}\right) \alpha^{2}}{2} \omega_{3}^{2}-\left(J_{1} \xi+J_{2} \zeta\right) \alpha \omega_{1} \omega_{2} \\
T_{\text {rot }-\operatorname{def}}= & \left(J_{1} \alpha \frac{\mathrm{~d} \xi}{\mathrm{~d} t}+\left(J_{2} \zeta-J_{1} \xi\right) \frac{\mathrm{d} \alpha}{\mathrm{~d} t}-J_{2} \alpha \frac{\mathrm{~d} \zeta}{\mathrm{~d} t}\right) \omega_{3} \\
T_{\text {def }}= & \frac{J_{1}}{2}\left(\frac{\mathrm{~d} \xi}{\mathrm{~d} t}\right)^{2}+\frac{J_{2}}{2}\left(\frac{\mathrm{~d} \zeta}{\mathrm{~d} t}\right)^{2}+\frac{J_{1}+J_{2}}{2}\left(\frac{\mathrm{~d} \alpha}{\mathrm{~d} t}\right)^{2} .
\end{aligned}
$$

In the "two-polar" case, when $J^{A B}=J \delta^{A B}$ is isotropic, the kinetic energy has the following form

$$
\begin{aligned}
T= & \frac{J}{2}\left(\mu^{2} \chi_{1}^{2}+\lambda^{2} \chi_{2}^{2}+\left(\lambda^{2}+\mu^{2}\right) \chi_{3}^{2}\right)+2 J \lambda \mu \chi_{3} \frac{\mathrm{~d} \theta}{\mathrm{~d} t} \\
& +\frac{J\left(\lambda^{2}+\mu^{2}\right)}{2}\left(\frac{\mathrm{~d} \theta}{\mathrm{~d} t}\right)^{2}+\frac{J}{2}\left(\left(\frac{\mathrm{~d} \lambda}{\mathrm{~d} t}\right)^{2}+\left(\frac{\mathrm{d} \mu}{\mathrm{~d} t}\right)^{2}\right) .
\end{aligned}
$$

This is the high symmetry case when the system is doubly isotropic, i.e., invariant under both physical and material rigid rotations.
We assume that the potential $V$ depends only on the deformation, i.e., depends on $\varphi$ through the Green deformation tensor; in other words, we assume that the problem is isotropic in the physical space. The Green deformation tensor $G$ (11) (12) (13) is given by the following formula $G_{A B}=\delta_{i j} \varphi^{i}{ }_{A} \varphi^{j}{ }_{B}$. Obviously, $G^{T}=G$. The Green matrix $G$ is non-sensitive to the left orthogonal mappings. Of course, the deformation invariants, i.e., eigenvalues of the symmetric matrix $G$, are invariant under both space and material rigid rotations.
The potential $V$ adapted to the "two-polar" decomposition is a function of quantities $\lambda, \mu$. In the "polar" description it is convenient to use V as a function of $\alpha, \xi, \zeta$. Our Lagrangian has the form $L=T-\mathrm{V}(\varphi)$ with velocity-independent potential.
In the Hamiltonian formalism all physical quantities, in particular the energy, are expressed in terms of canonical momenta and generalized coordinates. Starting with Lagrangian description based on velocities one has to invert the Legendre transformation (4) (5) and express generalized velocities through canonical momenta and generalized coordinates. We describe the Legendre transformation in the following form $p_{i}=\partial L / \partial \dot{q}^{i}=\partial T / \partial \dot{q}^{i}, s_{i}=\partial L / \partial \omega^{i}=\partial T / \partial \omega^{i}$, where $p_{i}$ are canonical momenta conjugate to the all generalized coordinates $q^{i}$ except those contained in $\mathbb{R}$, and $s_{i}$ are canonical spins [2].
Legendre transformation in the "polar" case

$$
\begin{aligned}
p_{\alpha}= & \left(J_{1}+J_{2}\right) \frac{\mathrm{d} \alpha}{\mathrm{~d} t}-\left(J_{1} \xi-J_{2} \zeta\right) \omega_{3} \\
p_{\xi}= & J_{1}\left(\frac{\mathrm{~d} \xi}{\mathrm{~d} t}+\alpha \omega_{3}\right), p_{\zeta}=J_{2}\left(\frac{\mathrm{~d} \zeta}{\mathrm{~d} t}-\alpha \omega_{3}\right) \\
s_{1}= & \left(J_{1} \alpha^{2}+J_{2} \zeta^{2}\right) \omega_{1}-\alpha\left(J_{1} \xi+J_{2} \zeta\right) \omega_{2} \\
s_{2}= & -\alpha\left(J_{1} \xi+J_{2} \zeta\right) \omega_{1}+\left(J_{1} \xi^{2}+J_{2} \alpha^{2}\right) \omega_{2} \\
s_{3}= & \alpha\left(J_{1} \frac{\mathrm{~d} \xi}{\mathrm{~d} t}-J_{2} \frac{\mathrm{~d} \zeta}{\mathrm{~d} t}\right)-\frac{\mathrm{d} \alpha}{\mathrm{~d} t}\left(J_{1} \xi-J_{2} \zeta\right) \\
& +\left(J_{1} \xi^{2}+\left(J_{1}+J_{2}\right) \alpha^{2}+J_{2} \zeta^{2}\right) \omega_{3} .
\end{aligned}
$$

Legendre transformation in the "two-polar" case

$$
\begin{array}{lll}
p_{\lambda}=J \frac{\mathrm{~d} \lambda}{\mathrm{~d} t}, & p_{\mu}=J \frac{\mathrm{~d} \mu}{\mathrm{~d} t}, & p_{\theta}=J\left(\lambda^{2}+\mu^{2}\right) \frac{\mathrm{d} \theta}{\mathrm{~d} t}+2 J \lambda \mu \chi_{3} \\
s_{1}=J \mu^{2} \chi_{1}, & s_{2}=J \lambda^{2} \chi_{2}, & s_{3}=2 J \lambda \mu \frac{\mathrm{~d} \theta}{\mathrm{~d} t}+J\left(\lambda^{2}+\mu^{2}\right) \chi_{3}
\end{array}
$$

After inverting these expressions, i.e., expressing $\dot{q}^{i}, \omega^{i}$ as functions of $p_{i}, s_{i}$ and substituting these functions into the formula for the kinetic energy we obtain the kinetic energy expressed in the canonical terms.
Kinetic energy in the "polar" case

$$
\begin{aligned}
T= & \frac{J_{1}\left(\xi s_{1}+\alpha s_{2}\right)^{2}+J_{2}\left(\alpha s_{1}+\zeta s_{2}\right)^{2}}{2\left(\alpha^{2}-\xi \zeta\right)^{2} J_{1} J_{2}}+\frac{\left(\xi^{2} J_{1}+\zeta^{2} J_{2}\right) p_{\alpha}^{2}}{2(\xi+\zeta)^{2} J_{1} J_{2}} \\
& +\frac{\left(\alpha^{2} J_{1}+\left(\alpha^{2}+(\xi+\zeta)^{2}\right) J_{2}\right) p_{\xi}^{2}+\left(\left(\alpha^{2}+(\xi+\zeta)^{2}\right) J_{1}+\alpha^{2} J_{2}\right) p_{\zeta}^{2}}{2(\xi+\zeta)^{2} J_{1} J_{2}} \\
& +\frac{\left(J_{1}+J_{2}\right)\left(s_{3}\left(s_{3}-2 \alpha p_{\zeta}\right)+2 \alpha p_{\xi}\left(s_{3}-\alpha p_{\zeta}\right)\right)}{2(\xi+\zeta)^{2} J_{1} J_{2}} \\
& +\frac{2\left(\xi J_{1}-\zeta J_{2}\right) p_{\alpha}\left(\alpha p_{\zeta}-\alpha p_{\xi}+s_{3}\right)}{2(\xi+\zeta)^{2} J_{1} J_{2}}
\end{aligned}
$$

Kinetic energy in the "two-polar" case

$$
\begin{aligned}
T= & \frac{1}{2 J} p_{\lambda}^{2}+\frac{1}{2 J} p_{\mu}^{2}+\frac{\lambda^{2}+\mu^{2}}{2 J\left(\lambda^{2}-\mu^{2}\right)^{2}} p_{\theta}^{2}+\frac{1}{2 J \mu^{2}} s_{1}^{2} \\
& +\frac{1}{2 J \lambda^{2}} s_{2}^{2}+\frac{\lambda^{2}+\mu^{2}}{2 J\left(\lambda^{2}-\mu^{2}\right)^{2}} s_{3}^{2}-\frac{2 \lambda \mu}{J\left(\lambda^{2}-\mu^{2}\right)^{2}} p_{\theta} s_{3}
\end{aligned}
$$

The Hamiltonian (total energy) (6) has the following form $H=T+\mathrm{V}(\alpha, \xi, \zeta)$ for the "polar" decomposition and $H=T+\mathrm{V}(\lambda, \mu)$ for the "two-polar" decomposition, where V's are invariant under permutations of its arguments. Similarly as in the Newtonian description, the canonical equations of motion lead to the closed subsystem of equations imposed on parameters $q^{i}, p_{i}, s_{i}$

$$
\frac{\mathrm{d} q^{i}}{\mathrm{~d} t}=\left\{q^{i}, H\right\}, \quad \frac{\mathrm{d} s_{i}}{\mathrm{~d} t}=\left\{s_{i}, H\right\}, \quad \frac{\mathrm{d} p_{i}}{\mathrm{~d} t}=\left\{p_{i}, H\right\}
$$

Poisson brackets on the right-hand sides can be easily calculated by the help of the standard rules

$$
\begin{aligned}
& \{f, g\}=-\{g, f\}, \quad\{f, F(g)\}=\{f, g\} \frac{\mathrm{d} F}{\mathrm{~d} g} \\
& \{\{f, g\}, h\}+\{\{g, h\}, f\}+\{\{h, f\}, g\}=0
\end{aligned}
$$

One should substitute here the following basic formula [2], [27], [1]

$$
\left\{q^{i}, p_{j}\right\}=\delta_{j}^{i}, \quad\left\{s_{i}, s_{j}\right\}=-\varepsilon_{i j k} s_{k}, \quad\left\{p_{i}, s_{j}\right\}=0, \quad\left\{q^{i}, s_{j}\right\}=0
$$

where $\varepsilon_{i j k}$ is the completely antisymmetric tensor and $\varepsilon_{123}=1$.
The equations of motions in canonical terms in the case of "two-polar" decomposition have the following form

$$
\begin{aligned}
\frac{\mathrm{d} \lambda}{\mathrm{~d} t} & =\frac{p_{\lambda}}{J}, \quad \frac{\mathrm{~d} \mu}{\mathrm{~d} t}=\frac{p_{\mu}}{J}, \quad \frac{\mathrm{~d} \theta}{\mathrm{~d} t}=\frac{\left(\lambda^{2}+\mu^{2}\right) p_{\theta}}{J\left(\lambda^{2}-\mu^{2}\right)^{2}}-\frac{2 \lambda \mu p_{\theta}}{J\left(\lambda^{2}+\mu^{2}\right)^{2}} \\
\frac{\mathrm{~d} s_{1}}{\mathrm{~d} t} & =\frac{\lambda\left(2 \lambda^{3} p_{\theta}+\lambda\left(\mu^{2}-3 \lambda^{2}\right) s_{3}\right) s_{2}}{J\left(\lambda^{3}-\lambda \mu^{2}\right)^{2}} \\
\frac{\mathrm{~d} s_{2}}{\mathrm{~d} t} & =\frac{\lambda\left(2 \mu^{3} p_{\theta}+\lambda\left(\lambda^{2}-3 \mu^{2}\right) s_{3}\right) s_{1}}{J\left(\mu^{3}-\mu \lambda^{2}\right)^{2}} \\
\frac{\mathrm{~d} s_{3}}{\mathrm{~d} t} & =\frac{\left(\mu^{2}-\lambda^{2}\right) s_{1} s_{2}}{J \lambda^{2} \mu^{2}}, \quad \frac{\mathrm{~d} p_{\theta}}{\mathrm{d} t}=0 \\
\frac{\mathrm{~d} p_{\lambda}}{\mathrm{d} t} & =K+\frac{\lambda\left(\lambda^{2}+3 \mu^{2}\right) p_{\theta}^{2}}{J\left(\lambda^{2}-\mu^{2}\right)^{3}}+\frac{s_{2}^{2}}{J \lambda^{3}}-\frac{2\left(3 \lambda^{2} \mu+\mu^{3}\right) p_{\theta} s_{3}}{J\left(\lambda^{2}-\mu^{2}\right)^{3}}+\frac{\lambda\left(\lambda^{2}+3 \mu^{2}\right) s_{3}^{2}}{J\left(\lambda^{2}-\mu^{2}\right)^{3}} \\
\frac{\mathrm{~d} p_{\mu}}{\mathrm{d} t} & =P-\frac{\left(3 \lambda^{2} \mu+\mu^{2}\right) p_{\theta}^{2}}{J\left(\lambda^{2}-\mu^{2}\right)^{3}}+\frac{s_{1}^{2}}{J \mu^{3}}+\frac{2\left(3 \lambda \mu^{2}+\lambda^{3}\right) p_{\theta} s_{3}}{J\left(\lambda^{2}-\mu^{2}\right)^{3}}-\frac{\left(3 \mu \lambda^{2}+\mu^{3}\right) s_{3}^{2}}{J\left(\lambda^{2}-\mu^{2}\right)^{3}}
\end{aligned}
$$

where $K$ and $P$ depend on the appropriate potentials. They are build of derivatives of the potential terms.
The resulting equations are strongly non-linear and terribly complicated. But there exist some special solutions - stationary ellipses as solutions on which the Green deformation tensor and angular velocities are constant. They are analogous to the stationary ellipsoids well-known in the astrophysics and geophysics as equilibrium figures, e.g., in the theory of the shape of the Earth.
We have shown these solutions related to components of canonical spins $s_{i}$ in the cases of three kinds of potentials

$$
\begin{equation*}
\mathrm{V}=k\left(\lambda^{2}+\mu^{2}\right) / 2 \tag{14}
\end{equation*}
$$

This is the harmonic oscillator in deformation invariants. Non-limited extensions of the body are excluded. Although contraction is not forbidden, solutions of this kind are exceptional (measure-zero set), as usually solutions passing through the equilibrium are so in multidimensional oscillators. But some other requirements of macroscopic elasticity are not satisfied. Nevertheless, it may be applicable as some simplified model.
-

$$
\begin{equation*}
\mathrm{V}=c\left(\frac{1}{\lambda^{2}}+\lambda^{2}\right)+c\left(\frac{1}{\mu^{2}}+\mu^{2}\right) \tag{15}
\end{equation*}
$$

With this potential both the unlimited extension and contraction are forbidden. This potential has the minimum at the natural non-deformed state $\lambda=\mu=1$. Nevertheless, certain conditions from the macroscopic elasticity are not satisfied. Namely, there is no direct relationship between becoming longer in one direction and shorter in another.

$$
\begin{equation*}
\mathrm{V}=k\left(\frac{1}{\lambda \mu}+\frac{\lambda^{2}+\mu^{2}}{2}\right) \tag{16}
\end{equation*}
$$

This potential has some very interesting features, because in the purely twodimensional case with the isotropic inertial tensor, it admits separation of variables in the Hamilton-Jacobi equation. This admits solution in terms of quadratures, i.e., the resulting system is completely integrable. This is seen when we use the polar coordinates in $(x, y)$-plane

$$
x=\varrho \cos \varepsilon, \quad y=\varrho \sin \varepsilon
$$

and $\lambda, \mu$ are replaced by their combinations

$$
x=\frac{1}{\sqrt{2}}(\lambda+\mu), \quad y=\frac{1}{\sqrt{2}}(\lambda-\mu) .
$$

## 3. Quantization Ideas

In previous section we discussed the mechanics of the affinely-rigid body with degenerate dimension from the classical point of view. The problem of dynamical systems on the manifolds of affine injections is also applicable in the theory of structured bodies, i.e., bodies consisting of small planes, like planar molecules and perhaps some submolecular elements. Applications in nanophysics are possible, e.g., flat or approximately flat molecules or the historical model of "Schwungrad" used in molecular dynamics [4]. Microstructure two-dimensional elements appear in condensed matter theory, e.g., as three-atomic molecules like $\mathrm{CO}_{2}, \mathrm{~S}_{3}, \mathrm{H}_{2} \mathrm{O}$, or perhaps larger molecules, e.g., with some relatively stable two-dimensional skeleton. One-dimensional elements appear as constituents of liquid crystals.
Applications in nanophysics must be based on the quantum theory. Some very interesting phenomena may appear there, because one deals in such problems with some convolution, overlap of the classical and quantum levels.
Let us mention one-dimensional constituents of liquid crystals which are structure elements of degenerate dimension. They are well known in condensed matter theory. Two-dimensional objects appear as three-atomic molecules like $\mathrm{H}_{2} \mathrm{O}, \mathrm{S}_{3}$,
$\mathrm{CO}_{2}$ and molecules consisting of a larger number of atoms, but having some almost "flat" core.

One must be careful when applying concepts like "rigid body" or "affinely rigid body" or other constraints based on classical intuitions to objects in the molecular, atomic, or nuclear scale of physical phenomena. In any case one should express what is the meaning of the used terms on the level of Quantum Mechanics. In this paper we mean the following: The primary classical model is subject to ideal constraints and then the resulting mechanical system in a Riemannian configuration space of classical holonomic constraints is quantized according to the standard Schrödinger procedure. In this respect we follow some standard treatises like [12], [19], [20]. Nevertheless we are aware that such a procedure is not identical with that based on the reversed sequence: first to quantize and only then to impose constraints in a proper way. The first procedure, used below, is simpler and leads more directly to some results. The complete discussion of the problem goes fairly outside the scope of this paper and is a subject for the separate study of the general problem of quantum constraints. Roughly speaking, the idea is that the quantum Hamilton operator has the structure which approximately looks like

$$
\widehat{H}=\widehat{H}_{0}+W
$$

where $\widehat{H}_{0}$ is some background term and $W$ is a confinement potential term. The peculiarity of $W$ is that it vanishes on some submanifold $Q$ of the original (unconstrained) configuration space $M$ and grows very quickly (is very "tough") when departing from $Q$. So there are quantum vibrations in the "across- $Q$-variables" and "constrained" quantum dynamics in $Q$ ("along- $Q$-variables"). There are some vibrational energy levels of the "across- $Q$-dynamics" and they split into some bands of energy levels of the "along- $Q$-dynamics". It is natural to expect that it is only ground state of quantized "across- $Q$-vibrations" that is relevant. Because of this there is some correspondence between two approaches

1. classically confine and then Schrödinger-quantize
2. Schrödinger-quantize and then investigate the bands of energy levels corresponding to the ground state of "across- $Q$-vibrations".

The quantum operator of the internal kinetic energy has the form proportional to the Laplace-Beltrami operator

$$
\mathbf{T}=-\frac{\hbar^{2}}{2 J} \Delta_{\Gamma}
$$

where $\hbar$ is the "crossed" Planck constant, $J$ is the scalar moment of inertia of the isotropic disc, and $\Delta$ is the Laplace-Beltrami operator.

Laplace-Beltrami operator corresponding to the metric $\Gamma$ is given by

$$
\Delta \Psi=\sum_{\mu \nu} \frac{1}{\sqrt{|\Gamma|}} \frac{\partial}{\partial Q^{\mu}}\left(\sqrt{|\Gamma|} \Gamma^{\mu \nu} \frac{\partial \Psi}{\partial Q^{\nu}}\right)
$$

where $|\Gamma|=\left|\operatorname{det}\left[\Gamma_{\mu \nu}\right]\right|$ and $\Gamma_{\mu \nu}(Q)$ is given by the underlying classical kinetic energy

$$
T_{\mathrm{int}}=\frac{1}{2} \Gamma_{\mu \nu}(Q) \frac{\mathrm{d} Q^{\mu}}{\mathrm{d} t} \frac{\mathrm{~d} Q^{\nu}}{\mathrm{d} t}
$$

where $Q^{\nu}$ are generalized coordinates of internal motion. In a more geometric notation Laplace-Beltrami operator has a form

$$
\Delta \Psi=\Gamma^{\mu \nu} \nabla_{\mu} \nabla_{\nu} \Psi
$$

where $\nabla$ is the covariant differentiation in the Levi-Civita sense.
The Hilbert space of wave functions of internal degrees of freedom is $\mathrm{L}^{2}\left(Q_{\mathrm{int}}, \nu\right)$, where $\nu$ is the induced $\Gamma$-Riemannian measure

$$
\mathrm{d} \nu(Q)=\sqrt{\Gamma(Q)} \mathrm{d} Q^{1} \ldots \mathrm{~d} Q^{6}
$$

The scalar product is given by

$$
\langle\Psi, \Phi\rangle=\int \bar{\Psi}(Q) \Phi(Q) \mathrm{d} \nu(Q)
$$

In our problem the direct calculation would be very embarrassing and the result would not be readable. To calculate anything in detail is difficult, but there exists a simple expression based on the group-theoretic structure of the problem. Namely, one can replace the spin variables $s_{a}$ by the quantum operators $\mathbf{S}_{a}$ generating right rotations of $V$

$$
\begin{equation*}
f(V(I+\varepsilon))=f(V)+\varepsilon^{i} \mathcal{R}_{i} f(V)=f(V)+\frac{\mathrm{i}}{\hbar} \varepsilon^{i} \mathbf{S}_{i} f(V)+\hbar \mathfrak{o}(\varepsilon) \tag{17}
\end{equation*}
$$

where $\mathcal{R}_{i}$ are generators

$$
\varepsilon=\left[\begin{array}{ccc}
0 & \varepsilon_{3} & -\varepsilon_{2} \\
-\varepsilon_{3} & 0 & \varepsilon_{1} \\
\varepsilon_{2} & -\varepsilon_{1} & 0
\end{array}\right]
$$

and $\frac{\mathfrak{o}(\varepsilon)}{\varepsilon} \rightarrow 0$ when $\varepsilon \rightarrow 0$. Quantum spin operators $\mathbf{S}_{i}$ satisfy the relations in quantum Poisson brackets

$$
\frac{1}{\mathrm{i} \hbar}\left[\mathbf{S}_{a}, \mathbf{S}_{b}\right]=-\varepsilon_{a b c} \mathbf{S}_{c}
$$

where " i " is the imaginary unit.
The classical quantity $p_{\theta}$ will be replaced by the operator

$$
\begin{equation*}
\mathbf{p}_{\theta}=\frac{\hbar}{\mathrm{i}} \frac{\partial}{\partial \theta} . \tag{18}
\end{equation*}
$$

The operator $\mathbf{T}_{\mathrm{int}}=-\frac{\hbar^{2}}{2 J} \Delta$ may be expressed as

$$
\begin{align*}
\mathbf{T}_{\text {int }}= & \frac{\mathbf{S}_{1}{ }^{2}}{2 J \mu^{2}}+\frac{\mathbf{S}_{2}{ }^{2}}{2 J \lambda^{2}}+\frac{\left(\lambda^{2}+\mu^{2}\right) \mathbf{S}_{3}{ }^{2}}{2 J\left(\lambda^{2}-\mu^{2}\right)^{2}}+\frac{\left(\lambda^{2}+\mu^{2}\right) \mathbf{p}_{\theta}{ }^{2}}{2 J\left(\lambda^{2}-\mu^{2}\right)^{2}} \\
& -\frac{2 \lambda \mu \mathbf{p}_{\theta} \mathbf{S}_{3}}{J\left(\lambda^{2}-\mu^{2}\right)^{2}}-\frac{\hbar^{2}}{2 J} \frac{1}{\mathcal{P}}\left[\frac{\partial}{\partial \lambda} \mathcal{P} \frac{\partial}{\partial \lambda}+\frac{\partial}{\partial \mu} \mathcal{P} \frac{\partial}{\partial \mu}\right] \tag{19}
\end{align*}
$$

where the weight factor $\mathcal{P}$ is given by

$$
\mathcal{P}=\lambda \mu\left|\lambda^{2}-\mu^{2}\right|
$$

We can rewrite $\mathcal{P}$ with the analogous expression in mechanics of the affine body with non-degenerate dimension [26-29]. When we write down explicitly the differential terms with respect to $\lambda$ and $\mu$, we obtain

$$
\begin{aligned}
\mathbf{T}_{\mathrm{int}}= & \frac{\mathbf{S}_{1}^{2}}{2 J \mu^{2}}+\frac{\mathbf{S}_{2}^{2}}{2 J \lambda^{2}}+\frac{\left(\lambda^{2}+\mu^{2}\right) \mathbf{S}_{3}^{2}}{2 J\left(\lambda^{2}-\mu^{2}\right)^{2}}+\frac{\left(\lambda^{2}+\mu^{2}\right) \mathbf{p}_{\theta}{ }^{2}}{2 J\left(\lambda^{2}-\mu^{2}\right)^{2}} \\
& -\frac{2 \lambda \mu \mathbf{p}_{\theta} \mathbf{S}_{3}}{J\left(\lambda^{2}-\mu^{2}\right)^{2}}-\frac{\hbar^{2}}{2 J} \frac{\partial^{2}}{\partial \lambda^{2}}-\frac{\hbar^{2}}{2 J} \frac{\partial \ln \mathcal{P}}{\partial \lambda} \frac{\partial}{\partial \lambda}-\frac{\hbar^{2}}{2 J} \frac{\partial^{2}}{\partial \mu^{2}}-\frac{\hbar^{2}}{2 J} \frac{\partial \ln \mathcal{P}}{\partial \mu} \frac{(20)}{\partial \mu}
\end{aligned}
$$

Derivation of this formula is analogous to the one used in [10, 28, 29]. It is based on using some non-holonomic frame in the configuration space. The idea of this frame is to use the triple of basic left-invariant vector fields on $\mathrm{SO}(3, \mathbb{R})$, i.e., on the manifold of $V$-type degrees of freedom. They are just given by the triple of first-order differential operators $\mathcal{R}_{i}$ (17).
The remaining vector fields of the frame form, i.e., its "holonomic part", they given by $\partial / \partial \lambda, \partial / \partial \mu, \partial / \partial \theta$. An interesting feature of the formulas for $\mathrm{T}_{\mathrm{int}}, \mathbf{T}_{\mathrm{int}}$ is the characteristic entanglement of deformation invariants $\lambda, \mu$. Just like in the threedimensional case, this is a consequence of the fact that $\mathrm{SO}(3, \mathbb{R})$ is simple. In what follows we will assume that the potential energy is also spatially and materially isotropic, just like $\mathrm{T}_{\mathrm{int}}$, thus it has a form $\mathcal{V}(\lambda, \mu)$ and depends only on $\lambda$ and $\mu$. The total operator of the kinetic energy is given by

$$
\mathbf{T}=\mathbf{T}_{\mathrm{tr}}+\mathbf{T}_{\mathrm{int}}
$$

where the translational part is given by

$$
\mathbf{T}_{\mathrm{tr}}=-\frac{\hbar^{2}}{2 m} \Delta_{\mathrm{tr}}=-\frac{\hbar^{2}}{2 m} g^{i j} \frac{\partial}{\partial x^{i}} \frac{\partial}{\partial x^{j}}=-\frac{\hbar^{2}}{2 m} \sum_{i} \frac{\partial^{2}}{\partial x^{i 2}}
$$

In the rectilinear coordinates $\Delta_{\mathrm{tr}}$ is just the usual Laplace operator in $\mathbb{R}^{3}$. The total volume element in the full configuration space $Q=Q_{\mathrm{tr}} \times Q_{\mathrm{int}}$ is given by

$$
\mathrm{d} v_{\mathrm{vol}}(x, V, \lambda, \mu, \varphi)=\mathrm{d}_{3} x \mathrm{~d} \nu(V, \lambda, \mu, U(\theta))
$$

where $\nu$ denotes the $\Gamma$-Riemannian volume measure on the internal configuration space $Q_{\text {int }}$.
When $J^{A B}=\mathrm{I} \eta^{A B}$, i.e., the body is isotropic and the potential depends only on invariants $\lambda, \mu$, then the solving procedure of Schrödinger equation may be partially algebraized. Namely, one can perform the Fourier analysis on $\operatorname{SO}(3, \mathbb{R})$, $\mathrm{SO}(2, \mathbb{R})$. What concerns the group $\mathrm{SO}(2, \mathbb{R})$ it is the usual Fourier series expansion on the circle, i.e., the function series combining the functions $\mathrm{e}^{\mathrm{i} k \theta}, k \in \mathbb{Z}$. The dependence on $V$-arguments is expanded into series combining the matrix elements of irreducible representations of the group $\mathrm{SO}(3, \mathbb{R})$, according to the Peter-Weyl Theorem [32]. These functions (found by Wigner) are traditionally denoted by $\mathfrak{D}^{j}{ }_{m m^{\prime}}$, where $j=0,1,2, \ldots$ (the set of non-negative integers) and $m, m^{\prime}=-j,-j+1, \ldots,-1,0,1, \ldots, j-1, j$ (i.e., integers from $-j$ to $j$ ). It is a good place here to mention that perhaps it might be reasonable to admit the situations with half-integer internal angular momentum, and so with $j$ running over the range of non-negative multiples of number $1 / 2$, i.e., $j=0,1 / 2,1,3 / 2, \ldots$. The quantum numbers $m, m^{\prime}$ then run over the range from $-j$ to $j$ jumping by one. In both cases $m, m^{\prime}$ run over $(2 j+1)$ values. Then the situations with half-integer $j$ would occur only in coincidence with half-integer values of $k$ in functions $\mathrm{e}^{\mathrm{i} k \theta}$. In any case, it is quite reasonable to proceed in this way when dealing with rigid and affine bodies in the dimension 3 [27-29]. However, here we do not go into details of this problem.
Usually to parametrize the group $\operatorname{SO}(3, \mathbb{R})$ one use the rotation vector $\bar{k}$, that is canonical coordinates of the first kind

$$
V(\bar{k})=\exp \left(k^{a} E_{a}\right), \quad\left(E_{a}\right)^{b}{ }_{c}=-\varepsilon_{a}{ }^{b}{ }_{c}
$$

where $E_{a}, a=1,2,3$, are basic antisymmetric matrices and $\varepsilon$ is the completely antisymmetric Ricci symbol, and the shifting of indices is understood in a trivial sense of the Kronecker "delta" $\delta_{a b}$. The length of vector $\bar{k}$, scalar $k=\sqrt{\bar{k} \cdot \bar{k}}$ is the angle of rotation, and the versor $\bar{n}=\frac{\bar{k}}{k}$ is his axis oriented in accordance with the right-hand rule. The scalar $k$ runs over range $[0, \pi]$ and $V(\pi \bar{n})=V(-\pi \bar{n})$, $\bar{n} \cdot \bar{n}=1$.
If we wish to admit "half integral spin", then instead of the group $\mathrm{SO}(3, \mathbb{R})$ we would have to use its covering $\operatorname{SU}(2)$, i.e., unitary unimodular complex $2 \times 2$ matrices. Then

$$
\mathrm{SU}(2) \ni u(\bar{k})=\exp \left(k^{a} e_{a}\right)=\cos \frac{k}{2} I_{2}-\mathrm{i} \frac{k^{a}}{k} \sin \frac{k}{2} \sigma_{a}
$$

where $\sigma_{a}$ are Pauli matrices, $e_{a}=\left(-\frac{\mathrm{i}}{2}\right) \sigma_{a}$ and the "angle of rotation" runs over the range $[0,2 \pi]$ thus twice larger. For any versor $\bar{n}(\bar{n} \cdot \bar{n}=1)$, we have then $u(2 \pi \bar{n})=-I_{2}$, where $I_{2}$ is the identity matrix $2 \times 2$.

We find that the $j$-th irreducible representation of $G=\mathrm{SU}(2)$ (or $\mathrm{SO}(3, \mathbb{R})$ ) is given by

$$
\mathfrak{D}^{j}(\bar{k})=\exp \left(\frac{\mathrm{i}}{\hbar} k^{a} S^{j}{ }_{a}\right)
$$

where $S^{j}{ }_{a}$ are Wigner matrices of the angular momentum with the Casimir quantum number $j$ and the square of magnitudes $\hbar^{2} j(j+1)$ ). In any case, $\mathfrak{D}^{j}$ are unitary $(2 j+1) \times(2 j+1)$ matrices.
The operators $\mathfrak{S}_{a}$ and $\mathbf{S}_{a}$ are given by

$$
\begin{equation*}
\mathfrak{S}_{a}=\frac{\hbar}{\mathrm{i}} \mathcal{L}_{a}, \quad \mathbf{S}_{a}=\frac{\hbar}{\mathrm{i}} \mathcal{R}_{a} \tag{21}
\end{equation*}
$$

which are proportional to the generators of the left and right regular translations in $\mathrm{SO}(3, \mathbb{R})$. They are self-adjoint in the sense of $\mathrm{L}^{2}(\mathrm{SO}(3, \mathbb{R}), \kappa)$ or $\mathrm{L}^{2}(\mathrm{SO}(2), \kappa)$, and for the functions $\Psi(\varphi)=\Psi(V, U, \lambda, \mu)$ in the sense of $\mathrm{L}^{2}(Q, \nu)$. For "small" values of $\bar{\varepsilon}$ we have

$$
\begin{aligned}
& f(V(\bar{k}) V(\bar{\varepsilon}))=f(V(\bar{k}))+\varepsilon^{i} \mathcal{R}_{i} f(V(\bar{k}))+\mathfrak{o}(\varepsilon) \\
& f(V(\bar{\varepsilon}) V(\bar{k}))=f(V(\bar{k}))+\varepsilon^{i} \mathcal{L}_{i} f(V(\bar{k}))+\mathfrak{o}(\varepsilon)
\end{aligned}
$$

where $\mathfrak{o}(\varepsilon)$ is small of higher order than $\varepsilon$ are formally self-adjoint and may be expressed in terms of the radius vector $\bar{k}$ by the formulas

$$
\begin{align*}
\mathcal{L}_{a} & =\frac{k}{2} \cot \frac{k}{2} \frac{\partial}{\partial k^{a}}+\left(1-\frac{k}{2} \cot \frac{k}{2}\right) \frac{k_{a}}{k} \frac{k^{b}}{k} \frac{\partial}{\partial k^{b}}+\frac{1}{2} \varepsilon_{a b}{ }^{c} k^{b} \frac{\partial}{\partial k^{c}}  \tag{22}\\
\mathcal{R}_{a} & =\frac{k}{2} \cot \frac{k}{2} \frac{\partial}{\partial k^{a}}+\left(1-\frac{k}{2} \cot \frac{k}{2}\right) \frac{k_{a}}{k} \frac{k^{b}}{k} \frac{\partial}{\partial k^{b}}-\frac{1}{2} \varepsilon_{a b}^{c} k^{b} \frac{\partial}{\partial k^{c}} \tag{23}
\end{align*}
$$

Using the operator which is the generator of rotations of the rotation vector, that is the internal automorphism in the group $\mathrm{SO}(3, \mathbb{R})$

$$
\mathcal{D}_{a}=\mathcal{L}_{a}-\mathcal{R}_{a}
$$

we can rewrite (22) and (23) in the following form

$$
\begin{aligned}
& \mathcal{L}_{a}=\frac{k_{a}}{2} \frac{\partial}{\partial k}-\frac{1}{2} \varepsilon_{a b}^{c} k^{b} \mathcal{D}_{c}+\frac{1}{2} \mathcal{D}_{a} \\
& \mathcal{R}_{a}=\frac{k_{a}}{2} \frac{\partial}{\partial k}-\frac{1}{2} \varepsilon_{a b}^{c} k^{b} \mathcal{D}_{c}-\frac{1}{2} \mathcal{D}_{a}
\end{aligned}
$$

The Casimir invariants have the form

$$
\begin{aligned}
\mathcal{L}^{2}=\mathcal{R}^{2} & =\mathcal{L}_{1}{ }^{2}+\mathcal{L}_{2}{ }^{2}+\mathcal{L}_{3}{ }^{2}=\mathcal{R}_{1}{ }^{2}+\mathcal{R}_{2}{ }^{2}+\mathcal{R}_{3}{ }^{2} \\
& =\left(\frac{\partial^{2}}{\partial k^{2}}+\cot \frac{k}{2} \frac{\partial}{\partial k}\right)+\frac{1}{4 \sin ^{2} \frac{k}{2}} \mathcal{D}^{2}
\end{aligned}
$$

where

$$
\mathcal{D}^{2}=\mathcal{D}_{1}^{2}+\mathcal{D}_{2}^{2}+\mathcal{D}_{3}^{2}
$$

is the Casimir invariant for $\mathcal{D}_{a}$. Let us remind that $\mathfrak{S}_{a}(21)$ are operators of the internal angular momentum (spin) in the laboratory representation, and $\mathbf{S}_{a}(21)$ are auxiliary operators, components of the spin in the system of axes connected with the moving top. The left-hand Poisson brackets have the following form

$$
\frac{1}{\mathrm{i} \hbar}\left[\mathfrak{S}_{a}, \mathfrak{S}_{b}\right]=\varepsilon_{a b}^{c} \mathfrak{S}_{c}, \quad \frac{1}{\mathrm{i} \hbar}\left[\mathbf{S}_{a}, \mathbf{S}_{b}\right]=-\varepsilon_{a b}^{c} \mathbf{S}_{c}
$$

Obviously

$$
\mathfrak{S}^{2}=\sum_{a}\left(\mathfrak{S}_{a}\right)^{2}=\mathbf{S}^{2}=\sum_{a}\left(\mathbf{S}_{a}\right)^{2}
$$

We have the following relations

$$
\begin{aligned}
& \mathfrak{S}_{a} \mathfrak{D}^{j}=S^{j}{ }_{a} \mathfrak{D}^{j}, \quad \mathbf{S}_{a} \mathfrak{D}^{j}=\mathfrak{D}^{j} S^{j}{ }_{a}, \quad \mathfrak{S}^{2} \mathfrak{D}^{j}=\mathbf{S}^{2} \mathfrak{D}^{j}=\hbar^{2} j(j+1) \mathfrak{D}^{j} \\
& \mathfrak{S}_{3} \mathfrak{D}_{m m^{\prime}}^{j}=\hbar m \mathfrak{D}_{m m^{\prime}}^{j}, \quad \mathbf{S}_{3} \mathfrak{D}_{m m^{\prime}}^{j}=\hbar m^{\prime} \mathfrak{D}_{m m^{\prime}}^{j} .
\end{aligned}
$$

Operators $\mathfrak{S}_{a}, \mathbf{S}_{a}, \mathbf{p}_{\theta}, \mathbf{H}=\mathbf{T}+V(\lambda, \mu)$, where $\mathbf{T}$ given by (19), (20) are formally self-adjoint.
Let us make the aforementioned Weyl-Peter expansion

$$
\Psi(V ; \lambda, \mu ; \theta)=\sum_{j, m, m^{\prime}, k} f_{m^{\prime}, m}^{j, k}(\lambda, \mu) \mathfrak{D}_{m m^{\prime}}^{j}(V) \mathrm{e}^{\mathrm{i} k \theta}
$$

Expansion expression has a compact form in matrix terms

$$
\Psi(V ; \lambda, \mu ; \theta)=\sum_{j, k} \operatorname{Tr}\left(f^{j, k}(\lambda, \mu) \mathfrak{D}^{j}(V)\right) \mathrm{e}^{\mathrm{i} k \theta}
$$

The action of the operators $\mathfrak{S}_{a}$ and $\mathbf{S}_{a}$ on $\Psi$ is algebraically represented in such a way that the reduced amplitudes $f_{m^{\prime}, m}^{j, k}$ interpreted with the fixed values of $j, k$ as $(2 j+1) \times(2 j+1)$ matrices with indices $m^{\prime}, m$ are transformed as follows

$$
f^{j, k} \mapsto S^{j}{ }_{a} f^{j, k}, \quad f^{j, k} \mapsto f^{j, k} S_{a}{ }^{j} .
$$

and $\mathbf{p}_{\theta}$ (18) acts on $\Psi$ by a rule

$$
f^{j, k} \mapsto \hbar k f^{j, k} .
$$

If we use the isotropic internal Hamiltonian

$$
\mathbf{H}=\mathbf{T}+\mathcal{V}(\lambda, \mu)
$$

then the stationary Schrödinger equation

$$
\mathbf{H} \Psi=E \Psi
$$

becomes reduced to the system of independent equations for the matrix amplitudes $f^{j, k}(\lambda, \mu)$

$$
H^{j, k} f^{j, k}=E^{j, k} f^{j, k}
$$

where

$$
\begin{aligned}
H^{j, k} f^{j, k}= & \frac{S_{1}^{j^{2}}}{2 J \mu^{2}} f^{j, k}+\frac{S_{2}^{j^{2}}}{2 J \lambda^{2}} f^{j, k}+\frac{\lambda^{2}+\mu^{2}}{2 J\left(\lambda^{2}-\mu^{2}\right)^{2}} S_{3}^{j^{2}} f^{j, k} \\
& +\frac{\lambda^{2}+\mu^{2}}{2 J\left(\lambda^{2}-\mu^{2}\right)^{2}} \hbar^{2} k^{2} f^{j, k}-\frac{2 \lambda \mu}{J\left(\lambda^{2}-\mu^{2}\right)^{2}} S_{3}^{j^{2}} \hbar k f^{j, k} \\
& -\frac{\hbar^{2}}{2 J} \frac{1}{\mathcal{P}} \frac{\partial}{\partial \lambda}\left(\mathcal{P} \frac{\partial}{\partial \lambda} f^{j, k}\right)-\frac{\hbar^{2}}{2 J} \frac{1}{\mathcal{P}} \frac{\partial}{\partial \mu}\left(\mathcal{P} \frac{\partial}{\partial \mu} f^{j, k}\right)+V f^{j, k} .
\end{aligned}
$$

We obtain, the family of reduced Schrödinger equations for the system of matrixvalued amplitudes $f^{j, k}(\lambda, \mu)$. These amplitudes are dependent on deformation invariants.
In this way the number of degrees of freedom of internal motion of our model is effectively reduced from six to two. The price we pay is that we obtain the system of Schrödinger equations for multicomponent complex amplitudes, however, depending only on two variables. Surprisingly enough, at least on this general level, the quantum theory is simpler than the classical one. On the classical level there is no direct way to reduce effectively the number of degrees of freedom and perform the partial reduction to relatively autonomous dynamics of deformation invariants. This reduction is possible only for models with high symmetries, when both the inertial tensor and the potential energy are isotropic. For example for the potentials which we use in the classical case (14), (15) and (16).
Comments: And what about the possibility of half-integer spin? In non-degenerate three-dimensional models it appeared in a natural way by taking instead of $\operatorname{GL}(3, \mathbb{R})$ its covering group $\overline{\mathrm{GL}}(3, \mathbb{R})$. In the two-polar decomposition the orthogonal group $\mathrm{SO}(3, \mathbb{R})$ had to be replaced by the universal covering group $\operatorname{SU}(2)$. The same may be done here. Namely, the $\mathrm{SO}(3, \mathbb{R})$-factor of the decomposition must be replaced by $\operatorname{SU}(2)$. And the resulting wave functions must satisfy a condition that they combine expressions $\mathfrak{D}^{j}{ }_{m m^{\prime}}(u) \mathrm{e}^{\mathrm{i} k \theta}$ in such a way that either both $j$ and $k$ in the admissible superposition are integers, or both of them are halfintegers.
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