# ILL-POSEDNESS ISSUE FOR THE DRIFT DIFFUSION SYSTEM IN THE HOMOGENEOUS BESOV SPACES 

Tsukasa IWABUCHI and Takayoshi OGAWA

(Received February 13, 2015, revised September 11, 2015)


#### Abstract

We consider the ill-posedness issue for the drift-diffusion system of bipolar type by showing that the continuous dependence on initial data does not hold generally in the scaling invariant Besov spaces. The scaling invariant Besov spaces are $\dot{B}_{p, \sigma}^{-2+n / p}\left(\mathbb{R}^{n}\right)$ with $1 \leq p, \sigma \leq \infty$ and we show the optimality of the case $p=2 n$ to obtain the well-posedness and the ill-posedness for the drift-diffusion system of bipolar type.


## 1. Introduction

We consider the ill-posedness issue for the initial value problems of a drift-diffusion equation of bipolar type:

$$
\begin{cases}\partial_{t} u-\Delta u+\kappa \nabla \cdot(u \nabla \psi)=0, & t>0, x \in \mathbb{R}^{n},  \tag{1.1}\\ \partial_{t} v-\Delta v-\kappa \nabla \cdot(v \nabla \psi)=0, & t>0, x \in \mathbb{R}^{n}, \\ -\Delta \psi=v-u, & t>0, x \in \mathbb{R}^{n}, \\ u(0, x)=u_{0}(x), v(0, x)=v_{0}(x), & x \in \mathbb{R}^{n},\end{cases}
$$

where $u$ and $v$ are the particle density of negative and positive electric charge, $\kappa$ is the coupling constant and we assume $\kappa= \pm 1 . u_{0}$ and $v_{0}$ are given initial data. The system (1.1) was originally considered for an initial boundary value problem with Dirichlet or Neumann boundary condition as simplest model of a semi-conductor device simulation and we refer to $[1,6,8,11,19,24]$ for the related results. As the model of the semiconductor device simulation, the mono-polar model is also considered;

$$
\begin{cases}\partial_{t} u-\Delta u+\kappa \nabla \cdot(u \nabla \psi)=0, & t>0, x \in \mathbb{R}^{n},  \tag{1.2}\\ -\Delta \psi=u, & t>0, x \in \mathbb{R}^{n}, \\ u(0, x)=u_{0}(x), & x \in \mathbb{R}^{n} .\end{cases}
$$

The well-posedness issue was considered in both models (1.1) and (1.2) (see for instance, [9], [14], [15], [17], [18], [22], [30]). We note that the mono-polar model is considered as the limiting model of the Keller-Segel system in the chemotaxis and there are large literatures for this direction [3], [5], [9], [12], [14], [15], [20], [21], [22], [28].

The both of the problems (1.1) and (1.2) share the common scaling invariant property. Namely under the scaling transform

$$
\left\{\begin{array}{l}
u_{\lambda}(t, x)=\lambda^{2} u\left(\lambda^{2} t, \lambda x\right),  \tag{1.3}\\
v_{\lambda}(t, x)=\lambda^{2} v\left(\lambda^{2} t, \lambda x\right), \\
\psi_{\lambda}(t, x)=\psi\left(\lambda^{2} t, \lambda x\right)
\end{array}\right.
$$

with $\lambda>0$, the equations in (1.1) and (1.2) remain invariant. Then the common invariant space by the scaling (1.3) in the Bochner space $L^{\theta}\left(\mathbb{R}_{+} ; L^{p}\left(\mathbb{R}^{n}\right)\right)$ is given by a restriction on $(\theta, p)$ with

$$
2=\frac{2}{\theta}+\frac{n}{p} .
$$

In particular for $\theta=\infty$, the solution is consistent and we reach the invariant function spaces for (1.1) as $(u, v, \psi) \in L^{n / 2}\left(\mathbb{R}^{n}\right) \times L^{n / 2}\left(\mathbb{R}^{n}\right) \times L^{\infty}\left(\mathbb{R}^{n}\right)$. Such a critical space can be generalized by term of the homogeneous Besov spaces with negative regularity indices such as $\dot{B}_{p, \sigma}^{-2+n / p}\left(\mathbb{R}^{n}\right)$.

According to the analytical and scaling structure of the nonlinear coupling term, the most of basic feature for the solutions to both the bipolar system (1.1) and the mono-polar system (1.2) are similar and common except the limiting class of the well-posedness. Namely, there appears a difference between (1.1) and (1.2) for the invariant limiting function spaces with low regularity. To specify the critical space for the well-posedness precisely, we necessarily introduce the scaling invariant Besov spaces $\dot{B}_{p, \infty}^{-2+n / p}\left(\mathbb{R}^{n}\right)$ with $1 \leq$ $p \leq \infty$. It is shown by Iwabuchi [9] that the initial value problem (1.2) of the monopolar type is well-posed for small initial data in the Besov spaces $\dot{B}_{p, \infty}^{-2+n / p}\left(\mathbb{R}^{n}\right)$ with $n / 2<p<\infty$ and ill-posed in $\dot{B}_{\infty, \infty}^{-2}\left(\mathbb{R}^{n}\right)$. This shows that the case $p=\infty$ is threshold for the wellposedness issue of the mono-polar type (1.2). On the other hand for the equation (1.1), Zhang-Liu-Ciu [30] showed that the problem is well-posed in $\dot{B}_{p, \infty}^{-2+n / p}\left(\mathbb{R}^{n}\right)$ with $n / 2<p<2 n$, however no ill-posed result can be found in the literatures.

In this paper we show that the critical space for the well-posedness and the illposedness to the equation (1.1) is identified as $p=2 n$ through the study of the illposedness in the Besov spaces $\dot{B}_{p, \infty}^{-2+n / p}\left(\mathbb{R}^{n}\right)(2 n \leq p \leq \infty)$.

We define the homogeneous Sobolev spaces and the Besov spaces and state our theorems.

We denote the function spaces of rapidly decreasing functions by $\mathcal{S}\left(\mathbb{R}^{n}\right)$, tempered distributions by $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$, and polynomials by $\mathcal{P}\left(\mathbb{R}^{n}\right)$.

Definition (the homogeneous Sobolev spaces). For any $s \in \mathbb{R}, 1 \leq p \leq \infty$, the homogeneous Sobolev space $\dot{H}_{p}^{s}\left(\mathbb{R}^{n}\right)$ is defined by

$$
\dot{H}_{p}^{s}=\dot{H}_{p}^{s}\left(\mathbb{R}^{n}\right):=\left\{f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right) / \mathcal{P}\left(\mathbb{R}^{n}\right) \mid\|f\|_{\dot{H}_{p}^{s}}:=\left\|\mathcal{F}^{-1}\left[|\xi|^{s} \hat{f}(\xi)\right]\right\|_{L^{p}\left(\mathbb{R}^{n}\right)}<\infty\right\}
$$

where $\mathcal{F}^{-1}$ denotes the inverse Fourier transform.

Definition (the homogeneous Besov spaces). Let $\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ be satisfying the following:

$$
\operatorname{supp} \hat{\phi} \subset\left\{\xi \in \mathbb{R}^{n}\left|2^{-1} \leq|\xi| \leq 2\right\}, \quad \sum_{j \in \mathbb{Z}} \hat{\phi}\left(\frac{\xi}{2^{j}}\right)=1 \quad \text { for } \quad \xi \in \mathbb{R}^{n} \backslash\{0\},\right.
$$

where $\hat{\phi}$ is the Fourier transform of $\phi$, and let $\left\{\phi_{j}\right\}_{j \in \mathbb{Z}}$ be defined by

$$
\phi_{j}(x):=2^{n j} \phi\left(2^{j} x\right) \quad \text { for } \quad j \in \mathbb{Z}, x \in \mathbb{R}^{n} .
$$

Then, for any $s \in \mathbb{R}, 1 \leq p, \sigma \leq \infty$, the homogeneous Besov space $\dot{B}_{p, \sigma}^{s}\left(\mathbb{R}^{n}\right)$ is defined by

$$
\dot{B}_{p, \sigma}^{s}\left(\mathbb{R}^{n}\right):=\left\{f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right) / \mathcal{P}\left(\mathbb{R}^{n}\right) \mid\|f\|_{\dot{B}_{p, \sigma}^{s}}:=\left\|\left\{2^{s j}\left\|\phi_{j} * f\right\|_{L^{p}\left(\mathbb{R}^{n}\right)}\right\}_{j \in \mathbb{Z}}\right\|_{l^{\sigma}(\mathbb{Z})}<\infty\right\}
$$

REMARK. One can regard the above homogeneous spaces as a subspace of $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ for some $s, p, q$. Indeed, if $s$ and $p$ satisfy $s<n / p$, then the homogeneous Sobolev space $\dot{H}_{p}^{s}\left(\mathbb{R}^{n}\right)$ is equivalent to

$$
\left\{u \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right) \mid\|u\|_{\dot{H}_{p}^{s}}<\infty, u=\sum_{j \in \mathbb{Z}} \phi_{j} * u \text { in } \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)\right\}
$$

If $s<n / p$ with $1 \leq q \leq \infty$, or $s=n / p$ with $q=1$, the Besov space $\dot{B}_{p, q}^{s}\left(\mathbb{R}^{n}\right)$ is also equivalent to

$$
\left\{u \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right) \mid\|u\|_{\dot{B}_{p, q}^{s}}<\infty, u=\sum_{j \in \mathbb{Z}} \phi_{j} * u \text { in } \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)\right\} .
$$

These equivalence are due to the argument by Kozono-Yamazaki [16].

Theorem 1.1. Let $n \geq 2, \kappa= \pm 1$ and let $p, \sigma$ satisfy

$$
\begin{equation*}
2 n<p \leq \infty \quad \text { and } \quad 1 \leq \sigma \leq \infty, \quad \text { or } \quad p=2 n \quad \text { and } \quad 2<\sigma \leq \infty \tag{1.4}
\end{equation*}
$$

Then, there exist a sequence of times $\left\{T_{N}\right\}_{N}$ with $T_{N} \rightarrow 0(N \rightarrow \infty)$ and a sequence of smooth and rapidly decreasing initial data $\left\{u_{0, N}\right\}_{N},\left\{v_{0, N}\right\}_{N}(N=1,2, \ldots)$ such that the corresponding sequence of smooth solutions $\left\{u_{N}\right\}_{N},\left\{v_{N}\right\}_{N}$ to (1.1) with $u_{N}(0)=u_{0, N}$ and $v_{N}(0)=v_{0, N}$ satisfies

$$
\begin{aligned}
& \lim _{N \rightarrow \infty}\left\|u_{0, N}\right\|_{\dot{B}_{p, c}^{-2+/ / p}}=0, \quad \lim _{N \rightarrow \infty}\left\|v_{0, N}\right\|_{\dot{B}_{p, c}^{-2+n / p}}=0, \\
& \lim _{N \rightarrow \infty}\left\|u_{N}\left(T_{N}\right)\right\|_{\dot{B}_{p, \sigma}^{-2+n / p}}=\infty, \quad \lim _{N \rightarrow \infty}\left\|v_{N}\left(T_{N}\right)\right\|_{\dot{B}_{p, \sigma}^{-2+n} / p}=\infty
\end{aligned}
$$

REMARK. We should make the function space clear where the solution in the above theorem belongs to. There is no result of well-posedness to the system (1.1) in Besov spaces $\dot{B}_{p, \sigma}^{s}\left(\mathbb{R}^{n}\right)$ under the condition (1.4). In the proof of theorem, we justify the solutions in the space $C\left([0, T], M_{n, 1}\left(\mathbb{R}^{n}\right)\right)$, where $M_{n, 1}\left(\mathbb{R}^{n}\right)$ is the modulation space specified in Section 2. We note that these solutions are in the space $C\left([0, T], \dot{B}_{n, 1}^{-1}\left(\mathbb{R}^{n}\right)\right)$, and it is known that the local well-posedness is obtained in the space $\dot{B}_{n, 1}^{-1}\left(\mathbb{R}^{n}\right)$ by the result [30]. Therefore initial data and corresponding solutions can be constructed with enough smoothness to guarantee justification of solutions.

Remark. We note that when $n=2, p=4$ and $\sigma=2$, the Besov space $\dot{B}_{4,2}^{-3 / 2}\left(\mathbb{R}^{2}\right)$ is the critical space for the well-posedness and ill-posedness. Indeed, one can show the global well-posedness for small initial data in $\dot{B}_{4,2}^{-3 / 2}\left(\mathbb{R}^{2}\right)$. In general, for $p=2 n$ with $1 \leq \sigma \leq 2$ except for $(n, \sigma)=(2,2)$, one can show the ill-posedness in the analogous way in Theorem 1.1.

The main reason why the limitation of the well-posedness class is different in two problems (1.1) and (1.2) is because it depends on how much order the nonlinearity can exhibit derivatives and hence it depends on the symmetry of the nonlinear coupling. For the equation (1.2) of mono-polar type, the nonlinear term $u \nabla(-\Delta)^{-1} u$ satisfies

$$
\begin{align*}
\partial_{x_{j}} u \partial_{x_{j}}(-\Delta)^{-1} u= & \frac{1}{2} \partial_{x_{j}}(-\Delta)\left\{\left((-\Delta)^{-1} u\right)\left(\partial_{x_{j}}(-\Delta)^{-1} u\right)\right\} \\
& +\partial_{x_{j}} \nabla \cdot\left\{\left((-\Delta)^{-1} u\right)\left(\nabla \partial_{x_{j}}(-\Delta)^{-1} u\right)\right\}  \tag{1.5}\\
& +\frac{1}{2} \partial_{x_{j}}^{2}\left\{\left((-\Delta)^{-1} u\right) u\right\},
\end{align*}
$$

which was observed in [9] and hence we can treat the nonlinear term $\nabla \cdot\left(u \nabla(-\Delta)^{-1} u\right)$ as a doubly divergence form such as $|\nabla|^{2}\left\{\left(|\nabla|^{-2} u\right) u\right\}$. This enables us to treat the equation in the weaker Besov space up to $\dot{B}_{p, \infty}^{-2+n / p}$ with $2 \leq p<\infty$ and $\dot{B}_{\infty, 2}^{-2}$. On the other hand for the bipolar type (1.1), the nonlinear term $\nabla \cdot\left(u \nabla(-\Delta)^{-1} v\right)$ has lack of symmetry in the nonlinear structure which prevents to have such a good expression as (1.5).

To be more precise, let $\chi$ be a characteristic function which support is $[-1,1]$ and $e_{1}:=(1,0, \ldots, 0)$, and we take initial data as

$$
u_{0}=N^{2-n / p} \mathcal{F}^{-1}\left[\chi\left(\cdot-N e_{1}\right)\right], \quad v_{0}=N^{2-n / p} \mathcal{F}^{-1}\left[\chi\left(\cdot+N e_{1}\right)\right] .
$$

We note that the Fourier transforms of $u_{0}$ and $v_{0}$ are supported locally at particular frequency $N$ and $-N$, respectively, and $\left\|u_{0}\right\|_{\dot{H}_{p}^{-2+n / p}},\left\|v_{0}\right\|_{\dot{H}_{p}^{-2+n / p}}$ are independent of $N$, where $\dot{H}_{p}^{s}\left(\mathbb{R}^{n}\right)$ is the homogeneous Sobolev space. By the Duhamel formula, we write the solution by the integral equations:

$$
\begin{align*}
& u(t)=e^{t \Delta} u_{0}-\kappa \int_{0}^{t} e^{(t-\tau) \Delta} \nabla \cdot\left(u \nabla(-\Delta)^{-1}(v-u)\right) d \tau  \tag{1.6}\\
& v(t)=e^{t \Delta} v_{0}+\kappa \int_{0}^{t} e^{(t-\tau) \Delta} \nabla \cdot\left(v \nabla(-\Delta)^{-1}(v-u)\right) d \tau
\end{align*}
$$

Since both of $u$ and $v$ are treated similarly, we consider the nonlinear term of $u$ only. Then, we approximate the nonlinear part in the right hand side by a linear solution $u \cong e^{\tau \Delta} u_{0}, v \cong e^{\tau \Delta} v_{0}$ and it follows that

$$
\begin{align*}
& \left\|\int_{0}^{t} e^{(t-\tau) \Delta} \nabla \cdot\left(e^{\tau \Delta} u_{0} \nabla(-\Delta)^{-1} e^{t \Delta}\left(v_{0}-u_{0}\right)\right) d \tau\right\|_{\dot{H}_{p}^{-2+n / p}}  \tag{1.7}\\
& =\| \mathcal{F}^{-1}\left[|\xi|^{-2+n / p} \xi\right. \\
& \left.\quad \cdot \int_{\mathbb{R}^{n}} \hat{u}_{0}(\xi-\eta)\left(\hat{v}_{0}(\eta)-\hat{u}_{0}(\eta)\right) \frac{\eta}{|\eta|^{2}} \int_{0}^{t} e^{-(t-\tau)|\xi|^{2}} e^{-\tau|\xi-\eta|^{2}} e^{-\tau|\eta|^{2}} d \tau d \eta\right] \|_{L^{p}} \\
& =\left\|\mathcal{F}^{-1}\left[|\xi|^{-2+n / p} \xi \cdot \int_{\mathbb{R}^{n}} \hat{u}_{0}(\xi-\eta)\left(\hat{v}_{0}(\eta)-\hat{u}_{0}(\eta)\right) \frac{\eta}{|\eta|^{2}} \frac{e^{-t|\xi|^{2}}\left(e^{2 t(\xi-\eta) \cdot \eta}-1\right)}{2(\xi-\eta) \cdot \eta} d \eta\right]\right\|_{L^{p}} \\
& \cong\left\|\mathcal{F}^{-1}\left[|\xi|^{-2+n / p} \xi \cdot \int_{\mathbb{R}^{n}} \hat{u}_{0}(\xi-\eta) \widehat{v}_{0}(\eta) \frac{N}{N^{2}} \frac{1}{2 N^{2}} d \eta\right]\right\|_{L^{p}} \\
& \cong\left\|\mathcal{F}^{-1}\left[|\xi|^{-2+n / p} \xi \chi(\xi)\right]\right\|_{L^{p}} N^{2(2-n / p)} N^{-1} N^{-2} \\
& \cong N^{1-2 n / p .} .
\end{align*}
$$

The last term diverges as $N \rightarrow \infty$ if $p>2 n$. On the other hand for the part with the convolution of $\hat{u}_{0}$ and $\hat{u}_{0}$, we have from the structure $\nabla \cdot\left(u \nabla(-\Delta)^{-1} u\right) \cong|\nabla|^{2}\left\{\left(|\nabla|^{-2} u\right) u\right\}$
by (1.5) and the support of $\hat{u}_{0} * \hat{u}_{0}$ being in the neighborhood of the frequency $2 N$

$$
\begin{align*}
& \left\|\mathcal{F}^{-1}\left[|\xi|^{-2+n / p} \xi \cdot \int_{\mathbb{R}^{n}} \hat{u}_{0}(\xi-\eta) \hat{u}_{0}(\eta) \frac{\eta}{|\eta|^{2}} \frac{e^{-t|\xi|^{2}}\left(e^{2 t(\xi-\eta) \cdot \eta}-1\right)}{2(\xi-\eta) \cdot \eta} d \eta\right]\right\|_{L^{p}} \\
& \cong\left\|\mathcal{F}^{-1}\left[|\xi|^{n / p} \chi(\xi-2 N)\right]\right\|_{L^{p}} N^{2(2-n / p)} N^{-2} N^{-2}  \tag{1.8}\\
& \cong N^{-n / p}
\end{align*}
$$

and the last term is bounded for all $p \geq 1$ and $N \in \mathbb{N}$. Therefore, one can expect the divergence of the nonlinear term in (1.6) when $p>2 n$ as $N \rightarrow \infty$ by (1.7) and (1.8), while the norms of the initial data are bounded by some constant independent of $N$.

For the precise proof, we introduce an asymptotic expansion of solutions in terms of the order of the iterative succession by the initial data, and we justify it in the modulation space $M_{n, 1}\left(\mathbb{R}^{n}\right)$ which is shown in Section 3. The usage of the modulation space is useful whenever we consider the nonlinear term since $M_{n, 1}\left(\mathbb{R}^{n}\right)$ is a Banach algebra. Then we show the term observed in (1.7) tends to $\infty$ and the other terms in the asymptotic expansion are small.

In Section 4, we give a sequence of initial data and solutions satisfying the statement of our theorem by the use of the asymptotic expansion introduced in Section 3. We treat the system (1.1) with $\kappa=1$ only in the following sections since the case $\kappa=-1$ can be treated analogously. Finally in Section 5, we compare the results on the local well-posedness for the incompressible Navier-Stokes system in three dimensions.

## 2. Preliminary

We introduce the modulation spaces $M_{p, \sigma}\left(\mathbb{R}^{n}\right)$ and show some facts for the bilinear term of functions in the modulation spaces which will be used in the proof of our theorem. In what follows, we denote various constants simply by $C>0$.

Definition (the modulation spaces). Let $\chi_{k}$ is the Fourier window function that satisfies

$$
\operatorname{supp} \hat{\chi}_{k} \subset\left\{\xi \in \mathbb{R}^{n} \mid k_{j}-1 \leq \xi_{j} \leq k_{j}+1 \text { for } j=1,2, \ldots, n\right\}, \quad \sum_{k \in \mathbb{Z}^{n}} \hat{\chi}_{k}(\xi) \equiv 1
$$

Then, for any $1 \leq p, \sigma \leq \infty$, the modulation space $M_{p, \sigma}=M_{p, \sigma}\left(\mathbb{R}^{n}\right)$ is defined by

$$
\left.M_{p, \sigma}\left(\mathbb{R}^{n}\right):=\left\{f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right) \mid\|f\|_{M_{p, \sigma}}:=\left\|\left\{\left\|\chi_{k} * f\right\|_{L^{p}\left(\mathbb{R}^{n}\right)}\right\}_{k \in \mathbb{Z}^{n}}\right\|_{l^{\sigma} \sigma} \mathbb{Z}^{n}\right)<\infty\right\}
$$

Lemma 2.1 ([7], [25], [27]). (i) $M_{p_{1}, \sigma_{1}}\left(\mathbb{R}^{n}\right) \subset M_{p_{2}, \sigma_{2}}\left(\mathbb{R}^{n}\right)$ if $p_{1} \leq p_{2}$ and $\sigma_{1} \leq \sigma_{2}$.
(ii) Let $1 \leq p, p^{\prime} \leq \infty$ satisfy $1 / p+1 / p^{\prime}=1$. Then, it holds that

$$
M_{p, \min \left\{p, p^{\prime}\right\}}\left(\mathbb{R}^{n}\right) \subset L^{p}\left(\mathbb{R}^{n}\right) \subset M_{p, \max \left\{p, p^{\prime}\right\}}\left(\mathbb{R}^{n}\right) .
$$

(iii) Let $1 \leq p, \sigma \leq \infty$. Then, there exists $C>0$ such that

$$
\begin{equation*}
\left\||\nabla| e^{t \Delta} f\right\|_{M_{p, \sigma}} \leq C t^{-1 / 2}\|f\|_{M_{p, \sigma}} . \tag{2.1}
\end{equation*}
$$

(iv) Let $1 \leq p \leq \infty$. Then, there exists $C>0$ such that

$$
\begin{equation*}
\|f g\|_{M_{p, 1}} \leq C\|f\|_{M_{p, 1}}\|g\|_{M_{p, 1}} . \tag{2.2}
\end{equation*}
$$

See for the proof, [7], [25], [27]. The following is the lemma for the estimate in Besov spaces.

Lemma 2.2. (i) [13] Let $s_{0}<s_{1}$ and $1 \leq p \leq \infty$. Then, there exists $C>0$ such that

$$
\begin{equation*}
\left\|e^{t \Delta} f\right\|_{\dot{B}_{p, 1}^{s_{1}}} \leq C t^{-\left(s_{1}-s_{0}\right) / 2}\|f\|_{\dot{B}_{p, \infty}^{s_{0}^{0}}}, \tag{2.3}
\end{equation*}
$$

for all $f \in \dot{B}_{p, \infty}^{s_{1}}\left(\mathbb{R}^{n}\right)$.
(ii) [9] Let $p, p_{1}, p_{2}$ satisfy $1 \leq p, p_{1}, p_{2} \leq \infty, 1 / p=1 / p_{1}+1 / p_{2}$. Then, there exists $C>0$ such that

$$
\begin{equation*}
\left\|f \nabla(-\Delta)^{-1} g+g \nabla(-\Delta)^{-1} f\right\|_{\dot{B}_{p, \infty}^{-1}} \leq C\|f\|_{\dot{B}_{p, 1}^{-1}}^{-1}\|g\|_{\dot{B}_{2}^{-1}, 1}, \tag{2.4}
\end{equation*}
$$

for all $f \in \dot{B}_{p_{1}, 1}^{-1}\left(\mathbb{R}^{n}\right)$ and $g \in \dot{B}_{p_{2}, 1}^{-1}\left(\mathbb{R}^{n}\right)$.

## 3. Asymptotic expansion

We introduce the asymptotic expansion of the solution to (1.1) by some small parameter $\varepsilon>0$ as

$$
\begin{aligned}
u & =U_{0}+\varepsilon U_{1}+\varepsilon^{2} U_{2}+\varepsilon^{3} U_{3}+\cdots \\
v & =V_{0}+\varepsilon V_{1}+\varepsilon^{2} V_{2}+\varepsilon^{3} V_{3}+\cdots
\end{aligned}
$$

with the initial data

$$
\begin{aligned}
& u_{0}=\varphi=\varphi_{0}+\varepsilon \varphi_{1}+\varepsilon^{2} \varphi_{2}+\cdots, \\
& v_{0}=\rho=\rho_{0}+\varepsilon \rho_{1}+\varepsilon^{2} \rho_{2}+\cdots
\end{aligned}
$$

For simplicity, let $F$ be defined by

$$
F(u, v):=-\nabla \cdot\left(u \nabla(-\Delta)^{-1} \nabla v\right),
$$

and let us consider $\kappa=1$ of the equation (1.1). If $u, v$ satisfy the equation (1.1), we have the followings on the term of order $\varepsilon^{k}$ with $k=0,1,2, \ldots$

$$
\begin{aligned}
& \varepsilon^{0}:\left\{\begin{array}{l}
\left(\partial_{t}-\Delta\right) U_{0}=F\left(U_{0}, V_{0}-U_{0}\right), \\
\left(\partial_{t}-\Delta\right) V_{0}=F\left(V_{0}, U_{0}-V_{0}\right), \\
U_{1}(0)=\varphi_{0}, V_{1}(0)=\rho_{0},
\end{array}\right. \\
& \varepsilon^{1}:\left\{\begin{array}{l}
\left(\partial_{t}-\Delta\right) U_{1}=F\left(U_{0}, V_{1}-U_{1}\right)+F\left(U_{1}, V_{0}-U_{0}\right), \\
\left(\partial_{t}-\Delta\right) V_{1}=F\left(V_{0}, U_{1}-V_{1}\right)+F\left(V_{1}, U_{0}-V_{0}\right), \\
U_{1}(0)=\varphi_{1}, V_{1}(0)=\rho_{1},
\end{array}\right. \\
& \varepsilon^{2}:\left\{\begin{array}{l}
\left(\partial_{t}-\Delta\right) U_{2}=F\left(U_{0}, V_{2}-U_{2}\right)+F\left(U_{1}, V_{1}-U_{1}\right)+F\left(U_{2}, V_{0}-U_{0}\right), \\
\left(\partial_{t}-\Delta\right) V_{2}=F\left(V_{0}, U_{2}-V_{2}\right)+F\left(V_{1}, U_{1}-V_{1}\right)+F\left(V_{2}, U_{0}-V_{0}\right), \\
U_{2}(0)=\varphi_{2}, V_{2}(0)=\rho_{2},
\end{array}\right.
\end{aligned}
$$

respectively. For our proof of the theorem, let $\varphi_{k}=0$ and $\rho_{k}=0$ for $k=0,2,3,4,5, \ldots$ without $k=1$ and we consider the initial data $u_{0}=\varepsilon \varphi_{1}, v_{0}=\varepsilon \rho_{1}$. The term of order $\varepsilon^{k}$ can be reduced as follows:

$$
\left.\begin{array}{l}
\varepsilon^{0}:\left\{\begin{array}{l}
\left(\partial_{t}-\Delta\right) U_{0}=0, \\
\left(\partial_{t}-\Delta\right) V_{0}=0, \\
U_{1}(0)=0, \quad V_{1}(0)=0,
\end{array}\right. \\
\varepsilon^{1}:\left\{\begin{array}{l}
\left(\partial_{t}-\Delta\right) U_{1}=0, \\
\left(\partial_{t}-\Delta\right) V_{1}=0, \\
U_{1}(0)=\varphi_{1}, \quad V_{1}(0)=\rho_{1},
\end{array}\right. \\
\varepsilon^{2}:\left\{\begin{array}{l}
\left(\partial_{t}-\Delta\right) U_{2}=F\left(U_{1}, V_{1}-U_{1}\right), \\
\left(\partial_{t}-\Delta\right) V_{2}=F\left(V_{1}, U_{1}-V_{1}\right), \\
U_{2}(0)=0, \quad V_{2}(0)=0,
\end{array}\right. \\
\ldots
\end{array}\right\} \begin{aligned}
& \left(\partial_{t}-\Delta\right) U_{k}=\sum_{k_{1}+k_{2}=k, k_{1}, k_{2} \geq 1} F\left(U_{k_{1}}, V_{k_{2}}-U_{k_{2}}\right), \\
& \varepsilon^{k}:\left\{\left(V_{k_{1}}, U_{k_{2}}-V_{k_{2}}\right), \quad \text { for } \quad k \geq 2 .\right. \\
& \left(\partial_{t}-\Delta\right) V_{k}=\sum_{k_{1}+k_{2}=k, k_{1}, k_{2} \geq 1} \\
& U_{k}(0)=0, \quad V_{k}(0)=0,
\end{aligned}
$$

Then, we introduce $U_{k}=U_{k}\left[\varphi_{1}, \rho_{1}\right]$ and $V_{k}=V_{k}\left[\varphi_{1}, \rho_{1}\right]$ for $k=1,2,3, \ldots$ inductively

$$
\begin{align*}
& \left\{\begin{array}{l}
U_{1}\left[\varphi_{1}, \rho_{1}\right](t):=e^{t \Delta} \varphi_{1}, \\
U_{k}\left[\varphi_{1}, \rho_{1}\right](t):=-\sum_{k_{1}+k_{2}=k, k_{1}, k_{2} \geq 1} \int_{0}^{t} e^{(t-\tau) \Delta} \nabla \cdot\left(U_{k_{1}} \cdot \nabla(-\Delta)^{-1}\left(V_{k_{2}}-U_{k_{2}}\right)\right) d \tau \\
\text { for any } k=2,3, \ldots,
\end{array}\right.  \tag{3.1}\\
& \left\{\begin{array}{l}
V_{1}\left[\varphi_{1}, \rho_{1}\right](t):=e^{t \Delta} \rho_{1}, \\
V_{k}\left[\varphi_{1}, \rho_{1}\right](t):=\sum_{k_{1}+k_{2}=k, k_{1}, k_{2} \geq 1} \int_{0}^{t} e^{(t-\tau) \Delta} \nabla \cdot\left(V_{k_{1}} \cdot \nabla(-\Delta)^{-1}\left(V_{k_{2}}-U_{k_{2}}\right)\right) d \tau \\
\text { for any } k=2,3, \ldots
\end{array}\right.
\end{align*}
$$

Therefore, we obtain a formal expansion

$$
\begin{aligned}
& u(t)=U\left[u_{0}, v_{0}\right](t):=\sum_{k=1} \varepsilon^{k} U_{k}\left[\varphi_{1}, \rho_{1}\right], \\
& v(t)=V\left[u_{0}, v_{0}\right](t):=\sum_{k=1} \varepsilon^{k} V_{k}\left[\varphi_{1}, \rho_{1}\right],
\end{aligned}
$$

as a solution to (1.1) with the initial data $u_{0}=\varepsilon \varphi_{1}, v_{0}=\varepsilon \rho_{1}$. Once we obtain the above expansion of the solution, the formal expansion can be justified by the use of the linear estimate of the propagator $e^{t \Delta}$ and the bilinear estimates in Section 2. Namely, we show the following result.

Proposition 3.1. For any $u_{0}, v_{0} \in M_{n, 1}\left(\mathbb{R}^{n}\right)$ with $|\nabla|^{-1} u_{0},|\nabla|^{-1} v_{0} \in M_{n, 1}\left(\mathbb{R}^{n}\right)$, there exist a small $T>0$ and a unique local solution $u=u(t, x), v=v(t, x)$ in $C\left([0, T), M_{n, 1}\left(\mathbb{R}^{n}\right)\right)$ to the Cauchy problem (1.1) with $|\nabla|^{-1} u,|\nabla|^{-1} v \in C([0, T)$, $\left.M_{n, 1}\left(\mathbb{R}^{n}\right)\right)$. Moreover they satisfy the following expansions in $C\left([0, T), M_{n, 1}\left(\mathbb{R}^{n}\right)\right)$ : For $0<\varepsilon \leq 1$,

$$
u(t)=\sum_{k=1}^{\infty} \varepsilon^{k} U_{k}\left[u_{0}, v_{0}\right](t), \quad v(t)=\sum_{k=1}^{\infty} \varepsilon^{k} V_{k}\left[u_{0}, v_{0}\right](t),
$$

where $U_{k}\left[u_{0}, v_{0}\right]$ and $V_{k}\left[u_{0}, v_{0}\right]$ are defined by (3.1) and (3.2).
Proof. Let $U_{k}:=U_{k}\left[u_{0}, v_{0}\right]$ and $V_{k}:=V\left[u_{0}, v_{0}\right]$ for simplicity. We consider the case $\varepsilon=1$ since the other case is the corollary of this case. Let $M, \tilde{M}>0$ be constants satisfying

$$
\begin{equation*}
\left\|u_{0}\right\|_{M_{n, 1}}+\left\|v_{0}\right\|_{M_{n, 1}} \leq M, \quad\left\||\nabla|^{-1} u_{0}\right\|_{M_{n, 1}}+\left\||\nabla|^{-1} v_{0}\right\|_{M_{n, 1}} \leq \tilde{M} . \tag{3.3}
\end{equation*}
$$

We claim that there exists $C_{0}>0$ such that for $k \geq 2$ and $\alpha \in\{0,-1\}$

$$
\begin{align*}
& \left\||\nabla|^{\alpha} U_{k}(t)\right\|_{M_{n, 1}}+\left\||\nabla|^{\alpha} V_{k}(t)\right\|_{M_{n, 1}} \\
& \leq \frac{C_{0}^{k-1}}{(k+1)^{2}}\left(t^{(k-1) / 2-\alpha / 2} M \tilde{M}^{k-1}+t^{k-3 / 2-\alpha / 2} M^{k-1} \tilde{M}\right) . \tag{3.4}
\end{align*}
$$

In the case $k=2$, we have for $\alpha=0$ and -1 from the smoothing effect of $e^{t \Delta}$ and (2.2)

$$
\begin{align*}
\left\||\nabla|^{\alpha} U_{2}\right\|_{M_{n, 1}} & \leq C\left\||\nabla|^{\alpha+1} \int_{0}^{t} e^{(t-\tau) \Delta} U_{1} \nabla(-\Delta)^{-1}\left(V_{1}-U_{1}\right) d \tau\right\|_{M_{n, 1}} \\
& \leq C \int_{0}^{t}(t-\tau)^{-(1+\alpha) / 2}\left\|U_{1} \nabla(-\Delta)^{-1}\left(V_{1}-U_{1}\right)\right\|_{M_{n, 1}} d \tau \\
& \leq C \int_{0}^{t}(t-\tau)^{-(1+\alpha) / 2}\left\|U_{1}\right\|_{M_{n, 1}}\left(\left\||\nabla|^{-1} V_{1}\right\|_{M_{n, 1}}+\left\||\nabla|^{-1} U_{1}\right\|_{M_{n, 1}}\right) d \tau  \tag{3.5}\\
& \leq C \int_{0}^{t}(t-\tau)^{-(1+\alpha) / 2} d \tau M \tilde{M} . \\
& \leq C t^{(1-\alpha) / 2} M \tilde{M} .
\end{align*}
$$

The estimate of $V_{2}$ is obtained in the same way as that of $U_{2}$ and we have (3.4) in the case $k=2$. For the constant $C_{1}>1$ satisfying the last inequality, let $C_{0}$ of (3.4) satisfy $C_{0} \geq 2^{7} C_{1}$, and we show (3.4) in the case $k \geq 3$ by induction. Let $k \geq 3$ and we assume (3.4) for $2,3, \ldots, k-1$. Then, we have on the estimate of $U_{k}$ from the boundedness of the Riesz transform in $M_{n, 1}\left(\mathbb{R}^{n}\right)$, the smoothing effect of $e^{t \Delta}$ and (2.2)

$$
\begin{align*}
& \left\||\nabla|^{\alpha} U_{k}(t)\right\|_{M_{n, 1}} \\
& \left.\leq C_{1} \sum_{k_{1}+k_{2}=k} \int_{0}^{t}(t-\tau)^{-(1+\alpha) / 2}\left\|U_{k_{1}}\right\|_{M_{n, 1}}\left(\left\||\nabla|^{-1} V_{k_{2}}\right\|_{M_{n, 1}}+\||\nabla|^{-1} U_{k_{2}}\right) \|_{M_{n, 1}}\right) d \tau \tag{3.6}
\end{align*}
$$

In the case $2 \leq k_{j} \leq k-1(j=1,2)$, we have from the assumption of the induction

$$
\begin{aligned}
& \left.C_{1} \int_{0}^{t}(t-\tau)^{-(1+\alpha) / 2}\left\|U_{k_{1}}\right\|_{M_{n, 1}}\left(\left\||\nabla|^{-1} V_{k_{2}}\right\|_{M_{n, 1}}+\||\nabla|^{-1} U_{k_{2}}\right) \|_{M_{n, 1}}\right) d \tau \\
& \leq C_{1} \int_{0}^{t}(t-\tau)^{-(1+\alpha) / 2} \frac{C_{0}^{k_{1}-1}}{\left(k_{1}+1\right)^{2}}\left(\tau^{\left(k_{1}-1\right) / 2} M \tilde{M}^{k_{1}-1}+\tau^{k_{1}-3 / 2} M^{k_{1}-1} \tilde{M}\right) \\
& \times \frac{C_{0}^{k_{2}-1}}{\left(k_{2}+1\right)^{2}}\left(\tau^{\left(k_{2}-1\right) / 2+1 / 2} M \tilde{M}^{k_{2}-1}+\tau^{k_{2}-3 / 2+1 / 2} M^{k_{2}-1} \tilde{M}\right) d \tau \\
& \leq \frac{C_{1} C_{0}^{k-2}}{\left(k_{1}+1\right)^{2}\left(k_{2}+1\right)^{2}} \cdot 2 t^{1 / 2-\alpha / 2}\left(t^{k / 2-1 / 2} M^{2} \tilde{M}^{k-2}+t^{k / 2+k_{2} / 2-3 / 2} M^{k_{2}} \tilde{M}^{k_{1}}\right. \\
& \left.+t^{k / 2+k_{1} / 2-3 / 2} M^{k_{1}} \tilde{M}^{k_{2}}+t^{k-5 / 2} M^{k-2} \tilde{M}^{2}\right) \\
& \leq \frac{2 C_{1} C_{0}^{k-2}}{\left(k_{1}+1\right)^{2}\left(k_{2}+1\right)^{2}}\left(t^{k / 2-\alpha / 2} M^{2} \tilde{M}^{k-2}+t^{k / 2+k_{2} / 2-1-\alpha / 2} M^{k_{2}} \tilde{M}^{k_{1}}\right. \\
& \left.+t^{k / 2+k_{1} / 2-1-\alpha / 2} M^{k_{1}} \tilde{M}^{k_{2}}+t^{k-2-\alpha / 2} M^{k-2} \tilde{M}^{2}\right) .
\end{aligned}
$$

We apply Young's inequalities to see that all 4 terms with $t, M$ and $\tilde{M}$ in the last inequality is bounded by

$$
t^{(k-1) / 2-\alpha / 2} M \tilde{M}^{k-1}+t^{k-3 / 2-\alpha / 2} M^{k-1} \tilde{M}
$$

which is in the right hand side of (3.4). Therefore, we obtain

$$
\begin{align*}
& \left.C_{1} \int_{0}^{t}(t-\tau)^{-(1+\alpha) / 2}\left\|U_{k_{1}}\right\|_{M_{n, 1}}\left(\left\||\nabla|^{-1} V_{k_{2}}\right\|_{M_{n, 1}}+\||\nabla|^{-1} U_{k_{2}}\right) \|_{M_{n, 1}}\right) d \tau \\
& \leq \frac{8 C_{1} C_{0}^{k-2}}{\left(k_{1}+1\right)^{2}\left(k_{2}+1\right)^{2}}\left(t^{(k-1) / 2-\alpha / 2} M \tilde{M}^{k-1}+t^{k-3 / 2-\alpha / 2} M^{k-1} \tilde{M}\right) . \tag{3.7}
\end{align*}
$$

In the case $\left(k_{1}, k_{2}\right)=(1, k-1)$, we can not use (3.4) for $k_{1}=1$ since the power of $t^{k_{1}-3 / 2}$ is negative. Then, we have from (3.3) for $k_{1}=1$, (3.4) for $k_{2}=k-1$ and Young's inequality

$$
\begin{align*}
& \left.C_{1} \int_{0}^{t}(t-\tau)^{-(1+\alpha) / 2}\left\|U_{1}\right\|_{M_{n, 1}}\left(\left\||\nabla|^{-1} V_{k-1}\right\|_{M_{n, 1}}+\||\nabla|^{-1} U_{k-1}\right) \|_{M_{n, 1}}\right) d \tau \\
& \leq C_{1} \int_{0}^{t}(t-\tau)^{-(1+\alpha) / 2} M \cdot \frac{C_{0}^{k-2}}{(k-1+1)^{2}}\left(\tau^{(k-2) / 2+1 / 2} M \tilde{M}^{k-2}\right. \\
& \left.\quad \quad+\tau^{k-1-3 / 2+1 / 2} M^{k-2} \tilde{M}\right) d \tau \\
& \leq \frac{C_{1} C_{0}^{k-2}}{k^{2}} \cdot 2 t^{1 / 2-\alpha / 2}\left(t^{k / 2-1 / 2} M^{2} \tilde{M}^{k-2}+t^{k-2} M^{k-1} \tilde{M}\right)  \tag{3.8}\\
& \leq \frac{2 C_{1} C_{0}^{k-2}}{k^{2}}\left(t^{k / 2-\alpha / 2} M^{2} \tilde{M}^{k-2}+t^{k-3 / 2-\alpha / 2} M^{k-1} \tilde{M}\right) \\
& \leq \frac{4 C_{1} C_{0}^{k-2}}{k^{2}}\left(t^{(k-1) / 2-\alpha / 2} M \tilde{M}^{k-1}+t^{k-3 / 2-\alpha / 2} M^{k-1} \tilde{M}\right) \\
& =\frac{16 C_{1} C_{0}^{k-2}}{\left(k_{1}+1\right)^{2}\left(k_{2}+1\right)^{2}}\left(t^{(k-1) / 2-\alpha / 2} M \tilde{M}^{k-1}+t^{k-3 / 2-\alpha / 2} M^{k-1} \tilde{M}\right) .
\end{align*}
$$

Similarly, for the case $\left(k_{1}, k_{2}\right)=(k-1,1)$, we also have from (3.4) for $k_{1}=k-1$,
(3.3) for $k_{2}=1$ and Young's inequality

$$
\begin{align*}
& \left.C_{1} \int_{0}^{t}(t-\tau)^{-(1+\alpha) / 2}\left\|U_{k-1}\right\|_{M_{n, 1}}\left(\left\||\nabla|^{-1} V_{1}\right\|_{M_{n, 1}}+\||\nabla|^{-1} U_{1}\right) \|_{M_{n, 1}}\right) d \tau \\
& \leq C_{1} \int_{0}^{t}(t-\tau)^{-(1+\alpha) / 2} \frac{C_{0}^{k-2}}{(k-1+1)^{2}}\left(\tau^{(k-2) / 2} M \tilde{M}^{k-2}+\tau^{k-1-3 / 2} M^{k-2} \tilde{M}\right) \cdot \tilde{M} d \tau \\
& \leq \frac{C_{1} C_{0}^{k-2}}{k^{2}} \cdot 2 t^{1 / 2-\alpha / 2}\left(t^{k / 2-1} M \tilde{M}^{k-1}+t^{k-5 / 2} M^{k-2} \tilde{M}^{2}\right)  \tag{3.9}\\
& \leq \frac{2 C_{1} C_{0}^{k-2}}{k^{2}}\left(t^{k / 2-1 / 2-\alpha / 2} M \tilde{M}^{k-1}+t^{k-2-\alpha / 2} M^{k-2} \tilde{M}^{2}\right) \\
& \leq \frac{4 C_{1} C_{0}^{k-2}}{k^{2}}\left(t^{(k-1) / 2-\alpha / 2} M \tilde{M}^{k-1}+t^{k-3 / 2-\alpha / 2} M^{k-1} \tilde{M}\right) \\
& =\frac{16 C_{1} C_{0}^{k-2}}{\left(k_{1}+1\right)^{2}\left(k_{2}+1\right)^{2}}\left(t^{(k-1) / 2-\alpha / 2} M \tilde{M}^{k-1}+t^{k-3 / 2-\alpha / 2} M^{k-1} \tilde{M}\right)
\end{align*}
$$

We take the sum of the above 3 inequalities over $k_{1}, k_{2}$ with $k_{1}+k_{2}=k$ and $k_{1}, k_{2} \geq 1$. It follows from the symmetry of $k_{1}$ and $k_{2}$ that

$$
\begin{aligned}
\sum_{k_{1}+k_{2}=k, k_{1}, k_{2} \geq 1} \frac{1}{\left(k_{1}+1\right)^{2}\left(k_{2}+1\right)^{2}} & \leq 2 \sum_{1 \leq k_{1} \leq k / 2} \frac{1}{\left(k_{1}+1\right)^{2}\left(k-k_{1}+1\right)^{2}} \\
& =2 \sum_{1 \leq k_{1} \leq k / 2}\left\{\frac{1}{k+2}\left(\frac{1}{k_{1}+1}+\frac{1}{k-k_{1}+1}\right)\right\}^{2} \\
& \leq \frac{2}{(k+2)^{2}} \sum_{1 \leq k_{1} \leq k / 2}\left(\frac{2}{k_{1}+1}\right)^{2} \\
& \leq \frac{8}{(k+2)^{2}} \int_{1}^{k / 2} \frac{1}{x^{2}} d x \\
& \leq \frac{8}{(k+2)^{2}}
\end{aligned}
$$

By (3.7), (3.8), (3.9), the last inequality and $C_{0} \geq 2^{7} C_{1}$, we obtain

$$
\begin{align*}
& \left\||\nabla|^{\alpha} U_{k}(t)\right\|_{M_{n, 1}} \\
& \leq \sum_{k_{1}+k_{2}=k} \frac{16 C_{1} C_{0}^{k-2}}{\left(k_{1}+1\right)^{2}\left(k_{2}+1\right)^{2}}\left(t^{(k-1) / 2-\alpha / 2} M \tilde{M}^{k-1}+t^{k-3 / 2-\alpha / 2} M^{k-1} \tilde{M}\right) \\
& \leq \frac{8}{(k+2)^{2}} \cdot 16 C_{1} C_{0}^{k-2}\left(t^{(k-1) / 2-\alpha / 2} M \tilde{M}^{k-1}+t^{k-3 / 2-\alpha / 2} M^{k-1} \tilde{M}\right)  \tag{3.10}\\
& \leq \frac{C_{0}^{k-1}}{(k+1)^{2}}\left(t^{(k-1) / 2-\alpha / 2} M \tilde{M}^{k-1}+t^{k-3 / 2-\alpha / 2} M^{k-1} \tilde{M}\right)
\end{align*}
$$

It is possible to show the same estimate as (3.10) for $V_{k}$ in the same way to obtain (3.4).

Let $T>0$ satisfy

$$
\begin{equation*}
C_{0} T^{1 / 2} \tilde{M}+C_{0} T M \leq 1 \quad \text { and } \quad T \leq 1, \tag{3.11}
\end{equation*}
$$

and we have on the series $\sum_{k \geq 1} U_{k}$ and $\sum_{k \geq 1} V_{k}$

$$
\begin{aligned}
& \sup _{t \in(0, T)} \sum_{k \geq 1}\left\||\nabla|^{\alpha} U_{k}\right\|_{M_{n, 1}}+\sup _{t \in(0, T)} \sum_{k \geq 1}\left\||\nabla|^{\alpha} V_{k}\right\|_{M_{n, 1}} \\
& \leq M+\sum_{k \geq 2} \frac{C_{0}^{k-1}}{(k+1)^{2}}\left(T^{(k-1) / 2-\alpha / 2} M \tilde{M}^{k-1}+T^{k-3 / 2-\alpha / 2} M^{k-1} \tilde{M}\right) \\
& \leq M+\sum_{k \geq 2} \frac{M+\tilde{M}}{(k+1)^{2}} \\
& <\infty .
\end{aligned}
$$

Then, we conclude that $U:=\sum_{k \geq 1} U_{k}$ and $V:=\sum_{k \geq 1} V_{k}$ are well defined and note that

$$
\begin{aligned}
U & =\sum_{k=1}^{\infty} U_{k} \\
& =U_{1}-\sum_{k=2}^{\infty} \sum_{k_{1}+k_{2}=k} \int_{0}^{t} e^{(t-\tau) \Delta} \nabla \cdot\left(U_{k_{1}} \nabla(-\Delta)^{-1}\left(V_{k_{2}}-U_{k_{2}}\right)\right) d \tau \\
& =U_{1}-\sum_{k=2}^{\infty} \sum_{k_{1}=1}^{k-1} \int_{0}^{t} e^{(t-\tau) \Delta} \nabla \cdot\left(U_{k_{1}} \nabla(-\Delta)^{-1}\left(V_{k-k_{1}}-U_{k-k_{1}}\right)\right) d \tau \\
& =U_{1}-\sum_{k_{1}=1}^{\infty} \sum_{k=k_{1}+1}^{\infty} \int_{0}^{t} e^{(t-\tau) \Delta} \nabla \cdot\left(U_{k_{1}} \nabla(-\Delta)^{-1}\left(V_{k-k_{1}}-U_{k-k_{1}}\right)\right) d \tau \\
& =U_{1}-\int_{0}^{t} e^{(t-\tau) \Delta} \nabla \cdot\left\{\left(\sum_{k_{1}=1}^{\infty} U_{k_{1}}\right) \nabla(-\Delta)^{-1} \sum_{k_{2}=1}^{\infty}\left(V_{k_{2}}-U_{k_{2}}\right)\right\} d \tau \\
& =U_{1}-\int_{0}^{t} e^{(t-\tau) \Delta} \nabla \cdot\left(U \nabla(-\Delta)^{-1}(V-U)\right) d \tau,
\end{aligned}
$$

and $V$ also satisfies the integral equation:

$$
V=V_{1}+\int_{0}^{t} e^{(t-\tau) \Delta} \nabla \cdot\left(V \nabla(-\Delta)^{-1}(V-U)\right) d \tau
$$

This shows that $(U, V)$ is subject to the problem (1.1) with the initial data $\left(u_{0}, v_{0}\right)$ for small time interval $[0, T)$.

We finally show the uniqueness of the solution in the class $C\left([0, T) ; M_{n, 1}\right)$. Let $(u, v)$ and $(\tilde{u}, \tilde{v})$ be solutions in $C\left([0, T) ; M_{n, 1}\right) \cap L^{\infty}\left([0, T) ; \dot{M}_{n, 1}^{-1}\right)$ with the same initial data $\left(u_{0}, v_{0}\right)$, where $\dot{M}_{n, 1}^{-1}=\left\{f \in \mathcal{S}^{\prime} ;|\nabla|^{-1} f \in M_{n, 1}\left(\mathbb{R}^{n}\right)\right\}$. We define $R$ and $w(t)$ by

$$
\begin{aligned}
& R:= \sup _{\alpha \in\{0,-1\}, \tau \in[0, T]}\left(\left\||\nabla|^{\alpha} u(\tau)\right\|_{M_{n, 1}}+\left\||\nabla|^{\alpha} v(\tau)\right\|_{M_{n, 1}}\right. \\
&\left.\quad+\left\||\nabla|^{\alpha} \tilde{u}(\tau)\right\|_{M_{n, 1}}+\left\||\nabla|^{\alpha} \tilde{v}(\tau)\right\|_{M_{n, 1}}\right), \\
& w(t):=\sup _{\alpha \in\{0,-1\}, \tau \in[0, t]}\left(\left\||\nabla|^{\alpha}(u(\tau)-\tilde{u}(\tau))\right\|_{M_{n, 1}}+\left\||\nabla|^{\alpha}(v(\tau)-\tilde{v}(\tau))\right\|_{M_{n, 1}}\right) .
\end{aligned}
$$

By the equality

$$
\begin{aligned}
u(t)-\tilde{u}(t)=\int_{0}^{t} e^{(t-\tau) \Delta} \nabla \cdot & \left((u-\tilde{u}) \nabla(-\Delta)^{-1}(u-v)\right. \\
& \left.+\tilde{u} \nabla(-\Delta)^{-1}(u-v-(\tilde{u}-\tilde{v}))\right) d \tau
\end{aligned}
$$

and the analogous estimate to (3.5), we have

$$
\begin{aligned}
& \left\||\nabla|^{\alpha}(u(t)-\tilde{u}(t))\right\|_{M_{n, 1}} \\
& \begin{array}{l}
\leq C \int_{0}^{t}(t-\tau)^{-(1+\alpha) / 2}\left\{\|u-\tilde{u}\|_{M_{n, 1}}\left\||\nabla|^{-1}(u-v)\right\|_{M_{n, 1}}\right. \\
\left.\quad+\|\tilde{u}\|_{M_{n, 1}}\left(\left\||\nabla|^{-1}(u-\tilde{u})\right\|_{M_{n, 1}}+\left\||\nabla|^{-1}(v-\tilde{v})\right\|_{M_{n, 1}}\right)\right\} d \tau
\end{array} \\
& \begin{array}{l}
\leq C t^{(1-\alpha) / 2} R w(t), \\
\left\||\nabla|^{\alpha}(v(t)-\tilde{v}(t))\right\|_{M_{n, 1}} \leq
\end{array} \quad C t^{(1-\alpha) / 2} R w(t) .
\end{aligned}
$$

It follows from the above two estimates that

$$
w(t) \leq C\left(t^{1 / 2}+t\right) R w(t) \quad \text { for all } \quad t \in[0, T] .
$$

Combining $w(0)=0$, we obtain $w(t)=0$ if $t \in[0, T]$ satisfies $C\left(t^{1 / 2}+t\right) R \leq 1 / 2$. Repeating this procedure, we obtain the uniqueness of the solution.

## 4. Proof of Theorem 1.1

Let $\varphi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ be radial and satisfy

$$
\operatorname{supp} \varphi \subset\left\{\xi \in \mathbb{R}^{n}| | \xi \mid \leq n\right\}
$$

and

$$
\varphi(\xi)=1 \quad \text { if } \quad|\xi| \leq 1,
$$

and let $\left\{\varphi_{j}^{ \pm}\right\}$be defined by

$$
\varphi_{j}^{ \pm}(\xi):=\varphi\left(\xi \mp 2^{j}(1,0, \ldots, 0)\right) \quad \text { for } \quad \xi \in \mathbb{R}^{n} .
$$

Let initial data $\left\{u_{0, N}\right\}_{N=1}^{\infty},\left\{v_{0, N}\right\}_{N=1}^{\infty}$ be defined by

$$
\begin{aligned}
& u_{0, N}:=N^{-1 / 2} \log N \sum_{N \leq j \leq(1+\delta) N} 2^{(3 / 2) j} \mathcal{F}^{-1}\left[\varphi_{j}^{+}\right], \\
& v_{0, N}:=N^{-1 / 2} \log N \sum_{N \leq j \leq(1+\delta) N} 2^{(3 / 2) j} \mathcal{F}^{-1}\left[\varphi_{j}^{-}\right],
\end{aligned}
$$

where $\delta>0$ satisfy $0 \leq \delta \leq 1 / 7$. On the estimate of $U_{1}\left[u_{0, N}, v_{0, N}\right]$ and $V_{1}\left[u_{0, N}, v_{0, N}\right]$, we have for $p>2 n$ and $1 \leq \sigma \leq \infty$

$$
\begin{align*}
& \left\|U_{1}\left[u_{0, N}, v_{0, N}\right]\right\|_{\dot{B}_{p, \sigma}^{-2+n / p}}+\left\|V_{1}\left[u_{0, N}, v_{0, N}\right]\right\|_{\dot{B}_{p, \sigma}^{-2+n / p}} \\
& \leq C N^{-1 / 2} \log N\left\{\sum_{N \leq j \leq(1+\delta) N}\left(2^{(-2+n / p) j} 2^{(3 / 2) j}\right)^{\sigma}\right\}^{1 / \sigma}  \tag{4.1}\\
& \leq C N^{-1 / 2} \log N \\
& \rightarrow 0 \quad \text { as } \quad N \rightarrow \infty
\end{align*}
$$

and we also have for $p=2 n$ and $2<\sigma \leq \infty$

$$
\begin{align*}
& \left\|U_{1}\left[u_{0, N}, v_{0, N}\right]\right\|_{\dot{B}_{p, \sigma}^{-2+n / p}}+\left\|V_{1}\left[u_{0, N}, v_{0, N}\right]\right\|_{\dot{B}_{p, \sigma}^{-2+n / p}} \\
& \leq C N^{-1 / 2} \log N\left\{\sum_{N \leq j \leq(1+\delta) N}\left(2^{-(3 / 2) j} 2^{(3 / 2) j}\right)^{\sigma}\right\}^{1 / \sigma}  \tag{4.2}\\
& \leq C \delta^{1 / \sigma} N^{-1 / 2+1 / \sigma} \log N \\
& \rightarrow 0 \quad \text { as } N \rightarrow \infty .
\end{align*}
$$

On the estimate of $\left\{U_{k}\left[u_{0, N}, v_{0, N}\right]\right\}_{k \geq 2}$ and $\left\{V_{k}\left[u_{0, N}, v_{0, N}\right]\right\}_{k \geq 2}$, we use the following propositions.

Proposition 4.1. Let $\alpha \in\{-1,0\}$. Then, there exists $C>0$ such that

$$
\begin{align*}
& \left\||\nabla|^{\alpha} U_{1}\left[u_{0, N}, v_{0, N}\right](t)\right\|_{M_{n, 1}}+\left\||\nabla|^{\alpha} V_{1}\left[u_{0, N}, v_{0, N}\right](t)\right\|_{M_{n, 1}}  \tag{4.3}\\
& \leq C 2^{(3 / 2+\alpha)(1+\delta) N} N^{-1 / 2} \log N, \\
& \left\||\nabla|^{\alpha} U_{k}\left[u_{0, N}, v_{0, N}\right](t)\right\|_{M_{n, 1}}+\left\||\nabla|^{\alpha} V_{k}\left[u_{0, N}, v_{0, N}\right](t)\right\|_{M_{n, 1}} \\
& \leq C^{k}\left(t^{(k-1) / 2-\alpha / 2} 2^{(k / 2+1)(1+\delta) N}\right.  \tag{4.4}\\
& \left.\quad+t^{k-3 / 2-\alpha / 2} 2^{(3 / 2) k-1)(1+\delta) N}\right) N^{-k / 2}(\log N)^{k} \quad \text { for } \quad k \geq 2 .
\end{align*}
$$

Proof. To show (4.3), we apply the boundedness of $e^{t \Delta}$ in $M_{n, 1}\left(\mathbb{R}^{n}\right)$ to obtain

$$
\begin{aligned}
& \left\||\nabla|^{\alpha} U_{1}\left[u_{0, N}, v_{0, N}\right]\right\|_{M_{n, 1}}+\left.\| \| \nabla\right|^{\alpha} U_{1}\left[u_{0, N}, v_{0, N}\right] \|_{M_{n, 1}} \\
& \leq C N^{-1 / 2} \log N \sum_{N \leq j \leq(1+\delta) N} 2^{(3 / 2+\alpha) j}\left(\left\|\mathcal{F}^{-1}\left[\varphi_{j}^{+}\right]\right\|_{L^{n}}+\left\|\mathcal{F}^{-1}\left[\varphi_{j}^{-}\right]\right\|_{L^{n}}\right) \\
& \leq C 2^{(3 / 2+\alpha)(1+\delta) N} N^{-1 / 2} \log N .
\end{aligned}
$$

We prove (4.4) with (3.4). Let $C_{1}>0$ be a constant which satisfies the above last inequality, and we take $M, \tilde{M}$ of (3.4) as

$$
\begin{aligned}
M & :=2 C_{1} 2^{(3 / 2)(1+\delta) N} N^{-1 / 2} \log N, \\
\tilde{M} & :=2 C_{1} 2^{(1 / 2)(1+\delta) N} N^{-1 / 2} \log N .
\end{aligned}
$$

Then, we have (3.3) for $u_{0, N}$ and $v_{0, N}$ instead of $u_{0}$ and $v_{0}$, and apply (3.4) to obtain (4.4).

Proposition 4.2. Let $\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right) \backslash\{0\}$ satisfy

$$
\begin{align*}
& \hat{\phi} \geq 0,  \tag{4.5}\\
& \operatorname{supp} \hat{\phi} \subset\left\{\xi \in \mathbb{R}^{n} \mid 3 / 4 \leq \xi_{1} \leq 1,0 \leq \xi_{j} \leq 1 / n \text { for } j=2,3, \ldots, n\right\},
\end{align*}
$$

and let $p, \sigma$ satisfy (1.4). Then, there exist $c, C>0$ such that for $t=2^{-2 N}$

$$
\begin{align*}
& \left\|\phi * U_{2}\left[u_{0, N}, v_{0, N}\right](t)\right\|_{\dot{B}_{,, \infty}^{-2+n / p}} \geq c(\log N)^{2}-C N^{-1}(\log N)^{2},  \tag{4.6}\\
& \left\|\phi * V_{2}\left[u_{0, N}, v_{0, N}\right](t)\right\|_{\dot{B}_{p, \infty}^{-2+n / p}} \geq c(\log N)^{2}-C N^{-1}(\log N)^{2} . \tag{4.7}
\end{align*}
$$

Proof. For simplicity, let $U_{k}:=U_{k}\left[u_{0, N}, v_{0, N}\right]$ and $V_{k}:=V_{k}\left[u_{0, N}, v_{0, N}\right]$. We prove (4.6) only since (4.7) is shown analogously. We have from the triangle inequality

$$
\begin{align*}
\left\|\phi * U_{2}\right\|_{\dot{B}_{p, \sigma}^{-2+n / p}} \geq & \left\|\phi * \int_{0}^{t} e^{(t-\tau) \Delta} \nabla \cdot\left(U_{1} \nabla(-\Delta)^{-1} V_{1}\right) d \tau\right\|_{\dot{B}_{p, \sigma}^{2+n / p}} \\
& -\left\|\phi * \int_{0}^{t} e^{(t-\tau) \Delta} \nabla \cdot\left(U_{1} \nabla(-\Delta)^{-1} U_{1}\right) d \tau\right\|_{\dot{B}_{p, \sigma}^{-2+n / p}}  \tag{4.8}\\
= & \mathrm{I}+\mathrm{II} .
\end{align*}
$$

On the estimate of I, we have for $t=2^{-2 N}$ and $\xi$ with $3 / 4 \leq \xi_{1} \leq 1$ and $0 \leq \xi_{m} \leq 1 / n$

$$
(m=2,3, \ldots, n)
$$

$$
\begin{align*}
& \left|\int_{0}^{t} e^{(t-\tau) \Delta} \nabla \cdot\left(U_{1} \nabla(-\Delta)^{-1} V_{1}\right) d \tau\right|  \tag{4.9}\\
& =\left|\int_{0}^{t} e^{-(t-\tau)|\xi|^{2}} \xi \cdot \int_{\mathbb{R}^{n}} e^{-\tau|\xi-\eta|^{2}} \hat{u}_{0, N}(\xi-\eta) \frac{\eta}{|\eta|^{2}} e^{-\tau|\eta|^{2}} \hat{v}_{0, N}(\eta) d \eta d \tau\right| \\
& =\left|e^{-t|\xi|^{2}} \xi \cdot \int_{\mathbb{R}^{n}} \frac{1-e^{2 t(\xi-\eta) \cdot \eta}}{2(\xi-\eta) \cdot \eta} \frac{\eta}{|\eta|^{2}} \hat{u}_{0, N}(\xi-\eta) \hat{v}_{0, N}(\eta) d \eta d \tau\right| \\
& \left.\geq\left. c N^{-1}(\log N)^{2}\right|_{N \leq j \leq(1+\delta) N} \xi \cdot \int_{\mathbb{R}^{n}} \frac{1-e^{2 t(\xi-\eta) \cdot \eta}}{2(\xi-\eta) \cdot \eta} \frac{\eta}{|\eta|^{2}} 2^{(3 / 2) j} \varphi_{j}^{+}(\xi-\eta) 2^{(3 / 2) j} \varphi_{j}^{-}(\eta) d \eta \right\rvert\, \\
& \geq c N^{-1}(\log N)^{2} \sum_{N \leq j \leq(1+\delta) N} \int_{\mathbb{R}^{n}} 2^{-3 j} 2^{3 j} \varphi_{j}^{+}(\xi-\eta) \varphi_{j}^{-}(\eta) d \eta \\
& \geq c \delta(\log N)^{2} .
\end{align*}
$$

Then, we have from (4.9)

$$
\begin{equation*}
I \geq c \delta(\log N)^{2} \tag{4.10}
\end{equation*}
$$

On the estimate of II, we have from the embedding $\dot{B}_{n, 1}^{-1}\left(\mathbb{R}^{n}\right) \hookrightarrow \dot{B}_{p, \sigma}^{-2+n / p}\left(\mathbb{R}^{n}\right)$, (2.3) and (2.4)

$$
\begin{align*}
\mathrm{II} & \leq C \int_{0}^{t}\left\|e^{(t-\tau) \Delta} \nabla \cdot U_{1} \nabla(-\Delta) U_{1}\right\|_{\dot{B}_{n, 1}^{-1}} d \tau \\
& \leq C \int_{0}^{t}\left\|e^{(t-\tau) \Delta} U_{1} \nabla(-\Delta) U_{1}\right\|_{\dot{B}_{n, 1}^{0}} d \tau \\
& \leq C \int_{0}^{t}(t-\tau)^{-1 / 2}\left\|U_{1} \nabla(-\Delta) U_{1}\right\|_{\dot{B}_{n, \infty}^{-1}} d \tau  \tag{4.11}\\
& \leq C \int_{0}^{t}(t-\tau)^{-1 / 2}\left\|U_{1}\right\|_{\dot{B}_{2 n, 1}^{-1}}^{2} d \tau \\
& \leq C \int_{0}^{t}(t-\tau)^{-1 / 2} \tau^{-1 / 2}\left\|u_{0, N}\right\|_{\dot{B}_{2 n, \infty}^{-3 / 2}}^{2} d \tau \\
& \leq C N^{-1}(\log N)^{2}
\end{align*}
$$

Therefore, we obtain (4.6) by (4.8), (4.10) and (4.11).

We consider the sequence $\left\{\left(u_{N}, v_{N}\right)\right\}_{N=1}^{\infty}$ of the solutions which are expanded by

$$
u_{N}(t)=\sum_{k=1}^{\infty} U_{k}\left[u_{0, N}, v_{0, N}\right](t), \quad v_{N}(t)=\sum_{k=1}^{\infty} V_{k}\left[u_{0, N}, v_{0, N}\right](t)
$$

with the initial data $u_{N}(0)=u_{0, N}$ and $v_{N}(0)=v_{0, N}$. Let $\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ be a function satisfying (4.5). We consider the solution at time $t=2^{-2 N}$ and have from triangle inequality, (4.6) and $\phi * U_{1}=0$,

$$
\begin{aligned}
& \left.\left\|u_{N}(t)\right\|_{\dot{B}_{p, \sigma}^{-2+n / p}}^{-2 N}\right) \|_{\dot{B}_{p, \sigma}^{-2+n / p}} \\
& =\left\|u_{N}\left(2^{-2 N}\right)\right\|_{\dot{B}_{p, \sigma}^{-2+n / p}} \\
& \geq c \| \phi * u_{N}\left(2^{-2 N}\right. \\
& \geq c\left\|\phi * U_{2}\left[u_{0, N}, v_{0, N}\right]\left(2^{-2 N}\right)\right\|_{\dot{B}_{p, \sigma}-2+n / p}-c\left\|\phi * U_{1}\left[u_{0, N}, v_{0, N}\right]\left(2^{-2 N}\right)\right\|_{\dot{B}_{p, \sigma}^{-2+n / p}} \\
& \quad-c \sum_{k \geq 3}\left\|\phi * U_{k}\left[u_{0, N}, v_{0, N}\right]\left(2^{-2 N}\right)\right\|_{\dot{B}_{p, \sigma}^{-2+n / p}} \\
& \geq c(\log N)^{2}-C N^{-1}(\log N)^{2}-C \sum_{k \geq 3}\left\|\phi * U_{k}\left[u_{0, N}, v_{0, N}\right]\left(2^{-2 N}\right)\right\|_{\dot{B}_{p, \sigma}^{-2+n / p}}
\end{aligned}
$$

Then, we have from supp $\hat{\phi}$ being compact and away from the origin, (4.4) and $t=2^{-2 N}$

$$
\begin{align*}
& \sum_{k \geq 3} C\left\|\phi * U_{k}\left[u_{0, N}, v_{0, N}\right](t)\right\|_{\dot{B}_{p, \sigma}^{-2+n / p}} \\
& \leq C \sum_{k \geq 3}\left\||\nabla|^{-1} U_{k}\left[u_{0, N}, v_{0, N}\right](t)\right\|_{M_{n, 1}} \\
& \leq \sum_{k \geq 3} C^{k}\left(t^{(k-1) / 2+1 / 2} 2^{(k / 2+1)(1+\delta) N}+t^{k-3 / 2+1 / 2} 2^{((3 / 2) k-1)(1+\delta) N}\right) N^{-k / 2}(\log N)^{k}  \tag{4.13}\\
& \leq \sum_{k \geq 3} C^{k}\left(2^{-k N} 2^{(k / 2+1)(1+\delta) N}+2^{-2(k-1) N} 2^{(3 / 2) k-1)(1+\delta) N}\right) N^{-k / 2}(\log N)^{k}
\end{align*}
$$

Since $\delta \leq 1 / 7$, we have

$$
2^{-k N} 2^{(k / 2+1)(1+\delta) N}+2^{-2(k-1) N} 2^{((3 / 2) k-1)(1+\delta) N} \leq 2 \quad \text { if } \quad k \geq 3
$$

Then, it follows from (4.13) that

$$
\sum_{k \geq 3} C\left\|\phi * U_{k}\left[u_{0, N}, v_{0, N}\right]\left(2^{-2 N}\right)\right\|_{\dot{B}_{p, \sigma}^{-2+n / p}} \rightarrow 0 \quad \text { as } \quad N \rightarrow \infty
$$

Therefore, we have from (4.12) and the last estimate on the solution at time $t=2^{-2 N}$

$$
\left\|u\left(2^{-2 N}\right)\right\|_{\dot{B}_{p, \sigma}^{-2+n / p}} \rightarrow \infty \quad \text { as } \quad N \rightarrow \infty
$$

The divergence of $v$ at time $t=2^{-2 N}$ is obtained in the same way and we complete the proof of Theorem 1.1.

## 5. Concluding remark on Navier-Stokes system

We should mention finally that similar structures to (1.5) exist for the incompressible Navier-Stokes equations and the vorticity equations. For the incompressible NavierStokes equations

$$
\begin{cases}\partial_{t} u-\Delta u+(u \cdot \nabla) u+\nabla p=0, & t>0, x \in \mathbb{R}^{3}, \\ \operatorname{div} u=0, & t>0, x \in \mathbb{R}^{3}, \\ u(0, x)=u_{0}(x), & x \in \mathbb{R}^{3},\end{cases}
$$

the scaling invariant Besov spaces are $\dot{B}_{p, q}^{-1+3 / p}\left(\mathbb{R}^{3}\right)$ with $1 \leq p, q \leq \infty$. One can regard the case $p=3(=n)$ for the Navier-Stokes equations as the case $p=3 / 2(=n / 2)$ for the drift diffusion system (1.1) in the Besov spaces $\dot{B}_{p, q}^{-2+n / p}\left(\mathbb{R}^{n}\right)$ since the scaling invariant Lebesgue space for the incompressible Navier-Stokes equations and the drift diffusion equations is $L^{3}\left(\mathbb{R}^{3}\right)$ and $\left.L^{3 / 2} \mathbb{R}^{3}\right)$, respectively.

The well-posedness for the Navier-Stokes equations in $\dot{B}_{p, \infty}^{-1+3 / p}\left(\mathbb{R}^{3}\right)(3<p<\infty)$ was considered in Kozono-Yamazaki [16], Cannone-Planchon [4], and the ill-posedness in $\dot{B}_{\infty, \infty}^{-1}\left(\mathbb{R}^{3}\right)$ was shown by Bourgain-Pavlović [2] and Yoneda [29]. Therefore, the case $p=\infty$ is optimal for the well-posedness and the ill-posedness on the study of the NavierStokes equations, and the important structure of nonlinear term is $\operatorname{div} u=0$ and $(u \cdot \nabla) u=$ $\nabla \cdot(u \otimes u)$, which corresponds to the structure (1.5) of the equation (1.2). For the vorticity equations:

$$
\begin{cases}\partial_{t} \omega-\Delta \omega+(u \cdot \nabla) \omega-(\omega \cdot \nabla) u=0, & t>0, x \in \mathbb{R}^{3}, \\ \operatorname{div} \omega=0, & t>0, x \in \mathbb{R}^{3}, \\ \omega(0, x)=\operatorname{rot} u_{0}(x), & x \in \mathbb{R}^{3},\end{cases}
$$

scaling invariant Besov spaces for the vorticity $\omega$ are $\dot{B}_{p, \sigma}^{-2+3 / p}\left(\mathbb{R}^{3}\right)(1 \leq p, \sigma \leq \infty)$ since $\omega=\operatorname{rot} u$. Critical case should be $p=\infty$ since the case $p=\infty$ for the NavierStokes equation is optimal for the well-posedness and the ill-posedness. In those system, the nonlinear structure is again has a special symmetry and one can find that the nonlinearity can be expressed by $(u \cdot \nabla) \omega-(\omega \cdot \nabla) u \cong|\nabla|^{2}\left\{\left(|\nabla|^{-2} \omega\right) \omega\right\}$ similar to (1.5). Indeed, the first component of the nonlinear term can be seen that

$$
\begin{aligned}
& \sum_{j=1}^{3}\left(u_{j} \partial_{x_{j}} \omega_{1}-\omega_{j} \partial_{x_{j}} u_{1}\right) \\
& =\sum_{j=1}^{3} \partial_{x_{j}}\left(u_{j} \omega_{1}-\omega_{j} u_{1}\right) \\
& =\sum_{j=1}^{3} \partial_{j}\left[\left\{(-\Delta)^{-1}\left(\partial_{x_{k}} \omega_{l}-\partial_{x_{l}} \omega_{k}\right)\right\} \omega_{1}-\omega_{j}(-\Delta)^{-1}\left(\partial_{x_{2}} \omega_{3}-\partial_{x_{3}} \omega_{2}\right)\right],
\end{aligned}
$$

where we used $\operatorname{div} u=\operatorname{div} \omega=0$, the Bio-Savart law $u=(-\Delta)^{-1} \operatorname{rot} \omega$, and $(j, k, l) \in$ $\{1,2,3\}^{3}$ satisfy the property of cyclic change, namely $j+2 \equiv k+1 \equiv l(\bmod 3)$. For simplicity, let $I_{j}:=\left\{(-\Delta)^{-1}\left(\partial_{x_{k}} \omega_{x_{l}}-\partial_{x_{l}} \omega_{k}\right)\right\} \omega_{1}-\omega_{j}(-\Delta)^{-1}\left(\partial_{x_{2}} \omega_{3}-\partial_{x_{3}} \omega_{2}\right)$. If $j=1$, we have

$$
I_{1}=\left\{(-\Delta)^{-1}\left(\partial_{x_{2}} \omega_{3}-\partial_{x_{3}} \omega_{2}\right)\right\} \omega_{1}-\omega_{1}(-\Delta)^{-1}\left(\partial_{x_{2}} \omega_{3}-\partial_{x_{3}} \omega_{2}\right)=0 .
$$

If $j=2$, we have from $\operatorname{div} \omega=0$

$$
\begin{aligned}
I_{2} & =\left\{(-\Delta)^{-1}\left(\partial_{x_{3}} \omega_{1}-\partial_{x_{1}} \omega_{3}\right)\right\} \omega_{1}-\omega_{2}(-\Delta)^{-1}\left(\partial_{x_{2}} \omega_{3}-\partial_{x_{3}} \omega_{2}\right) \\
& =\omega_{1}(-\Delta)^{-1} \partial_{x_{3}} \omega_{1}+\omega_{2}(-\Delta)^{-1} \partial_{x_{3}} \omega_{2}+\omega_{3}(-\Delta)^{-1} \partial_{x_{3}} \omega_{3}-\left(\omega \cdot(-\Delta)^{-1} \nabla\right) \omega_{3} \\
& =\omega_{1}(-\Delta)^{-1} \partial_{x_{3}} \omega_{1}+\omega_{2}(-\Delta)^{-1} \partial_{x_{3}} \omega_{2}+\omega_{3}(-\Delta)^{-1} \partial_{x_{3}} \omega_{3}-\nabla \cdot\left(\omega(-\Delta)^{-1} \omega_{3}\right) .
\end{aligned}
$$

The first, second and third terms of the last right hand side can be regarded as $|\nabla|\left(\omega|\nabla|^{-2} \omega\right)$ analogous way of (1.5) and we can regard $\partial_{x_{2}} I_{2}$ as $|\nabla|^{2}\left(\omega|\nabla|^{-2} \omega\right)$. The case $j=3$ is also treated in the similar way to the case $j=2$. The other components are also treated analogously, and therefore we obtain the structure $(u \cdot \nabla) \omega-(\omega \cdot \nabla) u \cong$ $|\nabla|^{2}\left\{\left(|\nabla|^{-2} \omega\right) \omega\right\}$ similarly to (1.5).
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