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Abstract
We consider the substitutios, , defined by

Oap: 1—>1...12,
S——

a

2—1...13,
N—
b
31

with a > b > 1. The shift dynamical system induced by, is measure theoreti-
cally isomorphic to an exchange of three domains on a contpecty p, with fractal
boundary.

We prove that7,, is homeomorphic to the closed disk ifb2- a < 3. This
solves a conjecture of Shigeki Akiyama posed in 1997. To ¢fffiect, we construct
a Holder continuous parametrizatia@®y: S* — 87, of the boundary offap. As
a by-product, this parametrization gives rise to an inéneasequence of polygonal
approximations o0 7,,, whose vertices lye 087, and have algebraic pre-images
in the parametrization.

1. Introduction

In 1982, G. Rauzy studied the dynamical system generatedhéystibstitution
0(1) =12, 0(2) = 13, 0(3) = 1 and proved that it is measure theoretically conjugate
to a domain exchange on a compact subigeof the complex plane [36]. Moreover,
it has pure discrete spectrum and it is isomorphic to traiesiaon the two dimen-
sional torus.7 has a self-similar structure and induces both a periodic @mdipe-
riodic tiling of the plane. The results of Rauzy were gerieedl. A Rauzy fractal
T c R%? can be attached to each irreducible unimodular Pisot gutisti o on d
letters. The shift dynamical system generatedobis measure theoretically isomorphic
to a domain exchange oth subtiles of 7, provided thato satisfies the combinatorial
strong coincidence conditiof6, 16]. If o satisfies thesuper coincidence conditiorthe
shift dynamical system has even pure discrete spectrum amdeasure theoretically

2010 Mathematics Subject Classification. Primary 14C30pSaary 14D20, 14124, 32J25.
This research was supported by the project P22-855 of thériansScience Fund (FWF) and by
the project FAN-11136 of the FWF and the ANR (Agence Natiendé la Recherche).



162 B. LORIDANT

isomorphic to a translation on the & 1) dimensional torus ([27, 7]). In this case, the
tile 7" induces a periodic tiling and the subtil§gi) for i € {1,...,d} an aperiodic
self-replicating tiling ofRY~1 [27]. In fact, the outstandin@isot conjecturestates that
the dynamical system generated by every irreducible unitandPisot substitution has
pure discrete spectrum.

There is a vast literature on Rauzy fractals, as they appatraily in many do-
mains. Ing-numeration ([44]), finiteness properties of digit reprdatons are related
to the fact that 0 is an inner point of the Rauzy fractal, araithersection of the Rauzy
fractal with lines allows to characterize the rationals bens with purely periodic ex-
pansion [4]. In Diophantine approximation, best simultauge approximations are ob-
tained by computing the size of the largest ball inside thezZRdractal [24]. Rauzy
fractals also play an important réle in the construction ofrkda partitions for toral
automorphisms. It is known that every hyperbolic autom@mphof the d-dimensional
torus admits a Markov partition [40, 12]. Fdr= 2, the partition is made of rectangles
[1]. However, ford > 2, the partition can not have a smooth boundary [13]. Markov
partitions for hyperbolic toral automorphisms were exglicconstructed in [35, 34, 26]
using cylinders whose bases are the original subtiles ofRhezy fractals. Whenever
the Rauzy fractal is homeomorphic to the closed disk, theag@n remains close to the
cased = 2, as the Markov partition consists in topological 3-dimensal balls.

In their monograph [39], Siegel and Thuswaldner give atbars to check topo-
logical properties such as tiling property, connectedrmessomeomorphy to the closed
disk for any given Pisot unimodular substitution. Theséecia use graphs and rely on
the self-similar structure of the Rauzy fractals. Howevers usually more difficult to
describe the topological properties for whole families @fuRy fractals.

In this paper, we consider the Rauzy fractdls, associated with the substitutions

Oap: 1> 1...12,
——
atimes

2—1..13,
—

btimes

31

over the alphabetl, 2, 3, wherea > b > 1. For every such parameteash, o,y is
an irreducible primitive unimodular Pisot substitution. Mover, it satisfies the super
coincidence condition [7, 42]. Therefor@,, induces a periodic tiling and its subtiles
Tap(i) (i =1, 2, 3) an aperiodic self-replicating tiling of the plane.

The study of this family of substitutions originates in itshoection with numera-
tion systems. More precisely, the substitutiang, arise naturally in the context gf-
expansions: they are special instances of the so-cglisdbstitutionsassociated with
simple Parry numberg (see for example [44] or [20]).

We will show that7,p is homeomorphic to the closed disk if and only f2a <
3. This solves a conjecture of Shigeki Akiyama announced 96871[2, 3]. To this
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effect, we will construct a parametrization of the boundafy/, . A standard method
for the boundary parametrization of self-affine tiles waspmsed by Shigeki Akiyama
and the author in [5]. We will be able to extend this consiarctfor the boundary
of our substitution tiles, as it mainly relies on the grapiected self-similar structure
of the boundary. A by-product of the parametrization is ausege of boundary ap-
proximations whose way of generation is analogous to Defkirecurrent set method
[17, 18].

We mention existing results. In the cabe= 1, the tiles7, 1 were shown to be
disk-like and the Hausdorff dimension of their boundary wasputed by Messaoudi
[30, 31] via a boundary parametrization, but the technigseduto parametrize would
not generalize to the non disk-like tiles. In [25], Ito andniira produced the bound-
ary of 711 by Dekking’s fractal generating method, making use of higtienensional
geometric realizations of the Tribonacci substitution.isTalso allowed the computa-
tion of the Hausdorff dimension of the boundary. They coudsheralize their method
in [37]. In [45], Thuswaldner computed the so-called conhgaph, related to the ape-
riodic tilings induced byT7,, for the whole class of substitutions,, and deduced the
Hausdorff dimension of the boundary @f . This graph will be of great importance
in our parametrization procedure. In [28], the non-dislefiess for the parameters sat-
isfying 2b —a > 3 was proved. Indeed, the authors obtained a subgraph ofttieel
boundary graph, associated with the periodic tiling indubg 7, for all parameters
a>b> 1. It turned out that for B—a > 3, the number of states in this graph, which
is also the number of neighbors @, in the periodic tiling, is strictly larger than 8.
However, in a periodic tiling induced by a topological diske tiles have either 6 or
8 neighbors [22]. Therefore], , is not homeomorphic to a disk. We will recover this
result by another method based only on the contact graplusyirshp that the param-
etrization is not injective for these parameters. The prafothe counterpart is more
intricate, as it consists in showing the injectivity of tharametrization for B—a < 3:
this requires rather involved computations on Biichi autama

The paper is organized as follows. In Section 2, we recalichfets concerning
our class of substitutions and formulate our main resultsSéction 3, we introduce
two graphs that are essential in our work: the boundary g@ply, that describes
the whole language of the boundary @,, and a subgrap!Goap C Goap, Whose
language is large enough to cover the boundary. In Sectiameduse the graplGo ap
to construct the boundary parametrization, proving Theo#2. Section 5 is devoted
to the proof of Theorem 2.1. Ift?—a < 3, thenGgap = Goap and we can show that
the parametrization is injective. Therefor®],, is a simple closed curve argp, is
disk-like. Otherwise, the complement Gy ap in Goap iS NONempty and we can find
a redundant point in the parametrization. Finally, in Set#, we add some comments
and questions for further work.
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2. Main results

We wish to study the topological properties of a class tilgsireg from a family
of substitutions.

2.1. Substitutionse,p. Let A:={1,2,3 be thealphabet We denote byA* the
free monoid over4, i.e., the set of finite words oved, including the empty word,
where the composition of two words and v is their concatenationv. Fora>b > 1,
we callo = op: A* — A* the mapping

o:l1l—1...12,
~——
atimes

2.1) 2 1...13
——

btimes

31,
extended taA* by concatenation.
For a wordw € A*, we write |w| its length and |w|, the number of occurrences
of a lettera in w. We define theabelianization mapping

It w e A* > (|Jw|a)aca € N3.

The incidence matrixM of the substitutiorny is the 3x 3 matrix obtained by abelian-
ization:

2.2) (o (w)) = Ml (w)

for all w € A*. Thus we have

<
Il
oOr 9o

b 1
00
10

M is a primitive matrix, i.e.M¥ has only strictly positive entries for some power
k € N (here,k = 3). We denote by the corresponding dominant Perron—Frobenius
eigenvalue, satisfyingg® = ap? + bg + 1. The substitutions has the following prop-
erties. It is
e primitive: the incidence matriM is a primitive matrix;

unimodular B is an algebraic unit;

[ ]
e irreducible the algebraic degree ¢ is exactly |A| = 3;
e Pisot the Galois conjugates;, a, of B satisfy |a], |az| < 1 (see [14]).
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2.2. Associated Rauzy fractalsT,,. We turn to the construction of the Rauzy
fractals associated with the substitution

Let vg be a strictly positive left eigenvector & for the dominant eigenvalug and
ug a strictly positive right eigenvector with coordinateszfy], satisfying(ug, vg) = 1.
Moreover, letu,, be the eigenvectors for the Galois conjugates obtained faaimg g
by «; in the coordinates of the vecto. We obtain the decomposition

R® = H, @ H,,

where

e M, is the expanding line generated byig,

e H is thecontracting plane generated byl,,, Uy, (Or by 9(uUy,), J(uy,) Whenever
a1, ap are complex conjugates).

We denote byr: R® — H, the projection ontdH,. along He and byh the restriction
of M on the contractive plangl.. Note that if we define the norm

[IXII = max{|(X, Va, )|, [{X, Va,) [},

thenh is a contraction withhx| < max{|aa|, |a2|}||X] for all x € H.
Furthermore, we have

2.3) Vw e A, h@(i(w))) = (Ml (w)) = 7 (I(c (w))).

The fixed pointw = woww; -+ - = liMy_» 0X(1) € AN embeds intoR® as a dis-
crete line with verticeql(wg - -- wp); n € N}. The assumption that is a Pisot sub-
stitution implies that this broken line remains at a boundexdance of the expanding
line. Projecting the vertices of the discrete line on thet@miing plane, we obtain the
Rauzy fractal ofo (see [6]):

T = Tap = {7 o l(wows. . . wh_1); N € N},

Vie A, T()= Tap(i) = {7 ol(wows. .. wn_1); wy =1i,n € N}

For our purpose, we will need to view the Rauzy fractals asiteml of agraph dir-
ected iteration function systefGIFS see [29]). The appropriate graph is theefix-
suffix graph defined as in [15]:

e vertices: the letters of4;

e edges:i LY j if and only if o(j) = pis for somes e A*.

The prefix-suffix grapi” = 'y of o is depicted on Fig. 1.
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a b

Fig. 1. Prefix-suffix graphi LY jel' < o(j) = pis.

Sinceo is a primitive unimodular Pisot substitutioff, is the attractor of the GIFS
defined by the prefix-suffix graph (see for example [11]):

vieA, TG)= ] nhT()+7l(p),

2.4) . e
T=J70).

i=1

From this GIFS structure we deduce that the Rauzy fractalindubtiles are a
geometric representation of the language of the prefixxsgffaph [16]:

P2

{thr{(l(pk)) o i B, B er}

k>0

and fori € A

(2.5) T0) = {thn(l(pk));io:i ﬂilﬂizﬁ---er}.
k>0

There are other equivalent constructions of the Rauzydtaétn overview of the
different methods can be found in [10].

Fundamental topological properties of these Rauzy fractain be found in the
literature.
(1) 7 is a compact set an@ = 7°.
(2) Fori =1, 2, 3, the subtileT (i) is a compact set an@ (i) = 7(i)°.
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s~

tribonacci substitution substitutiosi; 10

Fig. 2. Aperiodic self-replicating tilings of the contraw plane.

(3) The subtiles induce an aperiodic tiling of the contragtplane. Let é;, e, €3) be
the canonical basis dk3. The tiling set is

Tors := {[7(X), i] € 7(Z%) x A; 0 < (X, Vp) < (&, Vg)}
and

Vy,il# [y, i1 €lss, (TH)+y)°N(T()+v)° =0,
(2.6) He= |J T0)+v.

[y.i]€lsrs

(1) and (2) hold because is a primitive unimodular Pisot substitution [41]. (3) is a
consequence of the combinatorglper coincidence conditiogatisfied byos. Indeed,
Solomyak [42] proved in 1992 that the associated dynamigstesn has pure discrete
spectrum, and Barge and Kwapisz [7] showed in 2006 that thiequivalent to the
super coincidence condition for the substitution. By [2Fg subtiles7 (i) (i = 1, 2, 3)
induce the aperiodic tiling of the plane (2.6). This tiling also self-replicating (see
[39, Chapter 3]). Examples are depicted in Fig. 2.
In this paper, we will prove the following theorem.

Theorem 2.1. Consider the substitution,, (a > b > 1) defined in(2.1) and let
Tap be its Rauzy fractal. Then

Tap is homeomorphic to a closed disk= 2b—a < 3.

Some examples can be seen on Fig. 3. The cased =1 anda > b =1 were
treated in [30, 31], where it was shown that the Rauzy fracémé quasi-circles. Also,
it was proved in [28] that7,, can not be homeomorphic to a closed disk as soon as
2b —a > 3. We will recover all these results by another method. Iddee order to
prove Theorem 2.1, we will construct a parametrization @& bHoundary of7. This
parametrization will have the following properties.
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s,

01,2

SN

04,4 07,10

03,3

Fig. 3. Disk-like (above) and non disk-like (below) cubic 2§
fractals.

Theorem 2.2. Consider the substitutionr = o5, (@ > b > 1) defined in(2.1) and
let 7 be its Rauzy fractal. Let be the largest root of

X+ 1Q-bx3+ (b-—ax®—(@a+1)x—1.

Then there exists a surjective Hélder continuous mappindg0Cl] — 97 with C(0) =
C(1) and a sequence of polygonal curvigs,)n>o such that

e limp_.o Ay =97 (Hausdorff metrig.

e Denote by Y the set of vertices oA\,. Then

Vh C Vas1 € C(QM(Y) N[O, 1]).
The Hoélder exponent is & — log|«|/log|A|, where |o| = maxX{|a1]|, |a2]}.

REMARK 2.3. In the caser, = o7, the Hblder exponent is

o 1

The construction of the boundary parametrizationn Theorem 2.2 roughly reads
as follows. The tileT = T, is the attractor of the graph directed construction (2.4).
The labels of the infinite walks in the associated prefix-sufffaphI" = 'y, build
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up the language of the tile. The boundaty happens to be also the attractor of a
graph directed construction. A finite gragh with a bigger number of states than
describes the corresponding sublanguage of the language dthis graph induces a
Dumont-Thomas numeration system [19], leading to the pamd@ration schematically
represented below:

C:[0,1] —— 3T

A
> G

with C(0) = C(1). To prove Theorem 2.1, we will investigate the injedtivof C on

[0, 1[. Indeed, wheneve€ is injective,d7 is a simple closed curve arfl is homeo-
morphic to a closed disk by a theorem of Schonflies—a stremgith form of Jordan’s
curve theorem, see [46].

3. GIFS for the boundary of T,

In this section, we introduce two graphs that describe thentary of the Rauzy
fractals T = T, associated to the substitutions= o,p. First, we will focus on the
boundary graplt a b, that describes the whole language of the boundary,gf Sec-
ond, we will present a subgrapBoap C Goab, Whose language is large enough to
cover the boundary. The latter graph will be strongly cotegdsee Lemma 3.11),
unlike the boundary graph, and this property will allow usperform the boundary
parametrization. Both graphs will be of importance to digtiish the disk-like tiles
from the non-disk-like tiles. Roughly speaking, whenever languages of these graphs
are equal, the parametrization is injective and the boyndal simple closed curve,
otherwise the parametrization fails to be injective. For diass of substitutions, slight
different versions of these graphs were computed in 2009 §48 in 2013 [28] (see
Remarks 3.4 and 3.9). A crucial result will be Lemma 3.2, ahtarizing the bound-
ary points of the tiles. Indeed, the “if part” will be used toope the continuity of the
parametrizationC in Theorem 2.2 for all parametees b, the “only if part” to prove
its injectivity whenever B —a < 3.

By the tiling property (2.6),

3
m=J U T7O0TH -+

i=1[y,jl€lsrs,y#0

The subtiles7 (i) satisfy the equations (2.4). This allows to write the baanydd7
itself as the attractor of a graph directed function syst&itr§).

3.1. The boundary graph: the boundary language.

DEFINITION 3.1. Theboundary graphGo = Goap iS the largest graph satisfying
the following conditions.
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(i) Atriple [i, v, j] € Axm(Z3 x A is a vertex ofGy if

(3.1) Iyl < ,max|zi(p)]: p label of I'}
- 1 —max|oal, o2}

(i) There is an edgei[y, j] 2% [i, y1, ju] iff i > i1€eT, | & j1eT and

hy, =y +x((p) = 1(p)).

(iii) Each vertex belongs to an infinite walk starting from ertex f,y, j] with [y, j] €
Isisand 2 #0 ori < j).
The set of vertices ofj, is denoted bySp.

An analogous definition can be found in [39, Definition 5.4Jot&lthat (3.1) is an
upper bound for the diameter @f.

For a given substitution, the computation @ is algorithmic. There are finitely
many triples satisfying (3.1).Gy is obtained after checking the algebraic relation of
(i) between all pairs of triples and erasing the verticeat tdo not fulfill (iii). See
also [39].

EXAMPLE 1. Gy is depicted on Fig. 4 foa =b = 1. See Table 1 for the vertices
associated to the letters in this graph. HereSi [i, y, j], then S™ :=[j,—y,i]. The
colored states stand for triples §, j] with [y, j] € I'srs. The labels just indicate the
number of 1's inpy, p2 (0 for the prefixe).

Boundary points are characterized as follows.

Lemma 3.2. Let (p)k=0 and (p)k=0 be the labels of infinite walks in the prefix-
suffix graphT" starting from i€ A and j € A respectively. Lety € 7(Z%) such that
[y,ileTssand(y #0ori < j). Then

> hal(p) =y + ) hfi(p) = x

k>0 k>0
if and only if there is an infinite walk

. Lo Polpg L Loplp
[I.J/,]]—0>[|1’V1111]—1>"'€go.

In this casex € T({) N (T(j) + y).
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Fig. 4. Boundary graph of the Tribonacci substitutian=£ b = 1).
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Proof of Lemma 3.2. We mainly use arguments of [39, Proof oédrbm 5.6].
If the above infinite walk exists iy, then using the definition of the edges one can
write for all n > O:

n n
My + 3 7l(p) = v + 3 7R

k=0 k=0

As h is contracting and,)n=0 is a bounded sequence, lettimg— oo gives the re-
quired equality.

We now construct the walk by assuming the equality of the twfinite expan-
sions. Note thaty satisfies (3.1), and by assumption there exist edgepgy i; and

jﬁjl in T". Let

yi =Y wl(Prn) = D 7wl (Biyq) = W™y + 71(pp) — 71(po))-

k=0 k=0

Then againy; satisfies (3.1) anthy; = y + = (I(py) —1(po)). Moreover, choosing € Z3
satisfying 7 (x) = y, we can define

x1 = M7 (x + 1(pp) — 1(po)) € Z°,
Pol Py

that is, y; € w(Z%). Therefore, the edgd,[y, j] — [i1, y1, j1] fulfills (ii) of Defin-

ition 3.1. The infinite sequence of edgesy, j] Ralli [i1, v1, j1] R satisfying

(i) and (ii) of Definition 3.1 is constructed iteratively ieé above way. It satisfies
also (iii), since , jl e Tsrs and ¢ # 0 ori < j). Therefore, it is an infinite walk
in Go. ]

Lemma 3.3. Let[i, y, j] € So. Then eithery, j] or [—y, i] belongs tolss.

Proof. Note that [0i] € I'ss for all i € A. By definition, a vertex oGy belongs
to an infinite walk starting from a vertex, [y, j] with [y, j] € I's;s. Thus we assume

that a given vertexi[ y, j] of Gy satisfies ¥, j] € I's;s OF [—y, 1] € Isrs, and check

that as soon as there is an edgey]| j] LLN [i1, y1, Ja] in Go, then either $1, j1] or

[—y1, i1] belongs tols. Indeed, letx € Z3 such thatr(x) = y. Then the existence
of such an edge insures that

yi=m(x) = x(MH(x +1(p) —1(p)))

for somex; € Z3. Therefore,

(x1, Vg) = (M~ (x +1(p) = I(p)), Vp) = %(X +1(p) = 1(p), vp).



TopoLOGY OF CuBIC RAUZY FRACTALS 173
If [y, j] € Tsrs, then 0=< (x, vg) < (gj, vg) implies that

—B7HI(p), Vi) = (x1,vg) < B7Hey +1(P), V).

Using the fact that (i;) = pis ando(j1) = p’'js’ for somes, s’ € A*, we obtain
—(&,, vp) < (X1, Vg) < (€, Vp),

hence {1, j1] or [—y1,i1] belongs tolgs. A similar computation holds if-fy,i] € Tgs.
See also [39, Proof of Theorem 5.6]. ]

REMARK 3.4. In [39, 45], all the vertices [y, j] of the boundary graph satisfy
[¥, 1] € Tsrs, but two types of edges are used. In the present article, weotiantro-
duce two types of edges. In this way, the labels of infinitekwah Gy are sequences
of prefixes that also occur as labels of infinite walks in thefigrsuffix graph. In other
words, the language of the boundary’bfis directly visualized as a sublanguage/of
This will be important for the proof of our main results, thragjuires to find out the in-

finite sequences of prefixePi=o, (Pk=0 satisfying Y .o h*7l(pk) = X0 h 7 l(p}).
We explain in the core of the proof of Proposition 3.10 how & ¢gd off the two
types of edges from the boundary graphs of [39, 45] in ordededve our boundary

graph Go.

We call
S= {[l, Y, J] GSO: Y 7é0! [J/, J] € 1—‘SI'S}

the set of neighborof 7 in the tiling (2.6).
This gives us the first boundary GIFS.

Proposition 3.5. Let BJ[i, v, j] the non-empty compact sets solutions of the GIFS
(32 V[, jl€S Bli,y,jl= U hBi1, y1, ja] + 7I(p).
[y, ., JleGo
Then Hi, y, j1=T@)N(T()+y) anddT = Uy, jjes Bli, . I1-

Proof. The proof follows [39, Proof of Theorem 5.7]. The set

e
i,y ,jl—>[i1.y.i1]€G0

{x = hx + nl(p)}[

is a graph iterated function system, sirftés a contraction. By a result of Mauldin and
Williams [29], there is a unique sequence of non-empty carmpats B[i,y, 1)y, i1es
which is the attractor of this GIFS.
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We now show that the sequence of set<(if N (7(j) + ¥)ii.y.jjes, also satisfies
the set equations of the above GIFS and then use the uniquendise attractor.

Let [i, y, j] be a vertex ofGy. Using (2.4), we can subdivide each intersection of
tiles as follows:

THNTH) +v)
33) = U l(p) + h[T(i1) N (T(j2) + h = (I(p) —1(p) + h™*y)].

LY L —
j—>iel, j—>jiel =N

Let [i1, 11, j1] be as in the above union. If it is a vertex ¢f, then by a similar
computation as in the first part of the proof of Lemma 3.2, obéaias a point in
T(i1) N (T (j1) + y1), thus this intersection is non-empty.

On the contrary, suppos&(i1) N (7(j1) + y1) # @. We wish to show that

[i, v, ]] [i1, v1, j1] € Go. First, since i, y, j] is a vertex ofGy, we can write
y = n(x) for somex € Z% and y1 = (M (x + I(p") — I(p))) € =(Z%). Also, since
T(i1) N(T(j1) + »1) # 9, there are k=0 and (P, )k=0 labels of infinite walks ofl"
starting fromi, and j; respectively such that

> hfl(p) =y + Y hki(py).

k>0 k>0

Consequentlyy; is bounded as in (3.1). Hence the edge/[J] [|1,y1, j1] satisfies
(), as well as (ii) of Definition 3.1. Moreover, from the abogguality of expansions,
one can construct as in the proof of Lemma 3.2 an infinite sespief edges starting
from [i1, 11, j1] and satisfying (i) and (ii) of Definition 3.1. Lastly, by asaption on
[i,¥,]], one can find a walki, yo, jo] % ﬂ [i,y,]]in Go with [yo, jo] € T'srs
and (o # 0 ori < j). Altogether, we have found an infinite sequence of edgds-sat
fying (i) and (ii) and including the edgs, [y J] [|1, y1, J1]. Therefore, {1, y1, ji1]

fulfills (iii) of Definition 3.1 and |, y, j] [|1, y1, 1] belongs toGy.
It follows that (3.3) can be re-written as

THNTG) +v)
B4) = g l(p) + h[T(i1) N (T(j2) + h = (I(p) —1(p) + h™*y)].

A ) =
iy, j]l—[i1.71.]1]€G0 :

By unicity of the GIFS-attractor, we conclude th&fi, y, j] = 7(@() N (7(j) + y) for
all i, y, j] € So.
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The second equality is a consequence of the tiling propertythe definition ofS:

3
=) U TOnTO+n= U TONTH+y). O

i=1[y,j]elsrs, y#0 liy.jles

Therefore,dT is the attractor of a graph directed self-affine system. Tged to
the boundary parametrization, the natural idea would berderathe vertices and edges
of the graph and use the induced Dumont-Thomas numeratstersy{19]. Geomet-
rically, this corresponds to an ordering of the boundarytpand their subdivisions
clockwise or counterclockwise along the boundary. Thishoétrequires the strongly
connectedness of the graph, or at least the existence ofitv@aminant eigenvector
for its incidence matrix. However, in general, the aboverutauy graph does not have
this property. Roughly speaking, there may be many redwetam the boundary lan-
guage given by the boundary graph: the mapping

[y 1122 i, ] 20 € Gy 3 bkal(p) € 9T
k=0

sending an infinite walk in the boundary graph to a boundaiptpoay be highly non
injective. The level of non-injectivity reflects the comxty of the topology of 7. For
example, many neighbors (that is, many states in the autoatuggest an intricate
topological structure.

In fact, if an intersection’7 (i) N (7(j) + y) is a point, or has a Hausdorff di-
mension smaller than that of the boundary, it shall be redonh@contained in other
intersections), thus not essential. In the next subsecti@ introduce a subgraph of
the boundary graph that will be more appropriate.

3.2. The graph Gy. In 2006, Jorg Thuswaldner defined a graph which is in
general smaller than the boundary graph but always continsgh information to de-
scribe the whole boundary [45]. As an example, he computedgitaph for our class
of substitutions.

DEFINITION 3.6. Leta>b>1. Let Go = Ggap be the graph with
e \ertices:

Ro=Roap={A, B,C,C,D,D°,E,E7,F,F7,G, G,
H,H, 1,17, J,K,N,N7, 0,07, P, P}
U{MI\{I, 17}, ifa=2,b=1
U{L}\{G,G7,N7}, ifa=b=>2
U{L,M}\{G,G,I,I",N7}, ifa=b=1
as in Table 1. Here, iS=i, y, j], thenS :=[j, —y, i].
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Table 1. The subgrap, of the self-replicating boundary graph.

Vertex Edge(s)

# Name Condition| to Label py|p2 Condition
C kb—1+k 0<k<a-b
D Ob-1

Al [1,7(0,0,1), 1] 0 Ob—1
N klb+k, 0<k<a-b-1 a#hb
N a—Dbla

B [1.7(0,0,1),2] C a—b+1a b>2
P kla—b+k, 0<k=<b-1

C|[1, =(0, 1,-1), 1] H kla—b+1+k 0<k=<b-2 b>2
I kla—b+1+k 0<k<b-2 b>2
H b—1ja

D|[1, = (0, 1,-1), 2] | bflla b>2
Cc- ala—b

E|[2, 7(1, 0,-1), 1] N- ala—b—1 athb
D~ b|0

F[3, 7(1,0,-1), 1] o- bl0

a#b |Cla—-1-Kkla—b-1-k, 0<k<a-b-1] a#b

6|l x(,0,-1),1 *7 N~ a—lfklafbfok,Ofkfafb 2a>7t§+2
P~ ab-1

H|[2, 7(1, -1, 1), 1] H- ab—2 b>2
(i alb—2 b>2
P~ a—1-klb—2-k,0<k<b-2 b>2

I [, 7(1,-1,1),1] b=>2 |H~ a—1-klb—-3-k,0<k<b-3 b>3
(i a-1-klb—-3-k,0<k=<b-3 b>3

J|[1,7=(0,0,0),?2] A a—1la
B b—1b

K| [1,=(0,0,0),3] J blb a#hb
M b—1b b=

L|[2,7(0,0,0),3]| a=b | J aja a=>b

M| [2,7(0,0,1),2]| b=1 |C ala b=1
E Oa-—1

N| [1, 7(0, 1, 0), 1] F Oa-—1
G Oa-—1 a#b

O[3, (0, 1,-1), 2] P bla
E- alo

Pl[2, (1, -1, 0), 1] F- alo
G- alo a#b
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e Edged: in addition to the edges of Table 1, we have

s P2l 1 T- e Go s p1lp2 T e Gy,

and

s Pzl p1 TeG S p1lp2 T € Gy

(as long asS, T~ belong toRy defined above).

REMARK 3.7. The stateA, B, C, D, ..., P correspond to the vertices, |, j]
with [y, j] € Tgrs.

One can check thaBg satisfies the conditions (i), (ii) and (iii) of the definitiaf
the boundary graph (Definition 3.1). Therefore, the follogvlemma holds.

Lemma 3.8. Foralla>b>1,
Goab C Goab-

REMARK 3.9. The graphGy is related to thecontact graphdefined in [45] or
[39]. This notion of contact graph was first introduced by &wénig and Haas [21] in
the context of self-affine tiles (see also [38]). For subtitn tiles, the contact graph is
obtained from a sequence of polygonal approximations ofRfezy fractal constructed
via the dual substitutions on the stepped surface (see Edgh approximation gives
rise to a polygonal tiling of the stepped surface. In thelsags, the structure of thad-
jacent neighborgneighbors whose intersection with the approximating reéritle has
non-zero 1-dimensional Lebesgue measure) stabilizes fafteely many steps. The col-
lection of adjacent neighbors of a good enough polygonatagmation of the Rauzy
fractal results in the selRy of Definition 3.6.

Proposition 3.10 ([45, Theorem 4.3]) Let a> b > 1 and ¢ = o, the sub-
stitution defined in2.1). Consider the graph = Ggap Of Definition 3.6 We denote
by Rip = RC Ry the set

R={A,B,C,D,EF,GH,IN,O, P}
U{M}\{l}, ifa=2,b=1
\{G}, ifa=b>2
U{MI\{G, I}, ifa=b=1

1As the prefixesp;, p» belong to{e, 1,11,...,11-..1}, the labels just indicate the number of 1's

a

in pa, p2.



178 B. LORIDANT

Then
oT = |J cliv. il

li.y,ileR

where the sets [T, y, j] ([i, ¥, j] € Ry) are the solutions of the GIFS directed by
Go, i.e.,

V[i,y,jl€ Ro, Cli,y,jl= g hClis, y1, ja] + 71(p)
(3.5) . 1~ iz, 2]€Go

TN (T0) + 7).

Proof. The last inclusion is an easy consequence of LemmaaBd Propos-
ition 3.5.

The lengthy proof is given in [45, Section 6]. However, in ttlaaticle, two types
of edges are used and the Rauzy fractals are defined in terrasffofes instead of
prefixes. We refer to Remark 3.4 and to [45, Section 4.3] a$ agl[6]. The corres-
pondence with our setting reads as follows.

Let C = C4p be the graph as in [45, Theorem 6.2], depicted in Figs. 9 and 10
within this reference, and’; the subgraph obtained frofi after successively delet-
ing the states having no outgoing edges (as in [45, Definididy}). For a stateS =
[(0,0,0),i],[v, ] occurring in [45, Figs. 9 and 10], we shall simply wrig=[i,y, j].

STep 1. The aim is to remove the two types of edges. By [45, Definitgo6],
an edge

R R [ R
[Iiy!]];)[l!y!J]eca

is

— of type 1 if

(3.6) o(i') = piis1, o(j') = p2js2 and hy' =y 4+ 7l(s) — 7l(s1)
— of type 2 if

(3.7)  o(j') = piisy, o(i') = p2js2, and —hy’' =y + 7l(s) — 7l(s1).

Replace each edge

s (P, s)I(P2,],%2) T e,

of type 1 by two edges

s (P, s)l(P2,],%2) T and S (P2, j,%2)1(P1i,51) T,

and each edge

s (Pwi,s)l(P2, ], %2) TeC,



TOPOLOGY OF CUBIC RAUZY FRACTALS 179
of type 2 by two edges

s (P, sD)I(P2, ], %2) T and S (P2, j,%2)I(P1i, 1) T.

Here, forS=1i, y, j] state ofCy, we wroteS™ :=[], —y,i]. See also [39, Section 7,
Proof of Theorem 5.6]. This procedure results in a graph whosnmber of states has
doubled. Delete successively the stafes having no incoming edges. We denote by
CZ} the remaining graph. Note that all edges in this graph nowfgahe relation (3.6).

STeEP 2. The aim is to use prefixes instead of suffixes. Note thag; ifs defined
as in [45] by

Xi= [ J hX;+nls),
o(j)=pis
then we have
T(0) = =X — 7l(i).

This uses the unicity of the attractor solution of (2.4) ahe telation (2.2): for (j) =
pis in the above union, we have

7l(s) = 7l(a(j)) — 7l(p) — 7l(i) = hxl(j) — =I(p) — 7I(i)

Replace each edge

. Lo (puis)i(p2is) ., o, L,
[i, v, j] ————= 1" v, j1eC}
by an edge

[y — 7l + 216), 11 255 [,y — 1) + ml(i7), 1.

This change relies on the following computation. For an eidgé} as above, we have
the relation (3.6). In particular,

hy" =y + 7l(s) — 7l(s0),
which is equivalent to

h(y" = =1(j") + 1) = v — 7I(j) + 7I() + wl(p) — 7I(p2),

again by using (2.2). The resulting graphGs.
We write X := (J>_; X;. By [45, Theorem 4.3],

(3.8) ax=|J Ci,y. il

li.y.jleRrt
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and

(3.9) Vi=1,23 X = [(J CW.y.jlu |J CUi.o0jl
li,y.jleRt [i,0,jleR}

where the setC[i, v, j] ([i, y, j] € R}) are the solutions of the GIFS directed by
Ci ie.,

V[l, Vs J] € Ré! Cl[i! Vs J] = U hCl[il, Y1, j]_] +7T|(Sl)

o (pubs)i(p2idis2) .
[i,y,j]————>[i1. 1. j1leC}
C X N(X;+y).
Here, the setR!, R} are defined for the grap@i} analogously toR, Ro. In particular,

R={[i,y —7I(j) + =I(i),i]; [i, v, il € RY},

and a similar relation holds betwed® and R}.
By unicity of the attractor of the GIFS (3.5) directed Bp, one can check that,
for all [i, v, j] € RY,

—CHi, 7, j1==l(i) = Clj, y = 7I(j) + =), i].

Using (3.9), this leads to

07@)= |J Cli,y,ilu U Cli, 0, j]

[i,y.j]leR [i,0,jleRoN{J,K,L}

foralli =1,2,3. AsT = Ui3=17'(i) andCl[i,0,j] c T(i)N7T(j), we finally obtain that

0T = |J Cli.v. il O

[iy.jleR

The following lemma is essential for the construction of th@undary paramet-
rization in the next section.

Lemma 3.11. Leta>b>1and & = Ggap as in Definition 3.6 We denote by
G = G, the graph obtained from gafter deleting the states,X, L and all their
in- and outcoming edges. Let=r,}, be the number of states ingR{J, K, L} and
L = L,p the incidence matrix of G

. p1lp2
L = (Imn)i<mn<r  With  Ipn = #HS —— Sn € G},
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where{S,,...,S} = Ry\ {J,K,L}. Then there exists a strictly positive vector= u,
satisfying

Lu = Au,

wherei = A,y is the largest root of the characteristic polynomial lof In particular,
A is the largest root of

Pap(X) = X* + (L1 —b)x® + (b—a)x? — (@ + 1)x — 1.
We normalizeu = (u®, ..., u®) to have @ + .. +u® = 1.

Proof. We refer to Tables 2, 3, 4, 5 and the corresponding. Big$, 7, 8. Note
that the restriction of the grap@ to the set of states
e Ry\{A B JK}ifa>b+1,b>2,
e Ry\{A B,M,J K}ifa>2b=1,
e R\{A B,N,JK,L}ifa=b>2,
e R\{A,B,M,N,J, K, L}ifa=b=1,
is strongly connected. Moreover, every walk @ starting from any of the remaining
statesA, B, M or N reaches this strongly connected part after at most two edgés
justifies the existence of a strictly positive eigenvectorresponding to the Perron—
Frobenius eigenvalu¢ of L, which is easily computed to be the largest rootpaf,
for all these cases. O

REMARK 3.12. In general, even for the contact graph, the incidenagixmneeds
not have a positive dominant eigenvector. Our class of gubehs is therefore a spe-
cial case.

4. Boundary parametrization

Throughout this section, we fia > b > 1. We will prove Theorem 2.2, that in-
cludes a parametrization of the boundary of= T, based on the grap® = Gap.
In Definition 4.1, we order the states and edges of the g@pihis ordering seems
to be arbitrary, but it has a geometrical interpretationcatresponds to an ordering
of the boundary pieces and subpieces in the GIFS (Propositit0) counterclockwise
around the boundary of the Rauzy fracfal This choice of ordering will insure the
left continuity of our parametrization (see the proof of Bsition 4.6).

DEFINITION 4.1. We callG;, = G* the ordered graph obtained fro@u, = G
after ordering the states and edges as listed in Tables 2,3,atcording to the values
of a, b.
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Table 2.Ggap fora>b+1,b> 2.

Vertex Edge(s)
# [Order| to Label p1| p2 Order Condition
7 kla—b+k 0<k<b-1 1+3(b-1-k) 0<k=<b-1
c| 1 5 kla—b+1+k, 0<k<b-2 2+3(b-2-k), 0<k=<b-2
6 kla—b+1+k 0<k=<b-2 3+3(b-2-k), 0<k<b-2
8 Oa—1 1
N[ 2 |9 Ola—1 2
10 Oa—1 3
11 Ob—1 1
Al 3 |12 Ob-—1 2
1 klb—1+k 0<k=<a-b 3+2k,0<k=<a-b
2 klb+k,0<k<a-b-1 4+2k, 0<k<a-b-1
2 a—bla 1
Bl 4 1 a—b+ 1lla 2
7 a—-1-klb—-2-k,0<k<b-2 1+3(b-2-k), 0<k=<b-2
5 | 6 a—1—kb—3—-k 0<k<b-3 2+3(b-3-k), 0<k<b—3| b>3
5 a—-1-klb-3-k,0<k=<b-3 3+3(b-3-k) 0<k<b-3| b=>3
6~ alb—-2 1
H| 6 |5 ab—2 2
7 ab-1 3
10 alo 1
Pl 7 |9 alo 2
8~ alo 3
1 ala—b 1
E| 8 2- ala—b-1 2
sl o 1" l[a—1-kla—b—-1-k,0<k<a-b—-1] 1+2k, 0<k<a—-b-1
2 |la—1—-kla—b—2—k,0<k<a—-b—-2| 242k, 0<k=<a—b—-2 |a>b+2
12 b|0 1
Pl 10 11g- blo 2
o 11 [ 7 bla 1
5 b—1Ja 1
DI 12 14 b—1ja 2
J 3 a—1la
4 b—1jb
K J blb
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Table 3.Ggap fora>2,b=1.
Vertex Edge(s)
# [Order| to Label py/p, Order Condition
c| 1 7 Oa-1 1
8 Oa-1 1
N| 2 9 Oa-1 2
10 Oa-1 3
11 0|0 1
Al 3 12 0|0 2
1 klk, 0<k<a-1 3+2k, 0<k=<a-1
2 kll+k O<k=<a-2 4+2k, 0<k<a—2
B| 4 2 a—1la 1
M| 5 1 ala 1
HI 6 |7 alo 1
10- alo 1
P| 7 |9 alo 2
8~ alo 3
1 ala—1 1
E| 8 2- ala—2 2
cl 9 1" |a—1-kla—2—k,0<k<a—-2[1+2k, 0<k<a-—-2
2~ la—1—-kla—3—-k,0<k=<a-3|2+2k,0<k=<a-3| a=>3
12~ 10 1
Fl 10 11 10 2
o 11 |7 1la 1
D| 12 | 6 Ola 1
J 3 a—1la
4 0/1
K J 11
5 0/1

183
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Table 4.Ggap fora=b > 2.

Vertex Edge(s)
# [Order]| to Label p1|p, Order Condition
7 klk, 0<k<a-1 1+3(a-1-k) 0<k<a-1
Cc| 1 5 kil+k 0<k=<a-2 2+3(a-2-k) 0<k<a-2
6 kKil+k, 0<k=<a-2 3+3(a-2-k) 0<k<a-2
8 Oa—-1 1
NI 2 9 Oa-1 2
10 Oa—-1 1
Al 3 |11 Oa-1 2
1 Oa-1 3
2 Ola 1
Bl 4 1 lla 2
7 la—1l—-kla—2—-k, 0<k=<a-2|1+3(a-2-kf 0<k=<a-2
| 5 |6 |la—1-kla—3—-k, 0<k=<a-3|2+3(@-3-ky 0<k=<a-3| a=>3
5" la—1—-kla—3—-k, 0<k=<a-—-3|3+3(a-3-kfy 0<k<a-3| a=3
6~ aja—2 1
H| 6 |5 ala—2 2
7" aja—1 3
9 alo 1
P17 8~ alo 2
E| 8 |1 alo 1
11 alo 1
Fl9 10° alo 2
O] 10 | 7 ala 1
5 a—1ja 1
D 11 6 a—1ja 2
J 3 a—1ja
K 4 a—1ja
L J ala
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Table 5.Gg a=1,b=1 (Tribonacci substitution).

Vertex Edge(s)
# | Order| to | Label py|p2 | Order
C 1 7 0|0 1
5 8 0/[0] 1
9 o/[0] 2
10 (o/[0] 1
A 3 11 (o/[0] 2
1 (o/[0] 3
B 4 2 0|0 1
M 5 1 11 1
H 6 7- 1|0 1
9 1]0 1
P ! 8" 1]0 2
E 8 1- 1]0 1
11 1|0 1
F o 10~ 1|0 2
(0] 10 7 11 1
D| 11 6 0|1 1
J 3 0|1
4 0|1
K 5 0|1
L J 11

Moreover, we seS~ := S and caIIo,?]ax or just omax the number of edges starting
from the stateS. We define the following edges i&*. Suppose
e S¢{3,4ifa=>b+1,b>2;
e S¢({3,4,535ifa=>2b=1;
e S¢{2,3,4ifa=b>2;
e S¢({2,3,4,35ifa=b=1.
Then

pilpzllo P2| P1/|Omax+1—0
S — 5T €G": «— S— ™~ S TeG.

Finally, we call the state$§l, 2,...,12} (casea > b) or {1, 2,...,11} (casea = b)
the starting statesof G*. A finite or infinite walk in G* is admissibleif it starts from
a starting state.

The corresponding graphs are depicted in Figs. 5, 6, 7, 8. stémting states are

colored. For simplicity, we writesﬂ T whenever there aren edges fromSto T.

If m= 1, we write the complete eng% T. If m= 0, there is simply no edge
between the states.
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REMARK 4.2. All the edges ofG™ are of the formsm T. Since there is

no ambiguity, we may simply writcspl—”(; TorS3Tor (S;0). Note that if the con-

dition of the last column in the tables is not fulfilled, thdretedges of the correspond-
ing line do not exist and there is exactly one edge startioghfthe associated state.

REMARK 4.3. We write §;04,...,0p) for the walk of G* starting from the state
S with the edges successively labelled @y . . ., 0,. By the above ordering of states
and edges irG*, the set of admissible walks of length(n > 0) is lexicographically
ordered, from the walk ¢11, 1, ..., 1) to the walk (12 0max Omax - - - » Omax) (@ > b)
-

n times n times
or (11 Omaxs Omax - - - » Omax) (@ = b). This holds also for the infinite admissible walks.

n times

The parametrization procedure now runs along the same éigén [5, Section 3].
Let L be the incidence matrix o6+ (or G) andu = (u®, ..., u®) a strictly posi-
tive eigenvector for the dominant eigenvalieas in Lemma 3.11, normalized to have
u® 4+ ... 4+ u® = 1. The automatorG* induces a number system, also known as
Dumont-Thomas numeration systgtf]. We map each admissible infinite walk &f
to a point in the unit interval [0, 1], according to the schesm@wn in Fig. 9: we first
subdivide [0, 1] in subintervals of lengths given by the dioates ofu; we then subdi-
vide each subinterval, for example the subinteredP[u® + u®@)], by usingLu = Au;
and we iterate this procedure. More precisely, we define atifumc

0, if o=1;
(]50(8; O) — Z U(S), if o 7é 1.

1<k<o,

ss

Thus ¢°(S; 0) < Y 1<k=op, U = Au® for each edge $; 0).
s>s
We setu©® := 0 and map the admissible infinite walks @* to [0, 1] via
¢: GT = [0, 1],

. n—oo

1 1 1
+ X‘PO(Sl 01) + P¢O(S.L§ 02) + -+ F‘PO(Sh—l: On))

wheneverw is the admissible infinite walk:

O:. O (o} O
w:SA g A g 2L
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Fig.5.GJ, fora>b+1,b> 2.
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0l|2

o1 all1
ofj1 1/2

° o2 ° 1 @

Fig. 6. G, fora>2,b=1.
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0f|1
of1
(a—1)
(a)
ol3 i

1 0|2

oll2 all I
al|2

al|1 all1

DV
() O—=() ()

— 1|2 —
a1l a1l alj1
0]|1 al|2

@ (D—= ()

Fig. 7. G}, fora=b > 2.
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0[|2

4
O ol

11
ofj1
1
0l1
0/|3

° ° )

11
0/|2

1 e
of|1
(1158

(D

of1

11

o||1

0f1

0/|2

0|1 1

1)1
1|2

1L °

Fig. 8. G;b for a=b = 1 (Tribonacci substitution).
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0 u® u® u® u® 1
(%1,...) (22,...) (23,...)
u® ' u® ' u(10) '
B X X

u® = (u® 4 u® 4+ u(0) /A
Fig. 9. Parametrization procedure: interval subdivisi¢resea > b).

This mapping¢ is well-defined, increasing, onto, and it is almost 1 to 1, @dani
tifications occur exactly on pairs of lexicographically senutive infinite walks. In-
deed, letw # w’ be admissible infinite walks i, say for examplay >jex w’. Then
P(w) = p(w') iff

w=(S+1:1), {w = (S04, ...,0m, 0+1 1),
4.2 1. or 2.
( ) {w/ = (S; omax)a w/ = (S; 011 cety OI"I'h 01 Omax)
holds for some stat& =1, ..., Snax or some prefix §; 04, ..., 0) and an order.

Here, Snax = 12 (casea > b) or 11 (casea = b). By 0, we mean the infinite repetition
of the ordero. We omit the proofs of these facts here, since they are ginol@roofs
given in [5].

Consequently, ift € [0, 1], then ¢~%(t) consists of either one or two elements.
Hence an inverse ap can be defined as

#W: [0, 1] - G,

t > maX® o it),

where ma%* maps a finite set of walks to its lexicographically maximallkva
We finally denote byP the natural bijection:

P: Gt - G,
(4.3) | -
(S:01, 05, ...) > w: S 5 2B
whenever & oi, % ...) = o S Pl is an admissible walk o6G*, and
by ¥ the mapping
U G T
(4.4) Pol P1lp;

. . P . .
w=1[i,y, jl — [is, y1, ji] —> -+ E h1(py).
k=0
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This allows us to define our parametrization mappg

(1)
Proposition 4.4. The mapping C|O, 1] s, G* 5 G AN o7 is well-defined and
surjective. Furthermorelet

A= {t e0,1]: t =u@ + u®4, . 4uED

1 1 1
+ X¢°(s; o1) + WO(SL; 0) 4+ WO(SM: On)
for some admissible finite walk

Polloy pal[oz Pn-1/|0n

S S SneGJr}.

Then C is continuous ofD, 1] \ A, and right continuous on A. Alsaf t € A, then
lim¢- C exists.

The proof relies on arguments of Hata [23] and is given in [EppBsition 3.4].
Note that here the contractions, associated with the peefixe {¢,1,...,1---1}, are

a

affine mappings of the fornf,(x) = hx + 7l(p).

The above proposition means that discontinuitie€ ahay occur ify, does not iden-
tify walks that are “trivially” identified by the numeratiogystem¢ as in (4.2). The
following proposition insures the identifications for feelg many such pairs of walks.
Because of the graph directed self-similarity of the boupdthis will be sufficient to
infer the continuity ofC on the whole interval [0, 1] (see Proposition 4.6).

Proposition 4.5. The following equalities hold.

(4.5) U(P(S Oma) = ¥(P(S+ 1;1) (1<S<Snax—1),
(4.6) ¥ (P(Shax Omax) = ¥ (P(L; 1)),
(4.7 Y(P(S 0, Omax) = ¥(P(S;0+1, 1)) (VS, 1 <0 < Omay),

where $ax = 12 (case a> b) or 11 (case a=h).

Proof. We check (4.5) in the following way. Let us considee tasea > b + 1,
b > 2. We refer to Table 2 and Fig. 5. We read 6= 1

PLiom) =12>738 251

and

P =22821- 22723
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(infinite cycles). Since the infinite sequences of prefixes laoth equal to the periodic
sequenceda(a — b), it follows from the definition ofy (see (4.4)) that the equality
U (P(1; O0may) = ¥(P(2: 1)) is trivially satisfied.

The same happens for the other valuesSpfapart fromS =5, 8, 9, 11. For ex-
ample, we read foS=5

P(5: 0mm) = 5 7- > 10> 11- & 7-

and

P6: =656 57310 21127

Note that this does not exclude the cdse 2 (we then simply havemn.x = 1 for the
state 5). Therefore we read the infinite sequence of prefixes

(a—1)0ba and a(b— 1)a0b.

To prove that these sequences lead to the same boundary peinise Lemma 3.2.
Indeed, there exists the pair of following infinite walks @y C Go:

Po=a—1|py=b-2 p1=0/py=a p2=b| py=0 ps=a|ps=b
5 7- ~— 10 11~ 7,

po=alpp=b-2 _ pj=b-1/pj=a p;=a|p;=0 p;=0/p3=b pi=b|p;=a
6 7 10~ 11

and 5=[1, 7(1, -1, 1), 1], 6= [2, = (1, —1, 1), 1]. Consequently, by the mentioned
lemma, we have

> hfrl(p) = (1, -1, D)+ Y h*xl(p) = Y hl(pp).

k=0 k=0 k=0

Conditions (4.6) and (4.7) are checked similarly. The cotaans are carried out
in Appendix A. See also this appendix for the remaining valoga, b. ]

In the appendix and in the rest of this section, we use thewatlg notation for
the concatenation of walks:

(4.8) S 01,...,00)&(S;0n41,...):=(S501,...,00,0ng1,...),
where S is the ending state of the wallS{o, ..., 0,) of G*.

Proposition 4.6. The mapping C satisfies (@) = C(1) and it is Holder contin-
uous with exponent s= —log|x|/log A, where |a| = maX{|ai], |a2|} (@1, oo are the
conjugates of the Pisot numbg).
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Proof. The proof mainly relies on an argument of Hata [23]. Byposition 4.4,
we just need to check the left-continuity 6f on the countable seA. This will result
from Proposition 4.5. First note that (4.7) means tB40) = C(1). Also, (4.5) and
(4.7) mean thaC is left continuous at the points associated to walks of lemgt 1
in the definition of A. We now prove that this is sufficient fa&€ to be continuous on
the whole setA. This follows from the definition ofyr. Indeed, lett € A associated
to a walk of lengthn > 2 but not to a walk of smaller length. Thus

t=¢(S0L,...,01)
N’
with o, # 1. We write (pg, p1, ... ) for the labeling sequence d®(w). Then,

n—-1

C(t) = w(P(w)) = ) _ h*xl(p) + h"y(P(S’ 0n, 1))

k=0

N

n—

h*71(pk) + "y (P(S; 0n — 1, Oma)) (by Condition (4.7))

|
Ny

=~
I
o

Il
0

t)
(here S is the ending state of the finite admissible walk,_; in the automatorGy).
Thus C is left continuous int.

More details as well as the proof of the Holder continuity canfbund in [5,
Proposition 3.5]. The exponent islog|§|/log A, where§ is the maximal contraction
factor among all the contractions in the GIFS, i.e., the mmakicontraction factor of
the mappingh (see Subsection 2.2). This is exacityl. ]

REMARK 4.7. |If |a1] = |g| = |, i.€., if the contractiorh is a similarity, then
Bla?| = 1, therefore the above Holder exponent is related to the ditafisdimension
of the boundary:

1
S= —
dimy (37)

(see [45, Theorem 6.7] or [39, Theorem 4.4]). As mentioneft Section 6.4], this
is the case as soon & = (1/108)(27— 4b® + 18ab— a%b? + 4a%) > 0.

We now give the sequence of polygonal closed curgsconverging tod7 with
respect to the Hausdorff metric. Fbr points M4, ..., My of R?, we denote by 4,...,
Mn] the curve joiningMy, ..., My in this order by straight lines.

DerNiTioN 4.8. Letw”, ..., w{) be the walks of lengtm in the graphG+,
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written in the lexicographical order:

L1,...,) = wgn) Slex wgn) Slex *** Slex wg\T: = (Snax: Omaxs - - - » Omax),

where N, is the number of these walks. Foar= 0, these are just the states.1,,
Shax- Let

C":=ClewM&T)edT (1<] <Ny
Then we call
An:=[C,cP, ..., e, c,

the n-th approximation ofa7y.

The first terms of the sequence&n)n>o are depicted foma = b = 1 in Fig. 10
and fora=10,b=7 in Fig. 11.

Proposition 4.9. A, is a polygonal closed curve and its vertices have
Q(1)-addresses in the parametrization C. Moregvéh,)n=o converges tod7 in
Hausdorff metric.

Proof. By definition, A, is a polygonal closed curve with vertices off . The
vertices haveQ())-addresses in the parametrization, since they corresfmopdrameters
t € A, where A is the countable set defined in Proposition 4.4. Note thatlefined
in Lemma 3.11, is the dominant eigenvector of a non-negatiatrix with dominant
eigenvaluer, hence its components belong @). Finally, one can check that,;
is obtained fromA, after applying the GIFS (3.5). This is due to the fact that the
contractions are affine mappings. Therefor&,),>0 converges in Hausdorff metric to
the unique attractor, which 87 . Details can be found in [5, Section 3]. ]

Proof of Theorem 2.2. Theorem 2.2 is now a consequence of laefd, Prop-
osition 4.6 and Proposition 4.9. 0

REMARK 4.10. The way of generation of the approximatiofg is analogous
to Dekking's recurrent set method [17, 18]. Consider fornegke the Tribonacci case.
The ordered automato@™ on Fig. 8 gives rise to a free group endomorphism

®:1-7, 2—-89 3-10111,...

on the free group generated by the letters 1,2, 11. An edge is associated to each
letter, the wordWp = 123---11 is mapped to the 11-gang depicted on Fig. 10. The
iterations®"(Wp) map to A, after renormalization.
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5. Proof of Theorem 2.1

We recall the statement concerning non disk-like tilest 7, be the tile associ-
ated to the substitution,p (a > b > 1). If 2b—a > 3, then 7, is not homeomorphic
to a closed disk.

Proof of Theorem 2.1 (non disk-like tiles). One proof can banfd in [28], but
needed the additional computation of a subgraph of thecéattioundary graph for all
parameters, b—a graph that describes the boundary in the periodic tilimdpced by
T. Here, we make no use of this periodic tiling. The proof beloses the paramet-
rization derived from the grapfs, already obtained by Thuswaldner in [45], or, more
precisely, from our ordered versid@*.

In our assumptions. > b > 1 and d—a > 3, we just need to consider two cases:
) b>3anda>b+1;

(i) a=b=>3.

In case (i) we find infinite walks associated to distinct pagtars O<t <t’' < 1:

b—2]|2

b-1]|2+3(2b-a-3) __

t:5———6 5

b-2/[2+3(2b-a-4)
%

b—2||2+3(2b-a-4)
b-1/1  —
t:12—>5 " L, 6
%

in G. We refer to Table 2 and the corresponding Fig. 5.
Similarly, in case i) we find the following infinite walks associated to distinct
parameters &t <t < 1:

~2/|2
o a-1)2+3(-3) u>
t:5 > a—2||2+3(a-4) S,
%
m a—2|[2+3(a-4)
a— >
t:11——5 ., 6
<«

in G (see Table 4 and the corresponding Fig. 7).

Therefore, in both cases, we have<Ot < t’ < 1 satisfyingC(t) = C(t’), since
the associated infinite walks i@ carry the same labels. Hen@d is not a simple
closed curve. U

We now come to the characterization of the disk-like tiléset 7, be the tile
associated to the substitution,p, (2 > b > 1). If 2b —a < 3, then 37, is a simple
closed curve. Thereforé,, is homeomorphic to a closed disk.
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We wish to show that all pairst,(t’) € [0, 1[ with C(t) = C(t) satisfyt = t'.
In other words, we shall show that all pairs of walks, (') € G* with ¥ (P(w)) =
¥ (P(w") satisfy ¢p(w) = ¢(w’), wheregp, P, ¢ are defined in (4.1), (4.3) and (4.4),
respectively.

We first characterize the infinite sequences of prefix@d«{o, (P k=0 leading to
the same boundary poirft,.o h*7I(p) = 3\ h*71(p}).

Lemma 5.1. Let (p)k=0 and (p;)k=0 be the labels of infinite walks in the prefix-
suffix graphT” starting from ie A and i’ € A, respectively. Then

> hfrl(p) = > hfrl(p) =:x € 9T

k>0 k>0

if and only if there exist je A, y € n(Z3) \ {0} with [y, j] € Tsrs and (pY)k=o0
sequence of prefixes such that

5.1) Pol PG pilp;

iy ] Pol P§ p1|py € Go,
iy, j] — -+ —> -+ € Go.

Proof. By the tiling property, a boundary poirtcan also be written

X=y+ Y hl(p)

k>0

for somey € 7 (z3) \ {0}, an infinite walk @])x=0 in T, starting from aj € A, with
[v, ] € Tsrs. Thus the lemma follows from Lemma 3.2. ]

The above characterization requires the knowledge of thmdary graphGo—the
subgraphGqy would not be sufficient to obtain all the identificationg; is not known
for our whole class of substitutions,,. However, in the caseb?— a < 3, it was
computed in our joint work [28].

Proposition 5.2 ([28, Theorem 3.2]) Let o,p be the substitutionf2.1), Go ap the
boundary graph as irDefinition 3.1and Gy, the graph of Definition 3.6 Suppose
2b—a=<3. Then

gO,a,b = GO,a,b-
We can now characterize the disk-like tiles of our class.

Proof of Theorem 2.1 (disk-like tiles). As mentioned abowe need to check
that all identifications are trivial in the parametrizatidre., that infinite sequences of
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prefixes Pu)k=0 and (P )k=0 in the prefix-suffix graph" satisfying

D hfrl(p) = > h*rl(p) =:x € 9T

k=0 k=0

correspond only to labels of admissible infinite walks and w’ in G* satisfying
¢(w) = ¢(w’) defined in (4.1). The pairs of walks identified kyare given in (4.2).
To this effect, we first look for all pairs of infinite sequescef prefixes fx) #
(py) such thaty",o h*zl(p) = Y40 h*7l(py) € 9T This amounts to finding all the
pairs of infinite admissible walks iGg = Go satisfying (5.1). This can be done algo-

rithmically by constructing an automatoA?, with the following states and edges.

0 SIS 2P 1177 if and only if there is a prefixp” satisfying

{S L

plp”flo’
S—— T eG*.

(i) 9IS M T||T" if and only if p # p’ and there is a prefiyp” satisfying

{s LA

p'lp”llo’
S——T eG".

(i) 9IS M T||T' if and only if there is a prefixp” satisfying

{s PIE"lo c Gt

plp’lo’
S——T eGH.

We call an infinite walk in4¥ admissibleif it starts from a state§|S with S={[i,y,j],
S =1[i",y,]j] and [y, j] € I'gs (possibly S = S), and if it goes through at least
one state of the shap€&||T’. Now, two sequences of the prefix-suffix automaton
(Pk=0 # (Pk=0, Satisfy 3 oo N*TI(pK) = Yoo N*7I(py) € T if and only if there
is an admissible walk in4? labelled by @x||ok | Pil|0)k=o-

After deleting the states and edges that do not belong to amisaible walk, we
get the automaton of Fig. 12 for the case b+ 1, b > 2. Note that fora=b+ 1 or
b = 2, the automaton becomes lighter, as several edges disapiea starting states

for admissible walks are colored. For the sake of simplicitee did not depict the

edges of the fornS|SM> T|T (particular case of (i)). Therefore, the stat§S

in these figures may be preceded by a finite walk made of suchseagd ending in
S|S. The remaining cases can be found in the Appendix B.
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allom|0]]1 /

0f|owmb]|1 bl[ow]all1
a—b+k[[1+3k

la—b+1+k[|2+ 3k

0<k<b-2

a—b—2—k|24+2(a-b-2-k
la—b—-1-Fk[1+2(@a-b-1-k)

Ollom b — 1[]1

0llom|b —1[[1

0<k<a-b-2
a—bl[1]la—b+1||2 a— 1||om|al|1 bl|owm|b]|1
&Y I lloma] () llowbl @
—2—k\\1+3(bg§4k)
a—>b—1|[1|a —b||2 @
Il l a —1||oy|a|[1 la—1-Fk||2+3(b-3-k)

b- 11 0<k<b-3

k|4 + 2k

[k+1]|3+2(k+1) b—3—k|[2+ 3k

0<h<a—b1 K24 30 3 b3~ k|3 + 3k Dizoys | O12003
E[|3 + 3(b — 2 — K) Osksb-3
0<k<b-2
2|2
T+1+3b-2-k
k|24 3(b—-2— 5 0/|1/0}|2
k|2 + 3( b—2— k|1 +3k 0[|1[0]| o102

[b—3—k||2 + 3k

bl[oslb — 1|1 0<k<b-3

allowla—b+ 1|1

0f[xjof[2

89

a—tloua—blt _/~ N aljon/a — 1]jt

a—bljow 0[|1

Fig. 12. AY fora>b+ 1,b > 2 (o stands foroyay).

allom|a —bl[1 a—1-k|2+2k
l[a—2—k[1+2k+1)

0|[omal|1 0<k<a—-b-2

Second, we look for all pairs of infinite admissible walks# w’ of G* such
that P(w) and P(w’) carry the same infinite sequence of prefixgg){=o: the par-
ameterst, t' € [0, 1] for such walks trivially map to the same boundary pdigt the
parametrizatiorC. Again, these pairs of walks can be obtained algorithmycaih an

automatonA4s' with the following states and edges.

@) 952 717 if and only if SP3 T € G+

ploffo’

(V) SJS—— T||T’ if and only if 0 # 0’ and

s 1ecr,

s 2% 1 c G
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al1l|2

a—1—Fk|1+2k 0] 0ml[1
|2+ 2k
0<k<a-b-2
k|3+3(b-2-k) a-1-k|2+3(b-3-k)
[[1+3(b-1-k) a|om||1 3+3(b-3-k)

" 0<k<b-2 /bw\ 1)72\0,,,“1@ 0<k<b-3
N4 -/

b—1]on[l1

al1l2 0<k<b-3
k|3+2k
ll4+ 2k QD
0<k<a-b-1

a=b—1]on[1

3[]4

/

alonlll

1|2
a=blonlt \__J O0lemlll

0] om|l1

8 [[1- 17~ 4|5
a—bloallt \__J a-b+1loult

Fig. 13. A8' for a>b + 1,b > 2 (0, Stands foromay).

pllofjo’

(vi) §||S —— TJ|T’ if and only if and

s®% T ea,

s P 1 car

We call an infinite walk inAS' admissibleif it starts from a stateS|S or S||S with
S=1i,y,jl, S=1[i",y,jland [y, j] € Ts;s (S# S), and if it goes through at least
one state of the shapg||T’. Now, for two admissible infinite walks o6 :

w=(S$01,0,...) 2w =(S;0},05,...),

P(w) and P(w') carry the same sequence of prefixgg)k-o if and only if there is an
admissible walk in4%' labelled by @ | 0k |10} Jk=0-

After deleting the states and edges that do not belong to amsaible walk, we
get the automaton of Fig. 13 for the case> b + 1, b > 2. The starting states for
admissible walks are colored. For the sake of simplicity, diet not depict the edges
of Iltem (iv). For the remaining cases, see Appendix B.
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Note that in.AY as well as inAS', no more pairs, w’) than the pairs given in
(4.2) are found. Therefore, we conclude that forwallw’ € G*

Y (P(w)) = ¢(P(w) = ¢(w) = ¢(w).

Consequently, the parametrizati@n [0, 1] — 97 is injective, apart fromC(0) = C(1).
HencedT is a simple closed curve and, by a theorem of Schonflies [ homeo-
morphic to a closed disk. ]

6. Concluding remarks

Other projects using the parametrization method may contter topological study
of further classes of substitutions, for example famili€sAmoux-Rauzy substitutions.
These substitutions are of the form= 7,---7, wherer > 3 and{ty, ..., &} =
{o1,02,03} (07 are the Arnoux-Rauzy substitutions). For the moment, thmeotedness
of the associated Rauzy fractals could be obtained (segl@{)the classification disk-
like/non-disk-like is still outstanding.

Another challenge is the study of non-disk-like tiles, whicappens to be rather
difficult. A criterion [39] allows to decide whether the fuamhental group is trivial
or uncountable, but more precise descriptions are not kndvam given examples of
self-affine tiles, the description of cut points and of catad components could be
achieved (see [32, 8]). We can understand the degree ofulliffiof these studies via
the following considerations. In our framework, non-ditdeness implies non-trivial
identifications in the parametrization and requires to fiot on-injective points of the
parametrization. To speak roughly, we need the computatidhe language o\ Go.
Therefore, this is related to the complementation of Blaltbmata, which is known
to be a difficult problem ([43, 33]). Note that we have here thels to complete such
a study. Similarly to [5, Section 4] and as in the above prdoflreorem 2.1 (disk-like
tiles), we can define three automata whose edges take the form

pllofp'|lo’
—_—

SS T|T,

wheresﬂ TandS m T’ are edges ofjy. A first automaton4? gives the walks
identified by the Dumont—Thomas numeration syst¢mi.e., the pairs i, w') € G*
given in (4.2). In the disk-like case, no other walks are tdiedl. The second automa-
ton AY gives pairs of walks, w’) identified by and is computed via Lemma 5.1.
The third automatom4®' gives the pairs of walksuf, w’) carrying the same sequence of
prefixes. Topological information might be read off from thgtomaton4? U 48"\ A?.

Appendix A. Details for the proof of Proposition 4.5

We check Conditions (4.5), (4.6) and (4.7) of PropositioB. 4The ideas were
given in the proof after the statement of this propositiore $dm up the computations
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in Tables 6 to 13. As mentioned, some computations requigeute of Lemma 3.2.
The last column refers to the items below for these specisg¢saln the cases below,
we give the pairs of infinite walks 5o C Go:

. .o Polpg p1lpy P2/ P,
S=1i,y, ]l S S ... and
Pg ! Po pilpy P31P;

S=["y ]l S S

for which holds

S hexl(p) = v + 3 hrl(p) = 3 herl(pp)

k>0 k>0 k>0

by Lemma 3.2. The concatenation of walks, using the symbolv&s defined in (4.8).
Casea>b+1,b>2. Note that the stateS= 11, 1" have only one outgoing

edge, thus it does not show up in the checking of Conditon).(4This happens also

with the statesS= 5, 5~ wheneverb = 2, andS= 9, 9 whenevera = b + 1.

(1) See proof of Proposition 4.5.

(2
po=a|py=a—h-1 pi=a-1|p;=0 p2=a-b|p,=a ps=0|p;=a—b ps=a|p,=0
2- 8- 1 7 ,
pp=a—1|pj=a—b-1 p;=a—b|p;=0 p;=0/p,=a p;=a|p;=a—b
9 1- 7 8
3)
Po=b|py=a p1=alp;=0 p2=a—b|p,=a ps=0|pz=a-b
11 7 8- 1 7,
p=b-llpp=a _ pi=a-b+1lpj=0 _ p;=Olp=a _ ps=alpi=a-b _  pj=a-b|p,=0
12 5 7 8 1- 7.

(4) For0<k=<b-2,

po=b—1-k|py=a—1-k pr=a|p;=0 p2=(a—b)|p,=a ps=0|p;=a—b
7 8 1

py=b-2-k|pj=a—1-k _ pi=a—b+1p;=0 p;=0lp;=a _ ps=alpz=a—b Py =a—blpy=0
1 5 7 8 1- 7.

(5) ForO<k<a-b-1,

po=k|py=b+k p1=0| p;=a-1 py=b| p,=0 py=alp;=b py=0|p;=a
2 10 11~ I

10,

10~ 11 7.

Po=k+1| py=b-+k 1 p1=b-1|pj=a-1 7 p2=a| p,=0 ps=0|p3=b pa=b|py=a
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(6)

po=a—blpp=a _ p1=0/p;=a-1 p2=b|py=0 pa=a|p3=b pPa=0|p;=a
4 52 ! 10 2 511 Sy o 510

pp=a—b+llpp=a _ p=b-l|pj=a-1 _ p;=alp,=0 Ps=0lp;=b p;=blps=a
1 7 10~ 11 7.

(7) ForO<k<a—-b-2,

po=a—1-k|py=a—b—2-k pr=a—1|p;=0 p=a-blp,=a _ ps=0|p;=a—b _ ps=alp;=0
9 2~ 8- 1 7 8-,

py=a—2-k| py=a—b—2—k pr=a—b|p;=0 p,=0|p,=a p;=a|ps=a—b
1- 7 8 1.

(8) For0<k=<b-2,

Po=a—b-+k| pp=k p=0lp;=a P2=blp,=0 ps=alpy=b
1- 7- 510 11- 7-,

pp=a—b+k+1ilpp=k  p=b-lpj=a _ p;=alp,=0 Ps=0lp3=b Ps=blp;=a
6 7 10~ 11

(9) For0<k=<b-3,

po=b—2—k|py=a—-1-k pr=a|p;=0 p2=a—b|p,=a p3=0| py=a—b
- 7 8 1

po=b—3-k|py=a-1-k _ pi=a-b+1|p;=0 p;=0|p;=a _ py=alpz=a—b p;=a—b|p;=0
5 5 I 8 1- 7.
(10)
po=b-1/py=a p1=alp;=0 pz=a—b|p,=a ps=0|pz=a-b
7 8- 1 ,
py=b-2|pj=a _ pr=a—b+1|p;=0 p;=0lp,=a _ p;=alp;=a—b py=a—b|p;=0
6 5 I 8 1 7.
(11)
po=a—b-1|py=a p1=0|py=a-1 p2=b|p,=0 ps=alp;=b pa=0| p;=a
- 2 10 11~ 7~ 10,

 pg=a-blpy=a _ p=b-1pj—a-1 _ ps=alp,=0 p;=0|p;=b p;=blp,=a
1 . 7 10~ 11 =

Casea>2,b=1. We take advantage of the similarities with the precedimgec
(compare the graph of Fig. 6, Table 3 with the graph of Fig. &l& 2 when taking
b=1).
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Conditions (4.5) is checked as in Table 6 8= 1,2, 3,6, 7,8,10 and the referred
items by takingb = 1.
Condition (4.7) is checked as in Tables 7 and 8 for

(S:0) € {(2 1), (3 3+2K), (3;4+2K), (7; 1), (7:2), (8: 1), (3; 1), (%; 2),
(27:1),(27:2),(7:1), (97: 1+2K), (97; 2+2K)},

by takingb = 1. Note that the stateS=1, 4,5, 6,11, 12,1, 6,11, 12 have only
one outgoing edge, that is why they do not show up in the chgcf Conditon (4.7).
This also happens fog = 9, 9, whenevera = 2.

The remaining cases and Condition (4.6) are presented ile Babwith references
to the items below when the use of Lemma 3.2 is required.

(12)
Po=a—1|py=a p1=0|p;=a—1 p2=1|p,=0 ps=alp;=1 pa=0|p;=a
2 10 11~ I 10,
Po=alpp=a _ pi=0|pj=a-1 _ p;=a|p,=0 pP3=0lp3=1 Pa=1py=a
1 = 7 10~ 11—
(13)
Po=1|py=0 p1=a-1|p;=0 p2=0| p;=a ps=1|p3=0 ps=a|p;=1
9 1~ I 10 11~ 7,
Po=1/pp=0 p1=alp;=0 p;=0|p;=a _ py=alp;=0 p;=0|p,=1 ps=1|ps=a
10 12 - 6" 7 10— 511 7.
(14)
po=1|pp=a p1=a| p;=0 p2=a-1|p,=a ps=0|p;=a-1
11 7 8 1 7,

p=Olm=a _ pi=alp;=0 m=Olp=a _ ps=alp;—a-1 pj=a—1|p,=0
12 6 L 7 8 1- = h

Casea=Db> 2. This case has similarities with the case b+ 1, b > 2. How-
ever, the number of starting states reduces to 11. We préisenesults in Tables 10
to 12. Note that the stateéS= 8, 10, 8, 10~ have only one outgoing edge, thus they
do not show up in the checking of Conditon (4.7). This alsopesg forS=5, 57,
whenevera = 2.

(15)

po=a—1|pp=a—2 p1=0|p;=a p2=alp,=0 ps=alpz=a
7- - 59 ‘511 7-

po=alpy=a-2 pi=a-1/p;=a p;=alp,=0 p;=0|p;=a py=alp,=a

6 6~ 7 9~ 10 7,
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(16)

po=a| py=a pi=a|p;=0 p2=0|py=a p3=0| p;=0
10 7 8 1 7,

pp=a—1/py=a p1=1|p;=0 p;=0|p,=a p3=a|p3=0 p3=0|p;=0
1 5 7 8 1- I

(17) For 0O<k <a-2,

po=a—1—k|py=a—1-k p1=a| p;=0 p2=0|p;=a P3=0|p3=0
7 8 1 7,

pg=a—2—k|pp=a—1-k _ p=1|p;=0 p;=0lp;=a _ pg=alp;=0 p;=0/p,=0
5 7 8 1-

(18)

Po=0|py=a p1=0|p;=a-1 p2=a| p,=0 ps=a| p;=a pa=0| pj=a
2 8 9- I

pp=1/py=a pr=a-1|p;=a-1 p;=al p,=0 p3=0|p;=a py=alp,=a

4 1 7 9- 10 7.

(19) For O<k <a-2,

po=k|pp=k p1=0|p;=a p2=a|p,=0 ps=a|p;=a
1 7 59 2 510 ST,

_ Po=k+lpp=k __ p=a-1p;=a p;=a|p,=0 p;=0|p;=a pi=alp,=a
6 7 9- 10

(20) For 0<k<a-3,

po=a—2—k|py=a—1-k p1=a| p;=0 p2=0| p;=a ps=0| p5=0
"~ 7 8 1 7,

_ pg=a—3-klpy=a-1-k p1=1/p;=0 p;=0|py=a p;=a|p3=0 p;=0lp,=0
5 7- 8 1-

(21)

po=a—l|pp=a _ pr=alp;=0 p2=0|py=a _ ps=0[p;=0
- 7 — 8- 1 7

py=a—2|py=a p1=1|p;=0 p;=0/p,=a p;=a|p3=0 p;=0|p,=0
6 5 7 8 1- 7.

Casea=Db=1. There are similarities with the preceding case b > 2 (com-
pare the graph of Fig. 7, Table 4 with the graph of Fig. 8, Tdablghen takinga = 1).

Conditions (4.5) and Condition (4.6) are checked as in Tdfifor S= 1, 2, 3,
6,7,8,9, 11 and the referred items by takiag= 1.



TopoLOGY OF CuBIC RAUZY FRACTALS

207

Table 6. Casea > b+ 1, b > 2, Conditions (4.5) and (4.6).

Walk 1 | Walk 2 Sequence 1 Sequence 2 Checking via Lemma 3.2: see ltem.]|.
(1: Omax) (221) Oa(a —b) Oa(a — b)0

(2:0ma0 | (3D Oba0 Oba0

(B:omad | (41) (a—b)0a(a —b) (a—b)0a(@—b)0

(4:0ma) | (5:1) || (a—b+1)0a(@a—b) (@ —b + 1)0a(@ - b)

(5:0ma) | (6:D) (a—1)0ba a(b — 1)a0b 1)
6:omm) | (7:7) alba alb

(7:0mad | (8:) a(@a-h)0 a(@a-h)0

(8:0mad | (9:1) a(a— 1)@ - b)0a (a—1)a—b)0a o)
(9 0may) | (1G:TD) b(a — 1)0ba ba(b — 1)a0b 1)
(10 On) | (11:7) ba0 ba0
(1L 0ma) | (127) ba(a — b)0 (b—1)@@—b + 1)0a(a—b) 3)
120mm) | (LT) (b— 1)abba (b — 1)(alb)

Condition (4.7) is checked as in Tables 11 and 12 for

(S0 e{(21),32, (71, (7: 1}

by takinga = 1. Note that the stateS=1,4,5,6,8,10,11,1,67,87,10",11" have only
one outgoing edge, that is why they do not show up in the chegcéf Conditon (4.7).

The remaining cases are presented in Table 13, with refesetocthe items below
when the use of Lemma 3.2 is required.

(22)
Po=0|py=1 p1=0|p;=0 p2=1|py=0 pa=1|p3=1 pa=0|p,=1
4 2 10- - ,
po=1py=1 _ p1=0|p;=0 _ p;=1|p,=0 p;=0|p;=1 pi=1/p,=1
5 1 7 9 10 7.
(23)
po=1|py=1 p1=1/p;=0 p2=0|py=1 P3=0|p3=0
10 7 8- 1 7,
11 po=0lpo=1 _ p1=1lp;=0 _  p;=0[p,=1 8 p3=1p;=0 _ p;=0|p,=0 7

Appendix B. Details for the proof of Theorem 2.1 (disk-like fles).

We depict the automatal? and A% for the remaining cases:
e b=1a>2, Figs. 14 and 15;
e a=Db<3 (recall that B —a < 3), Figs. 16 and 17, fom € {2, 3}, as well as
Figs. 18 and 19 fom = b = 1.
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allom|0]|1

Offow|1][1 1f|ow|al[1

a—-3—kl2+2(a-3-k)
la —2—k[[1+2(a—2—-k)
0<k<a-3

0flou/0L

a— 1||oylal[1 1|[om|1][1
” m‘ H @ H n‘ H 9‘10
0]|om|0]]1

@~ 1jonfalll .

k||4 + 2k
[k+1]8+2(k+1)
0<k<a—2 0[[2[0f[3
o[[2[0f[3
D
oj[tfof[2
0f[1]ojj2

. 1/[0u0]]1 @

allow|al[1

of[1/o[[2

allom|a— 1|1
819

a—1[jomla — 1]]1 ﬂ;;x
_/

alloyla —1][1 a—1-Fk|2+2k
la—2—-FK||1+2(k+1)

@ 0<k<a-3

Fig. 14. AY for b=1,a> 2.

a—1|om|0f|1

0f|ow|al|T

Again, in AV as well as inA%', no more pairsif, w’) than the pairs given in (4.2) are
found. Thus the same conclusion as in the core of the proofhebiiem 2.1 (disk-like

tiles) applies.
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88 1|7

a|1l|2 aloml|l

a—1]om|1 7(‘

9)9 1-|j2-
rl,—l—k:\1+2kU

[12 + 2k
0<k<a-3

0[2[3

k|3+2k
|4+ 2k
0<k<a-2

@
L2

YR 0loullt /7N a | owll1
3|4 1|2 7/18 67~ (127117
a—1lonllt N\ _J/ 0loult _/

aloml|l

1|7
a-1loult \_J/J aloult

Fig. 15. A% forb=1,a> 2.

5/|6

©
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Table 7. Casea> b+ 1, b > 2, Condition (4.7),S=1,...,12.

=(121) &(5; Omax)

=(122)&(6: 1)

Walk 1 Walk 2 Sequence 1 Sequence 2 ftem
(L 143K, O o
—@LME o, | O f;?’zk;;)k) & E:0) b-1-Ka@ B0 |(b-2-K@-b+l0a@_b)| @)
kK=0,... ,b-2 ' '
(1; 2+3K, Omax) . - 7 —
_@meE o, | ?;Zk;;)k) e:D) (b—2—k)(b— 1)0ba (b—2-Kab-1a0k | (1)
k=0,..., b—2 =& ’
(1 3+3K, Omar) _ -
@ik ) __ __
L Sl A QPR O FYCE | ChEa
e o | epaed 0a(a— 1a B0 G- EBE | @
(i 52?)2 9: ) (i ?,2.1;) &(10:) Ob(a — 1)0ba Oba(b — 1)a0b (1)
¢ éﬁ) (11: 0 ¢ i;,:l;) &(12:T) Oba(a - b)O 0b—1)a—b+1)0a@—b) | (3)
(32, Oma) @31 — —
= (3:2) & (12: o) =(338&LD) 0(b -~ 1)atba Ofb - 1)adb
(3: 3+2K, Omax) . 1
(3. 4+2k T)
—@INLETID. | g aage D kOa@ D) KOaE D)
(3 442K ) _ - — —
_@ae@iom | O ?;?':;323» @D k0ba0 (k+ 1)(b— 1)a0b ®)
k=0,..., a—-b-—1 T :
(‘f tlﬁ) @:5m) (i f;f;) &(1:7) (a— b)0ba0 (a—b+1)(o— 1)a0b ®)
(5: 1+3K, Oan) o
(5: 2+3k, T _ -
= (51430 & (70w, | e - (@a—b+ 1+ Koba @—b+2+K(b-1a0b | (6)
K=0,... . b—3 =(®2+3K & (67:1)
(5: 2+3K, Oan) B
(5:3+3k, T __ __
= (52430 & (67 0mm), | e - |l@-b+2+Kb-2a06| (a-b+2+Kkb-2)a0b
o s = (53430 & (57: 1)
(5: 3+3K, Omar) . -
(5: 1+3(k+1), 1) [ E—
= (5:3+3K) & (57: Omax), | _ (& _ 5 || @=b+2+K)0a(a—b) (@a—b+ 2+ k)0a(a—b)
k=0,...,b-3 = G 18+l & (775 )
(6: 1, Omax) (6:2,1) - P
— (6:1) & (67; Omm) —(6:2&(67T) a(b —2)alb a(b — 2)a0b
(6: 2, Oma) 6:3 1) — .
— (6:2)& (5" Omm) = (6387 ata(@=b) a0afa ~b)
(7; 1, Omax) (7:2,9) - i
— (7:1) & (10": Grm) —(7:28(97T) a0(b — 1)a0b a0(b — 1)a0b
(f f}.c’;?; (97: 0rm) (i ?’7.1;) &(8:T) a(a—b—1)0a(a - b) a(a—b— 1)0a(a — b)
(8; 1, Omax) 8:2,1) e -
—EDEI o | - @®@2&@:D aa-1ba a(a—1)0ba
(95 1+2k, Oma) e T
(9: 2+2k, T __ __
= (9; 1+2k) & (17; Omax)s o - (a—1-k)(a— 1)0ba (a—1-k)(a— 1)0ba
k=0,...,a-b-2 =@2v208 270
(9: 242K, Omn) , -
= @22 82 0w, | g sty e D@L 0E-DEDE  @-2-Ka-BE |
k=0,..,a-b-2 | & ;
e e e be0(a B0 be0aE B0
— (1012 :0m) | =0102&11:])
(12 1, Omax) (12:2,7) (b— 1)(a— Ljoba b Datb— 1506 0
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Table 8. Cas& > b+ 1, b> 2, Condition (4.7),S=1",...,12".
Walk 1 Walk 2 Sequence 1 Sequence 2 ltem
(17 1+3K, Oma) _ _
— e o, | (12+32k ;)() - (a— b+ Koba (a-b+1+kb-1a0b | @)
k=0,..., b—2 ={er ;
(17 2+3K, Oma) (171 343k 1)
= (152430 & (67 0mad, | &1"3;3k)&(5*-1) (@a—b+1+k)(b—2)alba| (a—b+1+Kk)(b-—2)alb
=0,..., b—2 = ;
@538k omad - gLa0ay ) - -
= (17:3+3K) & (5 Omax)» (1 143 1) & (7 (a—b+1+k0a@—Db)0 | (a—b+k+ 1)0a(@a—Db)
k=0,..., b—2 = L3tk ;
(27:1, Opmd) 23271 - (—
— (1) &(10":0mm) — @ 29&© T (a—1)0(b — 1)aOba (a—1)0(b — 1)a0b
(27: 2, Omax) (27:3,1) - __
(212 &9 o) — 2 :3)&0T) (@a—1)(a—b—1)0a(@a—b)| (a—1)a—b—1)0a(a—h)
Gk Onad i)
= (57: 1+3K) & (7: Oma), _ (b—2-ka@—b)0 |(b—3—k)(@a—b+1)0a@—b)| (9)
K—O. b_3 = (57;2+3K & (5: 1)
(57: 2+3K, Oma) . -
= (57 2+3K) & (5: Oma)s (675 3+3k 1) _ (b—3—k)(a—1)0ba (b—3—k)a(b — 1)a0b @)
KO . b3 =(5:3+3K & (6: 1)
(57; 3+3K, Omax) _ 5
= (57:3+3K) & (6: Oman), G 13y D _ (b —3—k)alba (b—3—k)alb
K=o0,.... b_3 = (57; 1+3(k+1) & (7; 1)
(67: 1, Omax) (67:2,1) . .
— (6:1) & (7: ) 6286 (b—1)a(@a—b)0 (b—2)@a—b+1)0af@a—b) |(10)
(67: 2, Omax) (67:3,1) _ _
— (6-:2) & (5: 0rm) a6 (b —2)(a—1)0ba (b —2)a(b — 1)a0b @)
(77: 1, Omax) (77:2,0) . .
— (71) & (8: ) —rneET) Oa(a — 1)(a— b)0a O(a—1)a—b)0a )
(772 2, Oman) (77:3,0) __ _
(72 &(9.5m) 38000 Ob(a — 1)0ba Oba(b — 1)a0b @)
(87: 1, Omax) (87:2,1) _ _
— (8:1) & (2: ) _E2a) (a—b—1)0ba0 (a—b)(b — 1)a0b (11)
(97 1+2K, O - _
=(97; 1+2K) & (1: Oma), (©7:2+2k 1) _ kOa(a — b) kOa(a — b)
K=o0,.. .. a-b_2 =(97;2+20 & (2: 1)
(97; 2+2K, Oma) - T
= (97; 2+2K)) & (2; Oman), (@7 120+ D), 1) _ kOba0 (k + 1)(b — 1)a0b 5)
K=o, ... a—b_2 = (97; 1+2(k+1) & (1 1)
(107; 1, Omax) (107;2,7) _ -
— (10 1) & (11 o) 103842 ]) Oba(a — b)0 0(b — 1)@@—b + 1)0a(a — b)
(12°: 1, O (12:2,1) __ __
a(b — 2)a0Ob a(b — 2)a0db

=(127:1) & (67 Omax)

=(12:2&((57:])
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Table 9. Case&a > 2, b = 1. See also Tables 6 to 8 with= 1.

Walk 1 [ Walk 2 [[ Sequence T Sequence ZChecking via Lemma 3.2: see ltem]..
(4; Omaw) 5:1) (a— 1)01a0 a0a01 (12)
(5: Omax) 6;1) ala(a—1) | a0a(a—1)
(9: Oman) (10:7) 1(a—1)0la | 1aCa0l (13)
(11 Omax) (12 1) la(a—1)0 | Oala(a— 1) (14)
(12; Omax) 1 7) 0a0la 0a01
(252, Ona) 3.13) _ |lora—1y03a| 01a0801 (13)
= (2:2) & (9: Omax) =(23)&(10: 1)
(31, Oma) @21 _ || 013@ =10 |00abaia =1y (14)
=@D&AL0ma) | =(%2&(12:7)
(3: 2, Omax) (3:3 1) B 000 0GE01.
=(32&(12:0ma) | =(3:3)&(1:1)
(10: 1, B (102, 1) I
— (10)&(12 0| = (1092 (11 T) laOa(a — 1)0| la0a(a — 1)
(77 2, Onad) (731 0l(a—1)01a| 01a0a01 (13)
=(732&(90ma) | =(77:3)&(10; 1)

Table 10. Case& = b > 2, Conditions (4.5) and (4.6).

Walk 1 [Walk 2|| Sequence 1 Sequence 2Checking via Lemma 3.2: see Item]..
(Loma) | 2D 0a0 0a00

(2:0ma0) | (3:1) Oaal Oaa0

(3:Oma) | (4:1) 00a0 00a0

(4:0ma0 | (5:7) 10a0 10a0

(5:0ma0) | (6:1) || (@— 1)0aa | a(a — 1)a0a (15)
(6:Oma0) | (7: 1) alaa ala

(7: omax) | (8:1) a00 a00

(8:0may) | (9:1) ||a(a — 1)0aa|aa(a — 1)ala (15)
(9 Omax) | (10; 1) aa0 aal

(10; Oma | (12; 1) aa00 (a—1)10a0 (16)
(11; Oma0 | (12: ) || (@ — 1)a0aa| (a— 1)al0a
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Table 11. Casa = b > 2, Condition (4.7),S=1,...,11.

Walk 1 Walk 2 Sequence 1 Sequence 2 Item
L23kOnad T _ .
= (1; 1+3K) & (7; Omax), — (12439 & (5:T) (a—1-k)a00 (a—2—k)10a0 17)
k=0,..., a—2 v ’
(1: 2+3K, Omax) L (1:3+3k 1) __ _
= (1; 2+3K) & (5; Omax), (13430 &(6:T) (@a—2—-k)(a—1)0aa|(a—2—k)a(a— 1)a0a| (15)
k=o,..., a-2 Y '
L33k 0mad e T) _ .
= (1; 3+3K) & (6: Omax), _ (a—2—k)a0a (a—2-—k)ala
k=o,.... a_> = (1; 1+3(k+1) & (7; 1)
(2:1, Omax) (22, 1) _ _
—(21)&(8:0mm) —22&@:7) Oa(a — 1)0aa Oaa(a — 1)a0a (15)
(3: 1, Omax) (321) __ _
—~ (3:1)&(10:575) - (32&@Ld) 0aa00 O(a — 1)10a0 (16)
(32, Oma) (33,1 _ -
— (32 &(11:0m) ~ @3e(:) O(a — 1)a0aa O(a — 1)a0a
(% 1 Ona) *:2.1 00aa0 1(a—1)a0a 17
= (4;1) & (2; Oma) =(42& @D & (- 1jata an
(5; 1+3K, Omax) _
o (5; 2+3k, 1) _ _
= (5; 1+3K) & (77; Omax), — (5:2+30 & (6—:T) (k + 1)0aa (k+2)a—1)@aba |(17)
k=0,..., a-3 7 '
(5; 2+3K, Omax) _
o (5;3+3k, 1) - .
= (5; 2+3K) & (6™; Omax), (53430 & (5 T) (k + 2)(a — 2)a0a (k + 2)(a — 2)ala
k=0,..., a-3 7 '
(5: 3+3K, Omax) 5; 1+3(k+1), 1)
= (5: 3+3K) & (57; Omax), & (k+1). ) _ (k + 2)0a0 (k + 2)0a0
k=0 a_3 = (5, 1+3(k+1) & (77; 1)
(6: 1, Omax) 6:2,1) ~0a ~ola
= (6:1) & (67; Omax) =(6:2&(57:1) 3(a - 2)ala 3(a~Zjala
(6; 2, Omax) (6:3,1) _ _
= (6:2&(5 ) _G3ya@ T 200 2020
(7: 1, Omax) (7:2,1) __ _
— (7:1) & (9": o) — (7 2&@E D) al(a — 1)a0a a0(a — 1)a0a
(9: 1, Omax) (9:2,1) a0 o200
=(91) & (117 Omay) =(9:2&(107: 1) st aan
(%1, Omad @21 (a-1)a—10aa | (a—1ja(a—1)a0a |(15)

=(111) & (5; Omax)

=(112)&(6:1)

213
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Table 12. Casa = b > 2, Condition (4.7),S=1",...,12".

Walk 1 Walk 2 Sequence 1 Sequence 2 Iltem
(félljalk;sﬁ)( (77; Omax) (@243 D kOaa (k+1)@—1)ala |(18)
k_:O‘... NP TN — (12430 & (67 )

(i2e3komad o) _ .
= (17;2+3K) & (6™; Omax), B o (k + 1)(a — 2)a0aa (k + 1)@@ — 2)a0a
k=o0,.... a_2 =(17;3+3K & (57;1)

(17; 3+3K, Omax)

13430 & (5o, | TR D (k + 1)0a00 (k + 1)0a0
o TR (1 143(k+1) & (77 T)

k=0,..., a-2
(5 1j3k' Omax) - (57; 2+3k 1) 200 020
= (57;1+3K) & (7; Oma), 1 fam2miome R
oo nel =(5":2+3K & (5: 1)
(57; 2+3K, Oma) - I
3 - (57;3+3k, 1) 0aa 202
= (57: 2+3K) & (5; Oma), — |l@-3-K(a-1)0aa|(a-3-Ka(a- 1)a0a| (15)

=(57:3+3K) & (6; T

=

(57: 3+3K, Omax) _ -

_ (57: 1+3(k+1), 1) _ —
= (57; 3+3K) & (6; Omax), B _ (a —3—k)alaa (a—3—Kk)ala
=(5;1+3(k+1) & (7; 1)

k=0,..., a-3
67; 1, Omax 6:21 _ _
(= © :Ol)a:i (7m0 (: ©: ;) &(5:T) (a—1)a00 (a —2)10a0 (20)
(67; 2, Omax) 67:3,0) __ _
—(67:2)&(5:0m) (6386 T) (a—2)(a—1)0aa (a—2)a(a—1)a0a |(15)
(77: 1, Oma) (77:2,1) _ .
= (1) & (8: o) — (2@ Oa(a — 1)0aa Oaa(a — 1)a0a (15)
(97: 1, Omaw) 97:2,1) 02300 0 11550 16
= (97:1) & (10: Omax) =(9:2&0aLD o (6~ 1)10a (16)
(117 1, Omaw) (11:2,1) Vol e
— (111 1) & (6~ o) _ar:2&6-1) a(a — 2)alaa a(a — 2)ala
Table 13. Casa = b = 1.
Walk 1 Walk 2 Sequence [ISequence PChecking via Lemma 3.2: see Item]..
(4; Omax) (5:7) 00110 10101 (22)
(5; Omax) (6: 1) 1010 1010
(10: Omax) (11 7) 1100 01010 (23)
(3: 1. Ona) @21 01100 | 001010 @3)
=(31)&(10;0max) | =(3:2)&(11; 1)
(9: 1, Omad o &2 _ 110100 11010
= (%D &A1 :0m)| = (%2) & (107: 1)
(97:1, Omax) 97:2,1) ___ ___
=(9:1)&(10:Omax) | = (97;2) & (11; 1) 01100 001010 @3
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Fig. 16. AY for 2 < a = b < 3 (dimmed states and edges only

for a = 3).
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Fig. 17. A%' for 2 <a = b < 3 (dimmed state and edges only for
a=23).
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Fig. 19. A8 fora=b = 1.
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