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Abstract

Asymptotic behavior of solutions to the compressible Na@tkes equation
around a given constant state is investigated on a cyliaddomain inR2, under
the no slip boundary condition for the velocity field. The& decay estimate is
established for the perturbation from the constant stateis hlso shown that the
time-asymptotic leading part of the perturbation is given & function satisfying
a 1 dimensional heat equation. The proof is based on an enaghod and
asymptotic analysis for the associated linearized semjgro

1. Introduction

This paper studies the initial boundary value problem fa tbompressible Navier-
Stokes equation in a cylindrical domas:

(1.2) dp +div(pv) =0,
1.2) 3 (ov) + div(ov ® v) + VP(p) = uAv + (u + ')V div v,
(1.3) vlae =0, pli=o = po(X), vli=0 = vo(X).

Here @ is a cylindrical domain inR® that is defined by
Q={x=(X, Xn); X' = (X1, X2) € D, X3 € R},

where D is a bounded domain ifiR? with smooth boundary;o = p(x,t) and v =
(vi(x, 1), v?(x, 1), v3(x, t)) denote the unknown density and velocity at titne 0 and
position x € 2, respectively;P = P(p) is the pressurej. and u’ are the viscosity co-
efficients that satisfyu > 0, (2/3)u + 1’ > 0.

Our main concern is the large time behavior of solutions tobfam (1.1)—(1.3)
when the initial value{pg, vo} is sufficiently close to a given constant stdte,, 0},
where p, is a given positive nhumber.

Matsumura and Nishida [15, 16] proved the global in time exise of solutions
to the Cauchy problem for (1.1)—(1.2) on the whole spRéearound p,, 0) and ob-
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tained the optimal? decay rate of the perturbatiar(t) = {p(t)— ps, v(t)}. Kawashima,
Matsumura and Nishida [11] then showed that the leading plam( is given by
the solution of the linearized problem. (See [10] for theeca$ a general class of
quasilinear hyperbolic-parabolic systems.) The solutibrihe linearized problem ex-
hibits a hyperbolic-parabolic aspect of system (1.1))(1a2typical property of system
(1.1)—(1.2). Its asymptotically leading part in large tinsegiven by the sum of two
terms, one is given by the convolution of the heat kernel &adftindamental solution
of the wave equation, which is the so-callddfusion wave and the other is the so-
lution of the heat equation. Hoff and Zumbrun [2, 3] showedt tthere appears some
interesting interaction of hyperbolic and parabolic aspexf the system in the decay
properties ofLP norms with 1< p < co. (See also [14].) Such an interaction phenom-
ena also appears in the exterior domain problem [12, 13] hadhalf space problem
[7, 8].

On the other hand, solutions on the infinite lay* x (0, 1) behave in a man-
ner different from the ones on the domains mentioned abotewak shown in [6]
that the leading part of the solution on the infinite layer igeg by a solution of
an n — 1 dimensional heat equation and any hyperbolic feature chatsappear in
the leading part. This is due to the fact that the infinite talgas an infinite extent
in n — 1 unbounded directions and the remaining one direction hfigita thickness.
In this paper we will prove that an analogues result holdssfdutions on the cylin-
drical domainQ2 that has one unbounded directiom® and two dimensional bounded
cross sectionD. We will show that under suitable assumptions on the init@ue,
u(t) = {p(t) — p«, v(t)} satisfies

(1.4) lu)llz = Ot™4), fu(t) —uQt)| = Ot~>*logt)

ast — co. Hereu® = {¢pO(xs, t), 0} with ¢©(x3, t) satisfying

290 — k0260 =0, ¢O)io= % [ ot x0) = pyax.
D
where« is a positive constant anfD| denotes the Lebesgue measurenf We will
also establish the decay estimagu(t)| - = O(t~%%). As in the case of the infinite
layer, the leading part dii(t) is given by a solution of the 1 dimensional heat equation
and no hyperbolic feature appears in the leading part. Weralte that any effect from
the nonlinearity does not appear in the leading part.

The proof of (1.4) is based on thd?® energy estimate and the asymptotic anal-
ysis for the linearized semigroup. THe® energy estimate is obtained by the energy
method in [17], which also gives the global solvability ftvetproblem (1.1)—(1.3). To
prove the asymptotic properties in (1.4), we analyze thealiized resolvent problem,
which takes the form (after some transformation)

(1.5) O+ L)u=f.
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Hereu = T(p, v) (the superscripf stands for the transposition), andis the operator
with domain D(L) defined by

_( O y div —yl 2 1
L= (5 Loal Moay ) PO = H@ (@) N Hi@)L
where |3 denotes the X 3 identity matrix, andv, ¥ and y are suitable positive con-
stants. The resolvent problem will be considered through Rburier transform irxs
variable that leads to the problem of the form:

(1.6) n+Loo=f.

Here & € R denotes the dual variabldl = G(x’, £) and f = f(x, &) are functions in

x' € D, and |:§ is the operator withd,, replaced byié in L. As in the case of the
infinite layer [5], the spectrum o#lig for [£] <« 1 can be regarded as a perturbation
from the one withé = 0, and we show that the spectrum near the origin is given by a
simple eigenvalue.o(£) = —k&2+ O(&%) asé — 0. On the other hand, as fof| > 1,

an explicit integral formula for X + I:g)*l was used to obtain theP estimates in the
case of the infinite layer. Such an explicit integral formaknnot be expected to be
obtained in the case of the cylindrical dom& and, so, as a first step of the anal-
ysis, we employ an energy method to obtain tteestimates forg| > 1.

This paper is organized as follows. In Section 2 we state oainmesults of this
paper: asymptotic behavior of solutions of the linearized aonlinear problems. In
this paper we will give a proof only for the linearized prafle since the nonlinear
problem can be treated in a similar argument to that given6jn pased on the lin-
earized analysis and the energy method in [17]. In Sectione3study the resolvent
problem (1.6) for|| > 1. Section 4 is devoted to the analysis of (1.6) for <« 1.
We then investigate the asymptotic behavior of the linearigemigroup in Section 5.

2. Main result

We first introduce some notation which will be used throughtine paper. We
denote byL?(2) the usual Lebesgue space of all square summable function® o
and its norm is denoted by ||,. Let| be a nonnegative integer. The symbdl(2)
denotes thé-th order L? Sobolev space o with norm | - || 1. C{)(Q) stands for the
set of all C' functions which have compact support & We denote byHZ(2) the
completion ofC3(22) in HY(S).

We simply denote by.2(2) (resp.,H'(€2)) the set of all vector fields = (v?, v?, v°)
on Q with vl € L3() (resp., H'(Q)), j = 1,2, 3, and its norm is also denoted by
I-1l2 (resp., || - lut). We will frequently consider column vectof§v?, v?, v3), and, for
simplicity, the set of all column vector¥v?, v2, v3) with vl € L?(Q) (resp., H'(R)),
j=1,2,3, is also denoted bl?(2) (resp., H'(R)) and its norm is also denoted by
| -1l2 (resp., || - |lw). Here and in what follows- stands for the transposition. For
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u = T(p, v) with ¢ € HY(Q) and v = (v%, v?, v%) € H'(Q), we define|u|yxypy by
Ul = @Ik + llvllw. Whenk =1, we simply write [Jul] pis e = [[Ufl .
Similarly, we define the function spaces @, namely, L%(D) and H'(D); and
their norms are denoted by |, and | - |41, respectively.
We defineL; (R; L%(D)) by

L, (R; L?(D)) = {u=T($(X, x3), v(X', x3)); lllul2ll s, < oo},

where

172
okl = [ (el dxa= [ (/ u(x, x3)|2dx’> dr.
R R D

Similarly, we defineL} (R; H'(D) x L?(D)) and Hulkacczlley, -
The inner product olL?(D) is denoted by

(f,g):/Df(x’)mdx’, f,ge L%D).

Hereg denotes the complex conjugate @f Furthermore, we definé., -) and(-) by

(f,g) = (f g) and (f)=(f, 1 ‘ﬁ/ f(x') dX

for f, g e L?D), respectively.

Partial derivatives of a functiom in x, x’, X3 andt are denoted by,u, dyu,
dy,u and du, respectively. We also write higher order partial deriwegi ofu in x as
a¥u = (0%u; || = K).

We denote than x n identity matrix byl,. We define 4x 4 diagonal matrice®o,
Q and Q' by

Qo = diag(l, 0, 0, 0), Q =diag(0, 1, 1, 1), Q' =diag(0, 1, 1, 0).

We then have, fou =T(¢, v) € R*, v = (v%, 0% v3),

For a functionf = f(x3) (xs € R), we denote its Fourier transform b or .% f:

f&)=(FHE) = /R fx)e & dxs (¢ R).
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The inverse Fourier transform is denoted By *:

(F)(xe) = (21) /R fE)edE (xs € R).

We denote the resolvent set of a closed operdtdry p(A) and the spectrum of
A by o(A). For A € R andé € (/2, =) we will denote

Z(A,0)={r € C;largl — A)| < 6}

We next rewrite problem (1.1)—(1.3). We sgt p—p,. Then problem (1.1)—(1.3)
is reduced to findingu = {¢, v} that satisfies

(2.1) op+v-Vo+pdive =0,
(2.2) e +v-Vv) — uAv — (u+ p)Vdive + P'(p)Ve = 0,
(2.3) v[ase = 0; Ult=0 = Uo,

where p = ¢ + p, and

Uo = {¢o, vo}, o = po — Px-

Here (1.1) is used to obtain (2.2).
We first consider the linearized problem. Substituting ¢ + o, in (2.1)—(2.3) and
omitting the termsO(|¢|? + |v|?), we have the linearized problem

ot +dive =0,
v —vAv —vdivVv+ p Ve =0,
vlae =0, @lt=0 = o, vlt=0 = vo,
where p; = P’(p,). By transforming¢ — /o./p1¢, the problem is reduced to
ogu+Lu=0, ul= =Up.
Hereu = T(¢, v), Ug = "(¢o, vo) and L is the operator defined in (1.5) with= 1/ px,

b=(u+u) p. andy =./p1/p..

As for the linearized problem, we have the following result.

Theorem 2.1. The operator—L generates an analytic semigroup'e on H() x
L2(2). Furthermore if uo = T(¢o, vo) € (HX() x LA(R)) N LY(R) N L} (R; HY(D) x
L?(D)), then ettug is written as

e 'hug = % o(t)uo + % 1(t)uo + Z(t)uo,
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where each term on the right has the following properties
(i) Zo(t)up has the form

U o(t)uo = < ¢(2(t) )

where 9@ = $©)(x3, t) satisfies the following heat equation
np® -z =0, $l=o = (g0)
with a positive constant. Furthermore % o(t)up satisfies the estimates
1% ot)uoll < Ct™*""2 Qolio I, 1=0, 1, 2.
(i) Z1(t)ug satisfies the estimates
1% 1(t)ollns < Ct¥*1QUolHaxr2lLy,

10x% 1(t)Quoll2 < Ct > Quol2lLy,
1% 1))« Quol 2 < Ct=¥*[1 QUolzlluz +Ct™>*113xQuol2ly -
(i) Z(t)ug satisfies the estimate
12 (®)ollv: < C& M |Uollnx2
for some positive constant.c
We next state our results on the nonlinear problem (2.13}(2We will look for
the solutionu = {¢, v} € m[;/gl C([0, 0o); H3-2I(Q)) for s=2, 3. We therefore mention

the compatibility condition for the initial value. By the bodary conditiorw|yg =0 in
(2.3), we have to requirep € Hi for s=2, 3. In addition to this, we will require

1 1 1 .
(24) vo - Vg + —Vp(po) — —uAvg — —(/L + M/)V divvg € H(:)I'
£0 L0 L0

for s =3, wherepg = ¢g + ps.
We first state the global in time existence of strong solgion

Theorem 2.2. Let s=2, 3. Let P'(p,) > 0. Assume that g1= {¢o, vo} € H3(Q)
and vy € Hol(sz). Assume also that gusatisfies(2.4) when s= 3. Then there exists a
positive numbegg > 0 such that if

[[UollHs < o,
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then there exists a unique solutiorftl= {4(t), v(t)} € m[ji/gl C([0, 00); H32(Q)) of
(2.1)42.3). Furthermore u(t) satisfies the following estimate

t
lut) 12 +/ 8x vl + 13x 1152 dT < Cllugll?s
0

for all t > 0.

In addition to the assumptions fogs = 3 of Theorem 2.2, ifuy € LY() N
L. (R; HY(D) x L%(D)), we have the following asymptotic behavior.

Theorem 2.3. In addition to the assumptions for=s3 of Theorem 2.2,assume
also that € LY(Q)N L% (R;HY(D) x L4(D)). Then there hold the following estimates
() laulz = Ot~ (1 =0, 1),

(i) llu(t) — % ot)uoll2 = O(t>*logt)
as t — oo, provided that|jug| ys + |[uoll1 + |||uo|HlX,_z||,_i3 is sufficiently small Here
 (t)up is the function given irfTheorem 2.1 (i).

REMARK. Since [[¢©O(t)|2 = O(~Y4), the estimate (ii) of Theorem 2.2 shows
that the asymptotic leading part oft) is given by % o(t)uo.

We omit the proof of Theorem 2.2 since it is proved by the epargethod in
the same way as given in [17]. Theorem 2.3 is proved by comgitihe estimates in
Theorems 2.1 and 2.2. We also omit the proof of Theorem 2&esiinis proved in a
similar manner to the argument given in [6], which is basedtenenergy estimate and
the linearized analysis. Therefore, in this paper we giveamfpof Theorem 2.1 only.

3. Resolvent problem |

In this and next sections we consider the resolvent for thealized problem,
which leads to the asymptotic properties of the semigretp in Theorem 2.1

We will first show thatL is a sectorial operator oAl (€2) x L%($2). We will then
investigate the resolvent in detail by using the Fouriengfarm with respect toxs
variable.

Let us consider the resolvent problem

(3.1) O+ L)u=f,

whereu =T(¢, v), f =T(f% g), and L is the operator with domail(L) defined by

_( O y div ~
- <J/V —VAly =BV div)’ D(L) = HY(®) x [H*(@) N Hy()]
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With v =p/ps, U= (u+pn')/pe andy =/ p1/ps.
The following proposition shows thatL generates an analytic semigroep'- on
H(Q) x L3(R).

Proposition 3.1. There exist constantd > 0 and 6y € (7/2, 7) such that the
following assertions hotdif 1 € ©(Ag,6), then for any f=T(f% g) e H(Q) x L3(R),
there exists a unique solution=u'(¢, v) € D(L) of (3.1), and u= (A +L)~* f satisfies

2
A+ L) ™ Fllaece + Y AT ZX105Q0+ L) 2 < Cll fllnaece.

k=1

Proof. In this proof we denote byf(g) the inner product off andg in L%(S).
We first give a proof of the estimate far= (A + L)1 f.
We write (3.1) as

3.2) rp+y dive = £°,
3.3 AW —vAv— PV divu+yVe =g, vlse =0.

Assume that. # 0. Then it follows from (3.2) that

1 .o .
(3.4) ¢=X{f — y divv}.
Substituting (3.4) into (3.3), we have
(3.5) A —vAv—dVdivv=F, v =0,
where

2
F=g-2vi®+ L vdivo.
A A

Since B = —vAv — bV divu is strongly elliptic, there exist constantsy > 0 and6g
(/2, ) such that ifx € (Ao, 6p), then

2

D 9% < CIIF 2.
k=0

Since||Fll2 < C{ll flqzx2 + [182v]l2/|A]}, taking A larger if necessary, we obtain
2

1-k/2 qk
D20k vll2 < CJ F e
k=0
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This, together with (3.4), gives

C C
Il < {1l Ol + ldiv vl ) < = Fllprece
2] ]
for L € (Ao, 6p). We thus obtain the desired estimate.
We next consider the existence of solutions. Let us assumel. We first look
for a weak solution of (3.5) foh > 1. SetG =g—yV f%/x and consider the problem
to find v € HJ(Q) satisfying

(3.6) a(v, w)=(G, w) (Vwe Hol(SZ))

Here

2

a(v, w) = A(v, w) +v(Vv, Vw) + (T) + J/T)(div v, div w).

It is easy to see that

la(v, w)l < Cllvlluzlwline,

2
Rea(v, w) > Al[v[|3+ v V|3 + (ﬁ + VT)ndiv vl > cllvli3.

for some positive constants and C. The Lax-Milgram theorem then implies that
for any G € L%(Q) there exists a unique solution € Hi(R2) of (3.6). SinceB; =
—vAv — (J + y2/A)V div v is strongly elliptic forA > 1, we see thab € H(Q). For
this v we defineg by (3.4). Theng € H1(R), and, thereforep = T(¢, v) is a solution
of (3.1) belonging toD(L). The existence of solutions for oth&re X(Ag, 6p) follows
from the estimate already obtained above and the standardripetion argument. This
completes the proof. O

Proposition 3.1 shows thatL generates an analytic semigroap': on H() x
L?(2), which is represented as

et = i_ et(x+L)"tdx,
2 To

whereT'g = {1 € C; |arg. — Ag)| = 6} with Ag and 6y given in Proposition 3.1.
To investigate the asymptotic behavior @f'- ast — oo, we consider the Fourier
transform of the resolvent with respect xg variable.
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In what follows we denote

_ X' / — X1 / — Bxl I — a2 2
X—<X3>, X—<X2>€D, V_<BX2>’ AT =05 +0g .
We also write
U/ , vl g/ , g1
() () o (8) o ()

We take the Fourier transform of (3.2) and (3.3)xfto obtain

Ap+yV - +iyEdd = O,

A — v+ 0B — DYV + 1809+ y Vi = 4,
0% — VADR +VEZDS — iDE(V - D +i£0%) +iyED = GF,
v]3p = 0.

(3.7)

For simplicity in notation we omit *” in (3.7), and so, the problem under considera-
tion is written as

(3.8) rp+yV v +iyEr® = £9

(3.9 M — oAV +vER —IV(V v +iED) +y Ve =0,
(3.10) P —vA VR HvERS —iDE(V -V +igvd) +iyEg = ¢F
(3.11) vl = 0.

Here 9, g/, g® are given functions oD with values inC and¢, v/, v® are unknown
functions onD with values inC. Problem (3.8)—(3.11) is also written as

(3.12) au+Leu=f,

where f =T(f%, ¢/, g®), u=T(¢, v, v3 and L, is the operator orH(D) x L%(D) with
domain D(L;) defined by

0 yv iyé
L= (yV’ — VA1, + vE2l, — PV TV —ipEV’ )
iyE —ipETV/ —VvA + (v + D)2
D(L¢) = HY(D) x [H¥(D) x H(D)].

In the remaining of this section we investigate the Fourfangform of the re-
solventu = (A + I:E)‘lf for |&] > r > 0, wherer is any fixed positive number. We
will show that for anyr > 0 there are numberd; > 0 and6; € (/2, w) such that
¥(—A1, 61) C p(—L¢) for |€] > and that { + L;)~! satisfies suitable estimates. The
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proof is given by anL2-type energy method similar to that for the nonlinear proble
given by Matsumura and Nishida [17]. There are several stéfgsaht from the one in
[17], since the computations are done for any fi¢edAmong them, Proposition 3.11
is one of the key steps.

In the following we denote by = (A + I:E)‘lf the solution of (3.12) belonging
to D(L¢).

Proposition 3.2. There holds the estimate

(Rez +clim aAlufg + vig Flol3 + Slacvl3 + 51V o +igv?l3
<elpl5+Cel o5+ Clgl3
for any ¢ € (0, 1].
Proof. Taking the inner product of (3.12) withand integrating by parts we have
AUl +vIEPIE + v|oxvl5+ TV - v +i50°)5
(3.13) +y(V v +igvd, ¢) — y(o, V-V +iEvd)
= (f, u).
Since
y(V' v +i€0% ¢) — (@, V- v +i§0%) = 2y Im(V' - v +i80°, 9),
we see from (3.13) that
(3.14) ReA|ul3 + v|E[2|v]3 + v|dyv]3+ DIV - o' +iEv3)5 = Re(f, u),
(3.15) Im AJul3 +2y Im(V' - ' +igv3, ¢) = Im(f, u).
By (3.15), we have
lIm A[2Jul3 = [Im(f, u) — 2y Im(V" - v +i&v3, ¢))?
< C{V' -V +igv* 5+ f5}ul3,
and whence,
(3.16) Im A2Julf < C{IV' v/ +i&v® 5+ | T[3).

It follows from (3.14) and (3.16) that for any > 0 ande > 0, there holds the estimate

(Rex +clm A[2)|ul3 + v[§ % |v]3 + v|dxv]5 + gw’ v +iEV3S
(3.17) < C{(f, u)l+1f3)

2 2 0,2 2
< Cn|g|2 +nlvl; +C,|f |5+ elpl5.
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Since|dyv|3 > C|v[3 by Poincaré’s inequality, we obtain the desired estimateaking
n > 0 suitably small in (3.17). This complete the proof. O

Proposition 3.3. There holds the estimate

(Rex +clim A[9)[ul5 + (Rer +c[lm A| + C){|E]?|v5 + |dx v]3)} + c[A?|v]3

< elgl3+C.|f%3+Clgl3
for any ¢ € (0, 1].

Proof. We compute the inner products ((3/8),) and ((3.10)Av®), and then add
the resulting identities to have

IX2v]5 + vA(IEP[v]5 + [ag v]3)
(3.18) + DAV -0 +iE035 — yA(h, V-V +iEvd)
=X(g, v).

Assume thatr # 0. It then follows from (3.8) that
1
¢ = —%{v’ v Figu?)+ 210,

We thus obtain

(+)°
122

10k

e (O, V' . v +igvd).

YA, Vv +igv®) = —y IV v +igvd5+y

Substituting this into (3.18), we have
A |v]3 + A{VIE P |v]3 + | v]3 + DIV - v +i£033)

,(A)? (1)
%2 RE

IV +iEv 5+ y 5 (F0, Vv +iEv) + (g, v).

It then follows that
IM12|v]3 + ReA(vIE|?|v]3 + v]dev|3 + 5|V - v/ +iEv3|3)

3.19 2)2 7)2
(349 =Re{— 2%|V'-v’+iév3|§+y%(fo, Vv +iEv) + (g, v)},
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—ImAIEP 5+ v]dgv[3+ DIV -V +igv3|3)

3.20 2
% ='m[ Z(W)ZW/- +i§v3|§+y(|k|)2(f° /v’+i$v3)+X<g,v)}.
Since
_ 7)? e
‘ Z(W)ZIV’ T+ usv3|§+y—(|k|)2(f°,V’-v/+|sv3)+x(g,v)

< YAV 0 +iEV3E+ | TV 0 +iEV3 2+ [Allgl2lv]2

1
< C{I&P|v[5 + |axv]5+ | TI3) + Z'“Z'“'g'

we deduce from (3.19) and (3.20) that

(Rer +c|lm A + ) (vIE|?|v]5 + v|dx vl + |V - v/ +iEv35) + c|A?|v]3

< C{Ig1*vI5 + |y v]5 + | f 3.

This, together with Proposition 3.2, yields the desiredneste. In caser = 0, the
desired estimate is nothing but the one obtained in PraposB.2. This completes
the proof. ]

We next establish the estimates for higher order derivativsar the boundar§D.
For this purpose, we introduce a local curvilinear coortlingystem. Le& € 9D.
Since dD is smooth, there are an open neighborh@df X', a ball B of R? with
center 0, and a smooth map = T(®4, ®,): O — B with the following properties.

(3.21) det(V,®) #0 on®, ® and ®~* are C* maps.
®(X)=0, ®(DNO)=1{y ="(y1, ¥2) € B;y1 >0},

(3.22) o
PODNO)={y = (Y1, ¥2) € B; y1 = 0}.
By the implicit function theorem we may assume that there mrm@oth function
¥ on an open intervadl» such thatx’ = T(v(¥,), ¥,) andx’ € aD N O is represented
asX' = T(¥(¥2), ¥2) (y2 € ») by taking O smaller if necessary. Set

_ V>< @1(X/)
lY2) = 19 3300)]

(Y2 T
Ely2)]’ a(Y2) = (¥ (¥2), Y2),

X' =T(¥(y2), V2)),
(3.23)

a(y2) =

whereyr = dy/dy,. Thenay(y») anday(y,) are the unit inner normal vector and a unit
tangent vector ak’ = T(v(y), ¥2) € 9D, respectively. Note that by the orthonormality
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of {a1(y2), a2(y2)} there holds the relation

< a1(y2) ) _ ( 0 k(y2) ) < ay(y2) >

a(Y2) —k(y2) O a(Y2)

for somek(y2). The tubular neighborhood theorem then implies that tlesists a pos-
itive number such thax’ € DN O is represented as

(3.24) X' = yran(ys) + ( e ) v =T ) € 6, yi > 0)

for some open neighborhoo@ of ¥ =T7(0,,) by changingO suitably if necessary.
It then follows that

ax’

oy = (aa(y2), I(y1, Y2)aa(y2)),

where J(y1, ¥2) = |82(Y2)| +K(y2)y1. We may assume that = J(yi, y2) > 0 by changing
O suitably if necessary. We thus obtain

Ve = Ay1, Y2)Vy = aa(y2)dy, + 32(Y2)dy.

J(Y1, ¥2)
and, by using the orthonormality,
Vy = (AlY1 ¥2)) 'V = a(¥2)dy, + I(Y1, Y2)32(Y2)dy,-

We write

110y 12(y/
(A(yw, ¥2)) * = (an/i :Zzg’; )

Thenal*(x’) is smooth and
dy, =all(x)dy, +al2(X)de, (j =1, 2).

We note thawy, is the inward normal derivative at = T(/(y2), y2) € 9D anddy, is the
tangential derivative ax’ = T(¥/(y»), ¥2) € dD. In what follows we denote the normal
and tangential derivatives by, and ad, respectively, i.e.,

On =0y, = all(X,)ax1 + a12(x’)8X2,

9 = dy, = a®H(x)dy, +a%2(x')dx,.
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If v e H3(D), thenv|yp = 0 implies thatd v|;pno =0 (k =0, 1). We also note that

k
v =" a*(x)ogv

||=0

with some smootta® (x').

In the following we will denote by A, B] the commutator ofA andB, i.e., [A, B] =
AB-BA

We fix a functiony e Cg°(0).

Lemma 3.4. There hold the following estimates
() 1(x[8, dx]v, xdV)| < Clxdwvls.
(i) 1(x[9,02]v, xdv)| < n|xaxfau|§+c,,|ax,v|fz(m0) for all n > 0 and v € H2(D) with
dvlapno = 0.

Proof. The estimate (i) follows from a direct computations for (i), we have

2 2
[9,02]v = — > 828 (X)dv — 2 ) @™ (X)d dxv
k=1 k=1
2

2
=) 028 (X)dy v — 2 B (3 @®(X)xv)
k=1 k=1

= |+ I,.

As for 11, we easily seé(x 11, xdv)| < Clxdxv|3. As for I, by integrating by parts,
we have

I(x 12, x9v)|
2

< C ) 1(x0a® (X ) v, x e Iv) — 2(Be x thea®™ (X )y v, x9V)]
k=1

< nlxdxdvl5 + Cyldx vl pnoy:
This completes the proof. ]
We derive the estimate foyu similar to that in Proposition 3.2.
Proposition 3.5. There holds the estimate

(Rex +cellm Al)|xdul3 + c{I£ %] x dv|3 + | dx dv]3)
< elxd¢l3+C.llxd 0% + |acvI3} + Clxal3

for any ¢ € (0, 1].
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Proof. Applyingd to (3.8)—(3.11), we have

(3.25) A(Bp) +y V' - v +iyEdw® = FO,

(3.26) LAV — v A (DY) + vE2V — DV/(V - v +i£00°) + Y V/(09) = G,
(3.27) A0V — vA 903 +vE290S — i DE(V' - BV +iE0vS) +iyEdp = GS,
(328) 8U|3Dmo =0.

Here

FO=9f0—y[a, V' -]V,
G =ag +v[9, AV + P[0, V'V - v +ivg[d, V]vd — y[0, Ve,
G3=0ag®+v[o, AT +iDE[9, V- V.

In the following we setF = T(F°, G/, G®%), G = (G/, G®).
We compute the inner productg(B.25),x9¢), (x(3.26),xdv") and (x(3.27),xdv3),
and add the resulting identities, as in the proof of Propmsi8.2, to obtain

AlxdulZ+vIEPIxdvI3 + vl x oy dv[2
+ 0| (V- 80 +igdv3) 5+ 21y Im(x V' - v/ +iE0v3, xd¢)
= (xF, xou) +y (0, V'(x*)av') — v(V'dv, V'(x)*0v)

— (V- 30, HEE, V/(x)%0V).

By Young’s inequality, we have
;o € C
Im(x (V- 90’ +i£0v%), x09)| < 510913+ (X V'(0v)I5 + E%1x I3}
for any ¢ > 0. Using Lemma 3.4 and Young's inequality, we obtain
0 € ,, C £02 2
lIm(x F~, du)| < §|x8¢lz+ ;{Ixa 12+ [0 VI 2(pnoy}

for any e > 0. Furthermore, by integration by parts, we have
IM{(x G, xdv) — v(V'dv, V'(x?)3v) — (V' - av' +£0v°, V/(x2)v)}]

< n{lxV'(3v)[5 + &2 x0vI5) + Cyllxgl5 + 10x VI ooy}
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for any n > 0. It then follows that

Im A[|xdul3
2 / 2 2 2
< elx9¢l5+ n{lx V'(9v)l5 + &% x0v|5)}
(3‘29) C ’ 2 2 2 10 £0,2 2
+;{IXV(8v)I2+$ Ix0vl5 + VO 75 + |05 vI 2oy}

+Cy{Ix 915 + 122 poy -

Similarly, we have

V
Rexi|xdul3 + 5{|xV’(av)|§ +&2|x0v|3}
(3.30) < elx0¢l5+ Cellxd f 25+ 10 vI 2 ooy}

+Clx 915+ Cyl 22 ooy + 1llx V' (B0)15 + €% x dl3).

For 0< ¢ < 1, adding (3.29k ¢v/(4C) and (3.30), we obtain the desired estimate by
taking n > 0 suitably small. This completes the proof. O

We next estimate the normal derivative of

Proposition 3.6. There holds the estimate

2 |2

A+

(Rex +clim A2 +C)| x dngp|5 + C{

= |xan¢|§+|xan(V’-v’)|§}

< C{lxdy O3+ x93+ 1A% xvl5 + £ x By v]3

+E4 I3 + | x 3 VI3 + [ x dxv[3).

Proof. We seth(y’) = ¢(x') with X' € DNO andy € On{y; > 0} given in (3.24).
Then our aim here is to estimaﬁnylcﬁ ondn {y1 > 0}.

Let us derive an useful identity fdrqug. We transformv’(x") into v'(y’) asv'(x’) =
E'(Y)V'(Y), where E'(Y') is an orthogonal matrix defined bi'(y") = (a1(y2), ax(y2))
with ai(y») and ax(y») given in (3.23). We also define(y’) by 53(y’) = v3(x’) with
y andx’ as above. We will derive the equations fpty’) and T(¥'(y"), 53(y')).

For a moment, we denote hy(x) and v(x) = T(v1(x), v?(x), v3(X)) (x € Q) the
functions satisfying the original problem (3.2)—(3.3).

We make a transformation of the vector fialfx). We transformv(x) as v(x) =
E(y)3(y), wherex = T(x’, x3) andy = T(y, ys) with X e DN O andy € O N {y; >
0} as above andss = x3 € R, and E(y) is an orthogonal matrix defined bE(y) =
(e(y2), €(y2), &) with €j(y2) = "(aj(y2), 0) (j = 1, 2) andes = 7(0, 0, 1). We also
defineg(y) by ¢(y) = ¢(x) with x andy as above. Under these transformations, prob-
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lem (3.2)—(3.3) is transformed into the following one 6m {y1 > O}:

A +y divy = O,
(3.31) AT + v roty roty § — (v + P)Vy divy 7 + y Vyé = §,

UlGniy=0 = 0.

Here fO(x) = f(y) and g(x) = E(y)d(y) with x, y and E(y) as above, and/y, divy
and roy, denote the gradient, divergence and rotation in the caeali coordinatey
which are written as

~ ~ 1 ~ ~
Vyfp = elay1¢ + 3e23y2¢ + 933y3¢,
. 1
divd = j(ayl(J 51 + 8y, 52 + 3y, (I5%),
rot, ¥ = (rot, ¥)'e; + (rot, 7)%e; + (roty 9)3es,
where (ro§ 9)' is defined by
~\1 _ 1 ~3 ~2 ~\2 — ~1 ~3
(roty v)" = 3(8yzv —0y,(J09)), (roty 0)° = 0y, v~ — 3y, V",
1
(rot, 7)% = 3(8yl(\] %) — 8y, 0%,
1
(roty roty #)* = 5 (dy,(roty 7)% — dy,(J(roty ©)?)},
(rot, roty )2 = ay, (roty D) — dy, (roty 7)3,

1
(roty rot, ¥)° = j{é)yl(\l(roty 7)%) — dy,(roty )1}
To obtain (3.31), we usedv = — rotrotv + V div v.
We now take the Fourier transform of (3.31) yg. Then in the resulting equations

we replace the Fourier trapsforrt@q? and T(Z ¥/, Z53) by (y') and T@' (y), v3(y)
to obtain the equations fap(y’) and T(¥'(y'), v3(y)):

(3.32) Ad +y Z(divy 7) = f°,
(3.33) ATt +v.Z (roty roty §)! — (v + 9).Z(Vy divy 3)* + ydy,6 = G,
A2 + 0.F (10t oty B)2 — (v + B).F(V, divy )% + %ayzé = &,
A%+ v.Z (roty roty 7)% — (v + 9).Z(Vy divy 3)° +iyEd = §°
Here .7 (divy ¥), Z (rot, rot, 9)%, ..., stand for the functions witld,, replaced byig&

in the functions diy , (roty rot, )%, ..., respectively. These equations are the desired
equations forg(y') and T(@'(y'), v3(Y)).
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Since equation (3.32) is written as
(3.34) A+ v.Z (roty roty §)t — (v + D)y, F (divy ) + ydy, b =

we adddy,(3.32) and {/(v + 7)) x (3.34) to obtain

2
)/ ~ _ ~
(3.35) (x+ v+ﬁ>ayl¢ =y, {0 +h.
Here
(3.36) h= (g — as! — v.2Z(rot, rot, B)Y.
v+v

Therefore, considering”@m{ypo} X % (3.35)x XWJ dy with x(y) = x(x'), we see that

2
y ~ ~ ~ ~ ~ ~ ~ ~ ~
(A * v+ g>|X3y1¢|§ = (X 9y, f°, X0y, @) — (xh, Xy, ®).

This implies that

2

‘x =z 1Kl
(3.37) < C{13dy, T2+ 17Glo + 11117512
+1E11% By, Dl2 + E2|X D12 + 1% dy,((roty §)°)12)
and
(Re/\ +{Im A2 + v’ _ )|)?3y1¢;|§
2 +7)
(3.38)

< ClIxdy, FU5+1%815 + A PIX 015
+E2| %0y, 015 + E*1X 015 + | X 0y, ((roty D)%) 3).
Since Z (divy ) = (divy ¥') +iy£93, we see from (3.32) that
yZ(divy ) = O —rp —iyeds.
We thus obtain
|% 8y, Z (divy §)[3

2
%8y, ®15 + |70y, P15 + 2% 0y, 5°I3 ¢ -

2
ot L ~
v+

(3.39) .
< Cllxdy, fO5+
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The desired estimate follows from (3.37), (3.38) and (313@)nverting to the original
coordinatesx’” and notingdy, = 9. This completes the proof. 0

We next derive the estimate for the derivative \of- v'.

Proposition 3.7. There holds the estimate

(Rex +ce|lm A])|xdul3 + (Rex +c|lm A|? + C) | x o5

2 12

|4

+9

+C{§2|x8v|§ +|xddvl5+ |2+ .

| XI5 + [x (V' v’)|§}
< elx |3+ Collxdx FO15 + |3 0|3}
+ C{IA12xvl3 + &% dxv3 + E* vl + X 9I3)

for any ¢ € (0, 1].

Proof. By Lemma 3.4 we have
xd(V" - V)5 < ClxX (V- 85+ [x[9, V/IVI3)
< Clx (V'-35 + I xdxvl3).
This, together with Propositions 3.5 and 3.6, implies that

(Rex +cel Im A])|xdul3 + (Rexr +c| Im A2+ C) | x |5
2
| X013

2
At

+ c{szuav@ + | xdydv|3 +

v+
+xd(V' V) 3+ 1 x0n(V v’)|§}

< elx0¢15+ Cellxdx fO15 +10xvI22 ooy}

+ C{ARIX R+ E2 ok v2 + 5 vl2 + 1xI2).
Since
X (V- 03 < ClX Y - )+ xon(V - V)2,

we have the desired estimate. This completes the proof. O

We next derive the interior estimate for the derivative gof We fix a function
Xo € C3°(D).
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Proposition 3.8. There holds the estimate

Y 2 2 2
( 2(v+§)>{|X03x’¢|2+$ | x0912)

< C{low O3+ 1913+ 2 1913 + |AI2v]5 + [9x v]5 + £2[v|3).

2 2
+ReA+|Im A%+

2
14
v+

At

Proof. We compute

(xoV'(3.8), xoV'#) + (%0 £(3.8), x0i £ )

Y {(x0(3.9), x0V'$) + (x0(3.10), x0i £0)}.
v+vy

+

By integration by parts, we have
(Xo(A'V' = £%V'), x0V'$) + (xo(A"v® — £%0°), xoi §¢)
= (xoV'(V' -V +i&0%), xoV'$) + (xai £(V' - v/ +i&0°%), x0i§)
—((VAVY, V) + (VVV'(XE), Vo) = (V'(x§) - V'v°, i59)
+(V'(x4) - i8v',i59),
where V'v' is the 2x 2 matrix @cv!). Noting this fact, we see that the term
VIV (V' -V +150%), xoV'9) + (xol §(V' - v +1£0°), X0i§9))

vanishes. We thus obtain

)/2
(A + ){|XOV’¢|§+ Ixoi 13} = F.

v+
Here
F = (0¥ 1 10V'8) + (xol € 1%, x0i69) + —L=((100, x0V'®) + (100™, x0i69))
T (0x0V's x0V'9) + A(xov®, 10l €9) + (V' (VY. V')

— (VVV' (), Vo) + (V' (x§) - V'v°, i69) — (V' (x§) - 16V, iEp)).

Vv

Since F is estimated as

[Fl < C{lxoV'¢l2 + | x0i 2}

x {10k T2+ [E]1 T2+ [gl2 + [Al[v]2 + ]2 + |E][v]2}
J/2
8(v +7)
+{10x T3+ E21 105+ 1915 + A% [vI3 + |9 v]5 + E2]v]3),

< {IxoV'15 + [ x0i E¢15)
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we obtain the desired estimate. This completes the proof. L]

We next derive the interior estimate for the derivativeNof- v'.

Proposition 3.9. For A satisfyingReA + [Im A| + y2/(4(v + D)) = 0, there holds
the estimate

| x09x (V' V)5 < Cllox 05+ E21 £O5 + AP [vl5 + [0xv]5 + & v]5 + E%|0xv13).
Proof. Sincey > 0, we see from (3.8) that
’ /— 1 0 H 3
Vv = —{f° — Ao —iy&v’}.
Y
It follows from Proposition 3.8 that if Re + [Im A| + y2/(4(v + D)) > 0, then
|03 (V" - 0I5

< C{13x FO5 + |11 x0dx p |3 + £2| x0dx v°|3)

2 2

2 2
2 14 2, s2 2
(v+17) |X08x’¢|2+ <(U+17)> |X08x’¢|2+§ |ax’v|2}

< C{lax O3+ £21FO15 + |gI3 + [AI2[v|3 + 18 vI3 + £2|v]3 + £2]3x v[3).

A+

sc{|axff°|§+

This completes the proof. 0

Proposition 3.10. Let A satisfyReA+|ImA|+y?/(4(v+7D)) > 0. Then there holds
the estimate

(Rex +c|lm A[2)|uj2 + (Rex +c|Im A| + C){E2[v]2 + |8, U3}

J/2

At =
v+v

2
2.2 2 2 2
+c{|x| i3+ epl3+ Iax,v’|2}

< ella+ Cel fOla+ Cllox fO15 + €2 05+ g5 + £*[v]5 + £2|0x vI3)
for any ¢ € (0O, 1].
Proof. We see from (3.9) that

{—vA’v’ +yVp =g — (M +vE2 — DV/(V' V) — i DEV VS,
V'|pp = 0.
Applying the regularity estimates for the Stokes equationsbounded domains (e.g.,
[1]), we have

0015+ 10x 813

2 2 21,12 4,12 2 2 2
SC{|9/|2+|V/'U/|H1+|)¥| |U|2+§ |U|2+§ |3x’v|2+|ax’v|2}-
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This, together with Proposition 3.3, implies that

(Rex +clim A[9)|ul5 + (Rei +c[lm A| + C){&2|v]5 + |dx v]3)
(3.40) +c{|02V'13 + By @15 + A% [v]3)

< elgl3+C| fO5+ClIgl3 + E4v I3 + E2d I3 + IV -V [5,).

Let us estimatéV’ - v’'| 41 on the right of (3.40). We take an open cover{r(@n}r’}‘]:o
of D, a partition of unity{xm}N_, subordinate to{Om}N_,, and C* maps {®m}N_,
with the following properties.

() OocD, DNOW#B (M=1,...,N).

(i) YN oxm=10nD, xmeC&Om (M=0,1,..., N).

(i) For eachm=1,..., N, Oy and & have the properties as those ©f and ®
stated in (3.21) and (3.22) so that there exists a local lear coordinate system on
Om such asy’ = T(y1, y2) € O given in (3.24).

Note that the estimate in Proposition 3.7 holds &= O, and x = xm (M=1,..., N)
with constantsc and C uniformly inm=1,..., N.

Combining Propositions 3.7—3.9 with (3.40), we see thataf R|Imx|+y2/(4(v+
7)) > 0, then

(Rex +c|lm A[?)[ul3 + (Rex +c[lm A| + C){£2|v]5 + |3y ul3)

.

< &1l |3+ elg|3+ C.| T013 + C,, (19w 013 + |9y v]3)

+C{E2 1012 + 1|5 + £%v]3 + £ 9y v]3).

)/2

v+

2
2 2 2 2 2
A+ |3x’¢|2+|8x/v/|2+|)h| |U|2}

Taking ¢1 > 0 sufficiently small and estimatingfjva@ by Proposition 3.3, we obtain
the desired estimate. This completes the proof. O

The following proposition is a key step to obtain a dissimtestimate for|¢|,.
We make use of an orthogonal decompositionpofWe decomposeg as

1
6 = go+ bu, ¢o=(¢>=—/ 5(x) d¥.
ID| Jb

As for this decomposition, the following relations hold:

115 = I¢ol5 + 1pal5, I¢pal2 < Clowalz = Cloxpla.

Here, the latter inequality follows from Poincaré’s ineliya since ¢, satisfies
Jp #1(x) dX = 0.
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Proposition 3.11. Let r > 0. Then there are positive constantg € Cy(r) and
C, = Cy(r) such that the following estimates hold uniformly fgf > r.

(Rex + [Im A[9)|¢|3 + Cilgol3 < Cal|A[?|v]3 + E2|v]3 + |3 v]3 + |3y 3 + | T13).

Proof. We define an operatoh with domain D(A) by Ap = —vA’p for ¢ €
D(A) = H?(D) N H3(D). By (3.10), we have

0= (4 AT —TE(V - +iE0%) +ivEg — @),
Substituting this into (3.8), we arrive at
(3.41) AP+ y2E2(E%+ A = h.
Here
h=—yV v+ fO+ipe@E?+ AT —iDe(V - v +igv) — g¥).

As for A, it is well-known that the following inequalities hold:

(3.42) (Ap, ) > Clgl5 (Yo € D(A)),
(3.43) (i + A)*hl, < L|h|z (Vi > 0),
utl
(3.44) G+ A V2R = (u+ A th, h) < ,%1'“'5 (Vi = 0).

Taking the inner product of (3.41) with we have

(3.45) M3+ v 2217+ ATV2p15 = (h, ).

By (3.45) we obtain

(3.46) I(h, @)1 < C{IAlIvl2 + [Ellvl2 + [0 vl + | I}l
Using (3.44) we see that

E2(E2+ A2 15 = E2{|(2 + AV 2p0l5 + |(E% + Ao 15
+2Re(E%+ A) V2o, E%+ A) Y241))
(3.47)

v

£2(E% + A) Y2¢ol5 — Cloul3

Nl N -

Y%

£2(E% + A)"Y2¢ol5 — Claxw 5.
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We now apply the following fact: for any > O there exists a positive constant
C(r) such that

(3.48) plp+ A2 15> C(r) (Yu>r?).

We will give a proof of (3.48) later.
It follows from (3.48) that if|£| > r, then

E2(82+ A Y2ol3 = £ ol?|(E2 + A2 - 113

(3.49)
> C(r)l¢ol3.

Here we note thapg is a constant. From (3.45)—(3.47) and (3.49) we see that

(Rex +[Im A[9)|g|5 + C(r)y?|¢ol3

< 8l¢pol3 + Clox g5 + Cs{IrI?|vl5 + |oxv[5 +Evl5 + | F I3}

for any § > 0. Takings > 0 asé < C(r)y?/2, we obtain the desired estimate.
We finally prove (3.48). By (3.44), we have

wl(p+ A2 18 = p((u+ A1, 1)
=(@+ptA7t 1, 0).

Since A is sectorial, we have
@+ *A)™-1, 1) (1, 1) =D| (u— o0),
and, therefore, there exists a positive numBesuch that
(3.50) plu+ A2 182 DI, Vi R
Since|(n + A)~Y2. 1]2 is continuous inu > 0, and, furthermore, since
l(w+ A2 15>0, Vu=0,
we see that there exists a positive numBgR) such that

(3.51) (u+A)Y2-15>C(R), 0<Vu<R.

Combining (3.50) and (3.51) we obtain (3.48). This com@etee proof. ]
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Proposition 3.12. There holds the estimate
(Rex +cellm A)E|Ul3 + c(&*|vl5 + &%[ax vl5 + 2V - v +i60°)5)
< e&%|pl5+C.E% 15+ Clgl3

for any ¢ € (0, 1].
Proof. We see from (3.15) that
(352)  [ImA[g%|ul3 < e&2(I5 + %{s“m% +E2(0 w5+ E% T3} + C, 1915 + nE*v13
for any n > 0 ande > 0. We also have
(3.53) £%|Re(f, u)| < C,|gl3+nl&[*|vi3 + %ﬂ fO5 +e£%(¢15

for any n > 0 ande > 0. Combining (3.14), (3.52) and (3.53), and taking> 0
suitably small, we obtain the desired estimate. This cotapl¢he proof. ]

Proposition 3.13. Let r > 0. Then there exists a positive constant €Cy(r)

such that If|&] > r and ReA +c[Im A| + C.(r) > 0, then

(Rex +cf Im i[> + Cy(r))|uf5 + (Rex +c| Im i| +c)(£%|v]5 +|oxul3)
2
14

2
+C —~
v+v

< C{IfO2, + &2 105+ |gI3 + &% v |3 + 20 v|3).

A+

2 02712 212
|0x @15 + 195 V'] + A |U|2}

Proof. By Propositions 3.10 and 3.11, we have

(Rex +cllm x[?)|ul + (Rex +clim A[9)[¢13 + Ca(r)Idol3
+ (Rex +cllm i] + c){€3[v]5 + |axul2)

(3.54) .o { 2

Y
v+D
< elgplo+Cel FO5+ Cllag O+ &2 TO5 + |15 + £4v |5 + £2]0v|3).

2
2,172,712 2,12
At 135 @l + 950" [5 + A |U|2}

Since |3y $|3 = |dxp1]3 > Cl¢1]3 by Poincaré inequality, the left-hand side of (3.54) is
bounded from below by

(Rex +cllm A%)[ul3 + (Rex +c[Im i[> + C4(r)) |95

+ (Rex +clim i| + ©){€%v]3 + 3w ul3)

2
+C{

The desired estimate now follows by takiagsuitably small. This completes the proof.
O

At

2
2 192,12 4 1912192
x5 + 95015+ 2] |U|2}-

v+
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We now deduce the following two propositions Qn*(':g)_l.

Proposition 3.14. Let 0 <r < oo. Then there exist constants; > 0 and 6; €
(/2, ) such that for anyt with |&€] > r problem (3.12) has a unique solution &«
HY(D) x [H3(D)N H(D)] for any f e HY(D)x L%(D), provided that» € £(—Ay,61).
Furthermore u = (. + ;)" f satisfies the estimate

(Rex+clim A2 +c)|(r + L) F2

+ (Rex +clm A+ OfE? QM + Le) T3+ 100 (1 + L) Hf15)
2
+C{

14 f\—1lg2

A+ —— |0y A+ L f
—— |9x Qo g)T5
< CL+EH{ 102, +£2103).

+102Q' (A +Le) 2F 12+ 1221 Q(n + L) f |§}

Here ¢ and C are some constants depending on r

Proof. Proposition 3.14 follows from Propositions 3.12 &hd3. We omit the
details. O

Proposition 3.15. LetO<r < oo and letA; > 0 and 6, € (n/2, ) be the num-
bers given inProposition 3.14.Then there holds the estimate

L+ L) 2+ e+ L) T3+ Y 6290, QO+ L)t 113
k+=2

< C{I 131, . +E2T03)

uniformly for || > r and A € X(—A41, 61) N {A;|A] > A1/2}. Here C is a positive
constant depending on. r

Proof. Letu=T(¢,v)=(A+L;) 1f. By Propositions 3.12 and 3.13, there exists
a constantC; = Cy(r) > 0 such that if|§] >r and Rer +c|[Im A + Cy(r) > 0, then the
following estimate holds:

(Rex +c|lm A2+ Cqy(r))|ul5 + (Rexr +c[lm | + C){£2|v]5 + |dxul3)

J/2

A+ o
v+v

2
(3.55) +c{|x|2|v|§+ |axr¢|§+|af,v’|§+s4|v|§+sz|ax/v|§}

< &3+ C{I 13, o +E2 012
By (3.8), we have

(3.56) ILPE2| Bl < CLEZ FOI3 + &2V - V'3 + £4v3)3).
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It follows from (3.55) and (3.56) that if # 0, then

(Rex +c| Im A%+ Cy(r))|ul5 + (ReA +cf Im | + C){£2[v]5 + | axul3)

2

2
4 /
+c{|x|2|v|§+ At =] [egls + 105 |§+sz|ax/v|§+e4|ax1v|§}
<£2v/ /2+432+C f2 +l+i 2f02
< eIV VB HEI) Gy 1T s TEd AR

Since|A| = A1/2 and i € £ (—Ay, 61), taking ¢ suitably small, we have

357) ul3 +&2[v]3 + [agul3 + E4 I3 + £20cv]3 + 192013 + A% v]3
' < C{f 2, . +E2%3)

It follows from (3.56) and (3.57) that
£2¢15 < C{If 2y, . +E2 T2

We finally consider the estimate fqax%v3|2. By (3.10), v® satisfies the elliptic
problem

—vAVE = (Al +vER —iDE(V V +igvd) +iyEp — 0¥}, v¥sp =0,
so, the regularity theory for the elliptic problem gives
|85 v%15 < CUAMPIS + &M v I3 + E21dx v I3 + E%10015 + 1913)
< C{If Bin. 2 + 82113,
which is the desired estimate. This completes the proof. ]

4. Resolvent problem Il

In this section we investigataérlig)—l for |£] < 1. We will show that if|§] « 1,
then p(—Lo) D {» #0, Rex +Cs|lmA| +C4 > 0} and o (—L¢) N {|A] < Ca/2} = {Ao(£)}
for someCs, C4 > 0, whereig(£¢) is a simple eigenvalue oHA_E, which satisfies

2of€) = L2+ O(EY) (€ > 0)

with some positive constar;.
We seté =0 in (3.8)—(3.11) to obtain

rxp+yV v = f0,

A —vAY —DVI(V V) +y Vi =(d,
A3 — pAp3 = g3,

vlpp = 0.

(4.1)
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Let ¢ = ¢po + ¢1 be the orthogonal decomposition ¢f defined in Proposition 3.11.
Similarly we decompose© as

fO=f9+ 7, f§=<f°>=iffdx/, fP= 10— f5.
IDI Jo

It then follows that (4.1) is rewritten as

(4.2) Mpo = 18,

(4.3) M +yV v = 0

(4.4) A —vAY —DV(V V) +yVer =g, v[pp =0,
(4.5) a®—vavi=g% v3p =0.

We consider the solvability of each of (4.2), (4.3)-(4.4)dg4.5).

As for (4.2), if » #0, then (4.2) has a unique solutign = (1/A) fQ. We also see
that . = 0 is a simple eigenvalue with eigenfunctigg = 1.

As for (4.5), it is well-known that there exists a sequefieg}2; (Aj <0, [A1] <
[A2] < |A3] < -+ — o0) that has the following properties. Eadh is a semi-simple
eigenvalue and for any ¢ {%;}32, (4.5) has a unique solution® € H*(D) N Hg(D).
Furthermore, iflargi. — (1/2)A1)| < 7 — ¢ (¢ > 0), then there holds the estimate

M2+ [AY2190 0% + (05032 < Cel gl
As for the solvability of (4.3)-(4.4), we have the followingsult.

Proposition 4.1. There are positive constantssGnd G, such that If Rex +
CsllmA|+C4 > 0, then for any™(f?, g') € HY(D) x L%(D) with [, f2dx =0 there
exists a unique solutior (¢1, v') € HY(D) x [H*(D) N HJ(D)] of (4.3)H4.4) with
Jp #1dx = 0. Furthermore there holds the estimate

(Rex + C|lm 1|2+ Ca){|ga 3 + V|5 + |dxp113)

+(Re + Callm A + Ca){|ox a5 + 95 v']2)

14
v+

2
+c(1920/lz + A1V} + | + {16113 + 13403}

< C{Ifgl5: +19'13}-

Proof. The existence of solution can be proved as in the ppbéfroposition 3.1.
It is not difficult to see that the estimate in Proposition@Bdlso holds foré = 0 and
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¢ = ¢1. We thus have
(Rex + Cglim A[2){|g 13 + [v'2)
+ (Rex + Callm 4| + Ca){|ax d113 + |35 v'|2)

14
v+

2
+c{|af,v’|2+|,\|2|v’|§+‘,\+ ‘ |ax,¢1|g}
< &%lgnl3 + Cel f 5 + 1915
Since [, ¢1dx =0 andv'|3p = 0, the Poincaré inequality gives

10w @1l2 = Cloala, [3xv'|2 = ClV'|5.

Taking ¢ > O suitably small, we obtain the desired estimate. This cetaplthe proof.
Ul

In what follows we represeni; as
|:§ = |:0 +%'|:(1) + Szl:(z)

Here Lq is the operator with domai(Lo) defined by

0 yv 0
Lo= )/V/ —UA,|2 — VTV 0 y
0 0 —vA’

D(Lo) = HY(D) x [HZ(D) N H3(D)],
and
0 0 iy 0 0 0
LO=1{ o 0 —ipv' |, L@D=]l0 v, O
iy —ip’V 0 0 0 v+

From the above observations on (4.2)—(4.5), we deduce tf@wvfog results on
()» + Eo)_l.

Proposition 4.2. (i) There are positive constantss@nd G, such that
T ={1 #0, Rer +CsllmA| +Cy > 0} C p(—Lo).
Furthermore if A € X4, then

R C C
—1 1 0
[(A+Lo)  fluixie < s 1{| folur +1gl2} + ol [ T2,

- C
10 QG+ Loy 1z = oo (1Tl + 10k} (1= 1,2)
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(i) » =0 is a simple eigenvalue ofLo, and the associated eigenprojectid?’b is

given by
5 . _ [ () _(9
Pou—<0> for u-(v,>.

We next investigate the resolvent g€t IA_E) and the spectrum( |:§)_1 for |&] « 1.
Proposition 4.3. There exists a positive number such that if|¢| < rj, then
TN (Al = Ca/2} C p(—Le).
Furthermore if A € X1 N {|A] > C4/2}, then

A+ L) iz <
I( £)  Flhie < s

|f|H1XL2!
0L B0+ L) 2 € —C e (121,2)
X’ & 2= (|)"|+1)17|/2 HixL y .

Proof. We havel®u =T(iyv3, —5V/03,iyp —ipV’ - v') for u=T(¢, v). Setting
u=(+Lg)"tf and noting thatir| > C4/2, we see from Proposition 4.2 that

A C
@ =
IL*ul2 < C{lgl2 + [v]p2} < (|M+1)1/2|f|H1xLz,
“ C
O LW [ T A
[0x QoL ul2 < Clowv7]2 < (|M+1)1/2|f|H1x|_2-
Since L@u =T(0, vv', (v + ¥)v3), we similarly obtain by Proposition 4.2

IL@ul, < Clol, < | flHixre, v QoL@u=0.

A +1

Therefore, there exists a positive numibersuch that
(1) 27 ) -1 1
[(ELY +EL)YA+Lo) ~ fluige < §| flice  (VIE] <ra).

This implies thatX; N {|A] > C4/2} C ,0(—|:§), and we have the Neumann series ex-
pansion

(4.6) ¢.+L)™ =0+ Lo i(—l)N[(éli(l) +E2LO)0.+ Lo,
N=0
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and ¢.+ L)1 is estimated as

< C \" C
|(A+ Le) e < Z (§> [ flhice < |)»|—+1| flHixLe

o0
Al+1 4~

Similarly we find that
|0 QG+ Le) ™ F12

0 QO+ Lo)™ Y (—N[(ELD +£2LP) o+ Loy N f
N=0 2

C

= AEENE D IELD + 20+ Lo) N flpaere
N=0

C © /\N C
5W§)(§> |f|H1xszw|f|H1XLz,
|85 QG+ Le) ™ f12

05Q0. + Lo)™ Y (VLW +&2L@)(n + Loy ™ f
N=0 2

<C Y NECD+E20@)0+ Loy ™ N f Iy
N=0
< ClflqaxLe.
This completes the proof. ]

REMARK. It is easy to see that Propositions 4.1-4.3 are also valithf® adjoint
problem ¢ +L})w = f, sincel; has the following form:

Lp=Lg+eL®W+£2L@ D(L}) = HY(D) x [H3(D) N HZ(D)],

0 —y TV 0
Ls=| —yV —vA1,—9VTV 0 |,

0 0 —vA/

0 0 iy 0 0 O
[w=| o 0o —ivv' |, L& =0 v, o0 |.
—iy =iV 0 0 0 v+v

As for the spectrum oﬁ(—l:s), we have the following result.
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Proposition 4.4. There exists a positive numbes such that if|£] < r,, then
there holds

o(—Le) N {A] < Ca/2} = {1o(&)}.

Here G, is the constant given ifProposition 4.2,and Aq(§) is a simple eigenvalue of
—L¢, which satisfies

o) = -2+ 0% (€~ 0)

for some positive constang.aFurthermore the associated eigenprojectid%(s) takes
the form

Po(§) = Po+£Py + Py(g).

Here the right members have the following properties

es(2)-(4),

2
R | xa
|P1Ufpiciz + E |0y QP1Ul2 < Clulpiy 2,
I=1

8X' ﬁléu = 01

2
IP2(&)Ul sz + ) 10 QP2(§)ul2 < CE|UlpayLe.

=1

Proof. By Proposition 4.3 we see that|iff = C4/2, theni € p(—tg) for |&] <rj.
In particular,

| -
Pofe) = 5. - /wz“ sl

is the eigenprojection for the eigenvalues lying inside tirele || = C4/2. The con-
tinuity of (L + L)1 in (&, &) then implies that

dim R(Po(&)) = dim R(Pg) = 1.

Therefore,a(—lig) N {|A] < C4/2} consists of only one point, sayiq(€)}, and io(&)
is a simple eigenvalue. Furthermore, it follows from (4.6att

O+ Le) T =+ Lo)y T+ ERDM) + RO, £).
Here

ROM) = =+ Lo) LB+ Lo) 2,
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RO, £) = —€2(L + Lo) 1LOG + L) 2

+ (}\‘ + |:0)71 i(_l)N [(%-I:(l) + §2|:(2))()\‘ + |:0)71]N.
N=2

We thus deduce thao(&) is written as

Po(§) = Po+£P1 + Py(g),

where
~ 1 ~ A~ N A A gan A
Pi1=-— ROM) dr = —SLOPy — PoLYS
211 Jjyj=cay2
with
S=[(1 = Po)Lo(l — Po)] 4,
and
5 1 5(2)
Pa(§) = — R¥(x, &) da.
27T| ‘M:%

Applying Proposition 4.3 we see that
2
[P2(&)ulkreie + D 105 QP2(E)ulz < CE2|Ulpn, 2.
1=1
Since PoQu =0 andd, Pou = 0, we have
3¢ P10U= -3, [PoLWYSDU] = 0.

We next prove the asymptotic formula fag(é) asé — 0. By the analytic pertur-
bation theory ([9]),A0(§) is written as

20(E) =2 Q+62D + 0@+ £33+ 0% (5 — 0).

Here A© = 0. Furthermore, we have® = 1® = 0. This follows from a symmetry. In
fact, it holds Lo = T/*L.: Ty for To = diag(1, 1, 1£1), which implies thatig(¢) =
ro(—&), o(£) € R, sincerp(&) is simple. We thus see thatt) = A®) = 0.

Let us next compute(@. Sincea(—ﬁ;;) =o(—Lg) andA =0 is a simple eigenvalue
with eigenfunctionu®© =T(1, 0), we see that

2@ = (L @y O 4 ([ WE OO O),
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Since L@u® =0, we have(L@u©®, u®) = 0. A direct computation shows®u©® =
T(0, 0,iy), from which we haveSL®u©® =T(0, 0, (y/v)(—A")"1- 1), and, therefore,

2
YAyt
Vv
fogmuo = | -
eayta
v
0

We thus conclude that

2
@ = (W& Oy YO = AV
%

Herea; = (1/|DJ) fD(—A’)*l -1dx > 0. As a result we obtain

2
ro€) = =2 g2 4 O(g%).

1%

This completes the proof. ]

5. Proof of Theorem 2.1: asymptotic behavior ofe~t-

In this section we prove Theorem 2.1.

Proof of Theorem 2.1. Lefi(§) € C§°(R) be a smooth cut-off function satisfying
0<x1 <1, xa(6) =1 for |&] <rp/2 and x1(&) = 1 for |&] > rp/2. Herer; is the
positive number given in Proposition 4.4.

We setys =1 — x1. We then decompose ' as

et = Uy (t) + Uno(t).

Here

Us(t) = 7 a(©)e ],
Unolt) = Z xeo®)e 1],

. 1 R
—tLe — t -1
ethte=_— | eM+L dx,
271 I, (*+L)

wherelg = {A = Ag+net?, n > 0} with someAq > 0 andf € (7/2, ) that are taken
in such a way thal'o C p(—L¢) for all £ € R.
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We first estimateU(t). By Proposition 3.14, we see that || > r,/2, then
Y(—Ayg, 61) C ,O(—l:g) for some A; > 0 and6; € (w/2, ), and, furthermore,|(X +
L})*luomlez < C¢|Uo|nixrz uniformly in A € X(—Aq, 61). (HereC; depends ort.)
We can thus deform the contolip into I'y = {A; | argA + A1)| = 6,} to obtain

~ . 1 A _1a
Uoo(t)U() = % - Xooe)ht()\. + Lg) 1U0 dA.
1

Furthermore, Proposition 3.15 implies that there existositpe numberC such that
(5.1)  10v+ Le) M olka + E11(x + Le) ™ Uola < C{Iol iz + 1§11 Qoldol2)

for all |£] >r,/2 and X € I';.
It then follows from (5.1) that

IUse(ollur < CLIlI0o(®)olhnllLz + 11 Usc(D)0ol21l 2}
o0
<C / A OSI 6012lo + (1] | Qoliol2ll2) dry
0
< Coe YUl H1xL2

forall t > 1.
We next considetJi(t). By Propositions 4.3 and 4.4, there are constanis> 0
and 6, € (/2, 7) such that if|&| <r,, then

{1;1arg@ + Ag)| < 62} N {A; Al = Ap/2} C p(—Le)
and
I < Ag/2) No(—Le) = {ro(®)).

We deform the contoufy into T, = {A; |arg@ + Az)| = 6>} to obtain, with the aid of
the residue theorem,

A o 1 A
0:(0) = a9 Poe) + 5 [ @@+ Loy o
Tl I,

We write Uy(t) as
5
Ua(t) = Uo(t) + Y UJ(1).
j=1
Here
Zo(t) =Py, UP(N) = xou®)e™ Po, UP() = su(e)se™ Py,
UP(1) = xa(©)e ™ 1 Po(6),  UPA(1) = xa€) (€@ — e Py,

~ 1 ~
090 = 57 [ @6+ Lod
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Here k = a;y?/v. Furthermore, we set
— 1190 _(+\{ () — 1111 i
Uo(t)o = F % o(t)lo], Up”(t)uo = F TU;"(t)0o].
U{S)(t) can be estimated dd,,(t), and we have
UL @)uoll e < Ce™ 2 |lUgl iz
It is easy to see tha¥ ((t)ug is the function given in Theorem 2.1 (i) and satisfies the
heat equation, and, thus, it satisfies the estinjaje? o(t)uoll2 < Ct~4/2||Qouoll1.

Since dx Pouo = 0, we havedy % o(t)ug = O.
Let us estimateUf)(t). Forl =0, 1, we see from Proposition 4.4 that

) 0 , 1/2
13U Mol < c( [ e 2 aul ds)

0
00 ) 1/2

§C<f éze‘“‘ds) sup|Qolp1xL2
0 3

< Ct¥*luol izl

and

00 , 1/2
135, U2 () uoll2 < C< / e 25 g 3 ds)
0

-5/4
< Ct™*|l|uol2ll v,

(5.2)

Similarly we can estimaté J(t) to obtain
(5.3) U O)uollnr < CE¥YlUol iz,

As for U{(t), sincero(s) = —k&2+2W () with A@)(£) = O(£%), takingr, smaller
if necessary, we have

O(g)) < Ce* < —£2, |g| <Ta

EN Ko

This implies that

1
ot _ gret) = ‘ AD(E)te e / QL dg‘
0
< C%-Ze(—(K/2)§2+|)\(4)(E)Dt

< CSZe—(K/4)§2t.
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Therefore, as in the estimate Ufl(z)(t), we obtain
(5.4) U)ol < CU*) JUolherzllLy,
We now set
271(1) = U ) +UPM) +uP @) +u )
and
)
Z(t) = U7(t) + Ue(t).
Then we obtain the desired estimates in Theorem 2.1 (ii) @jdfdr || % 1(t)uol 2
and || Z(t)uol| yz.

We next considet|dx % 1(t)Quoll2. Since UM (t)Quo = 0 and 3, UP(t)Quo = 0,
we see from (5.2)—(5.4) that

16x% 1(t)Quoll2 < Ct*/311| QuolallLs,

We finally estimate]|%1(t)[3xQuo][l2. We here estimate only P (t)[a,Quo]. In
view of the above argument, it is not difficult to see that tkieeo terms can be bounded
by Ct~>4| |9x QUol2/lLy, -

Let W =T(®,V) e CF(D). SinceP;=—SLOPy—PoL®SandPyQ =0, we have
(P1(d Quo), W) = —(PoLM§(3x Quo), W) = —(3x Quo, S'LI*Pow).

Here S = [(I — Po)Li(I — Pg)]~%. Since LW*Pow = —iyT(0, 0, (®)), we have
i 0
(5.5) SLWpyw=_Y 0

Since S'L@*Pyw|,p = 0, integrating by parts, we see from (5.5) that

|(P1(8x Quo), W)| < [(Quo, 8y S'LE*Pow)]
< |Quol2l 8 S'LO*Pow |,
< ClQuol2| W1,

By duality we have|P1(3x Qug)l. < C|Quol,, from which we obtain

IUP OB uelllz < Ct ¥4 QuolallLy, -
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Since UL (t)[dx, Quo] = 85, UL (t)[Quo], we have

VP00, Quolll2 < Ct=>/*1[1Quol2llLy,

This completes the proof. ]
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