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0. Introduction

Let T be a Lasota-Yorke transformation of the unit interval I=[0, 1]. In
virtue of the results in [7], we know that T has an m-absolutely continuous in-
variant probability measure p=hym with hyc BV where m denotes the Lebesgue
measure on I and BV denotes the totality of functions of bounded variation
on I. Hofbauer and Keller [3] investigate the ergodic properties of the dyna-
mical system (7, u). By use of the results Rousseau-Egele studies the limiting

behavior of the distribution of the sum S, f= "z-}l foT7 and proves a local limit
j=0

theorem for a certain class of fEBV in [9]. The methods of those papers are
based on the spectral analysis of the Perron-Frobenius operator (P-Foperator)
L: LY(m)—>L(m) and its perturbed operator _L(it): L'(m)— L'(m) which are de-

fined by .L'gzdi S N dm and _L(it)g= L(e*/g) for g € L(m) respectively.
m I
We notice that Rousseau-Egele’s method is quite similar to Nagaev’s method in

[8]-
In this paper we shall investigate more detailed spectral properties of the
perturbed operator L(i) and classify the elements in BV,={f=BV(I—R);

S fdu=0} into six types in Section 3. After the classification we shall prove
I

the main theorem which asserts that the local limit theorem can be expressed in
a quite general form in term of Schwartz distributions, for any f € BV, (I—R)
with non-degenerate vairance. More precisely, imposing the mixing conditon
(M) on T (see Section 2) we can prove:

Theorem (Theorem 4.1 in Section 4). Assume that f& BV, with ¢?=
lim L s (S4f)’du>0. Then, there exist a >0, A& S?, and an S'-valued mea-
n>o 0

surable fun function % such that
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=0

. — 1 —2
ll_g} sup Vn S, (S, f+2)g dm— D, , ,(4) Vg P [Zno-z]
holds for any g&BV and for any rapidly decreasing function # on R, where
{®,....} is a bounded family of elements in S’ defined by

D, . n(u) = kgﬂﬁ(ka)e"‘“x"” s[ﬁ" gdm SI hthy dm

for any rapodly decreasing function % on R.

In Section 1, we shall give a complete proof a Lasota-Yorke type ine-
quality which will play important roles in our argument. Rousseau-Egele’s
proof of the local limit theorem also depends on an inequality of the same type
but one may find that his proof of the inequality is not complete. In Section
2, we shall investigate the spectral properties of the perturbed P-F operators
and we shall classify the elements in BV, in Section 3. Section 4 is devoted to
the proof of the main theorem. In the last section we shall discuss about typ-
ical examples.

1. Preliminaries
First of all, we define the Lasota-Yorke transformation.

DeFiNITION 1.1. A transformation T from the unit interval I=[0, 1] into
itself is called a Lasota-Yorke transformation or an L-Y transformation if the
follwoing conditions (1), (2), and (3) are satisfied:

(1) There is a partition {I;}; of I consisting of non-empty intervals such
that (i) 7| Int I, is monotonic for each j, (ii) 7T'|Int I; is of class C? and can
be extended to the closed interval I; for each j, and (iii) 7(Int I;)=(0, 1) except
for a finite number of j.

(2) (Renyi’s condition).

7@ _
(-3 PlTweE ST

where sup is taken over all x at which T is twice differentiable.
(3) There is a positive integer N such that

(1.2) inf |(T¥Y(x)|=1/c  for some 0<c<1,

where inf is taken over all x at which T is differentiable.

We call a partition P={I;} ; a defining partition of T if it satisfies the con-
dition (1) and is minimal in the folloaing sense: If Q= {I}}, is another partition
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satisfying the condition (1), then for each k, we can find j=j(k) with Intl;C
Intr] I

We call T an L-Y transformation of type I if its defining partition is finite. We
call T an L-Y transformation of type II if its defining partition is infinite.

ReEMARK 1.1.  One can easily show that if T"is an L-Y transfomation, then
n

s0is T"=To---oT for any nEN.

Throughout the paper functions are assumed to be complex valued unless
otherwise stated. For a measure y on I L'(u) denotes the usual L'-space with
L'-norm ||+||; u. We denote by BV the totality of elements in L'(m) which have
versions of bounded variation. BV turns out to be a Banach space with Banach
norm ||g||zy="Vg-+||gll..m Where Vg denotes the infimum of total variations of all
versions of g&BV. BV, denotes the subspace of BV(I—R) whose elements

satisfy S fdp=0. &, 9, and 9y denote the spaces of rapidly decreasing func-

tions on R, smooth functions with compact support, and smooth functions on
(—N, N) with compact support respectively.

Next we define the P-F operators.

DrrFiNiTION 1.2.  Let T be an L-Y transformation. Let m be the Lebesgue
measure on I. The Perron-Frobenius operator or the P-F operator L of T
with respect to m is defined by

_4a 1
(1.3) Lg-—deT_l(.)gdm for geLi(m).

For a real valued measurable function f on I and ¢t R, the perturbed P-F opera-
tor L(it)=_L(itf) of L is defined by

(1.4) L(it)g = Lg) for geL¥(m).

Remark 1.2. (1) For geLY(m), Lg=g if and only if the complex measure
gm is T-invariant. -
(2) For any neN, L(it)"g=L"((exp [itS,f])g) where S,f= 3} foT/. In par-
j=0

ticular S L(#t)"g dm = S (exp [#2S,f])g dm . Therefore the asymptotic behavior

of the distribution of S,f can be expressed in terms of the perturbed P-F oper-
tors L(it).

From the definition of L it is easy to show:

Proposition 1.1. Let L be the P-F operator of T with respect to m. Let
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w=hym be an m-absolutely continuous invariant probability measure with density h,.
Consider the operator Ly (the P-F operator of T with respect to p) which is defined

by Lﬂgzisr_!(')gdy for g€ Lu). Then, for g LX) and an S'-valued

function @ the following are equivalent: (1) L(pghy)=gh, in L(m), (2) Lu(pg)=g
in LX(w), and (3) goT=gg in L(s).

Proof. We know that the proposition is ture if @ is a constant function
(see Ishitani [6]). In the present case, one can prove the proposition in the
same way as in [6] except for the assertion that (2) implies (3). Therefore we
restrict ourselves to prove this implication. Assume that Lu(@pg)=g in L'(u).
Then it is not hard to see that Lu|g|=|g| in L'(x). Thus we have |g|oT=
lg| and I,0oT=1, in LY(w) where A={x; |g|(x)=*0}. Since L. preserves
the value of the integration, we have

fz. 28 dn = [ Lot 2 dn = [ J“(IAngfT)du - u%fn@g)dn = u(4).

On the other hand
goT=pg p-ae.

In the rest of this section we prove the basic inequality in our argument.

i‘% |= |@l=1 p ae on A. Hence we can conslude that
go

Propositon 1.2 (Lasota-Yorke type inequality). Let T be an L-Y trans-
formation which satisfies the expanding condition (1.2) for N=1. Let L be the
P-F operator of T with respect to m. Then, for any nEN and fy,f,, -+, fo-1 E
BV(I—S*) we have

13 L ST @+ B VA [ Ve+20+RT)glla)

where l,=min{l, m(];); J; is the element of a defining partition of T" such that
T(Int J;)=(0, 1)} and

R(T) = sup [(T""(x)]

I(T™Y ()%
Proof. Let {];}; be a defining partition of 7". Notice that S;=T"|Int J;
is a homeomorphism from Int J; onto its image for each j. We have

VLT fuoT8)
= VIS %o (STNTY (ST T (TS 58(S 7]
=2 VI ’:i-;I:fk‘Tk)g]+ 3V sup|(T7)' 1 7'[18(a) | +1 8(b)1]
=L+ 1,
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where V ednotes the total variation on J; sup is taken over all x& Int J;, the
summatlon 5‘_, is taken over all j such that T"(IntJ;)= (0, 1), a;=inf J;, and
by =sup J,.

Before estimating I; and II; we claim that supl(T) | i< I*H-R(T),
where d;j=m(J;). In fact

(T@) S (T @ (T (0) A+ (T ()]
SR(TM+(T"Y()|™  forany x ycInt],.

Therefore we have |(T")'(x)| d;'<I;*4+R,(T).
Using the claim and the inequality V(g,g,) <sup|g,|Vg,+suplg|Vg,

we have
L=(E VA sup (17171 gD+ VT 179)

IS AICCp N WHESS €

Heupl(T7Y I We+ |, }g; iz 181dm

<1+ SV TVe+E+R(D) | gldm].
On the other hand we have
I sup | (T | (Ve+247 | |gldm)
SEVe 20 +RAT) |, 1glam].
since |2(a,)|+12(6)| < 8(a)—8(x) | + | 8(¥)—g(b,) | +21 g(#)] for any x&Int .
Combining these estimates we obtain the inequality (1.5). //

REMARK 1.3. Since L(it)"g=L"((exp [itS,f1)g) =-L"(/ et/ D ...t/ T D g),
we can apply the inequality (1.5) to -L(it)"¢ if f&e BV(I—R). Therefore we can
justify Proposition 5 in [9] which asserts that _L(it) satisfies the conditions of
Ionescu Tulcea and Marinescu Theorem (see [5] and [9]).

3. Spectral decomposition of perturbed P-F operators
From now on we impose the following mixing condition (M) on T.

(M) T has a unique m-absolutely continuous probability measure p=hym
with support I and the dynamical system (7, p) is mixing (see Bowen [1, The-
orem 2]).
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In what follows, T denotes an L-Y transformation which satisfies the con-
dition (M), unless otherwise stated.

Lemma 2.1. For feBV(I—-R), and t€R define U(it): L'(u)—LY(u) by
Uit)g=e""*/goT. Then we have the following:

(1) For n&S', \ is an eigenvalue of L(it) on L (m) if and only if X=1""
is an eigenvalue of U(it).

(2) If h is an eigenvector of U(it) on L (u) corresponding to an eigenvalue
with modulus 1, then |h| is constant p-a.e.

(3) Let n&S" be an eigenvalue of U(it). For he L' (u), h is an eigenvector
corresponding to \ if and only if hh, is an eigenvector of L(it) on L'(m).

4) If N is an eigenvalue of U(it) on L(u), then it is simple.

(5) U(it) has at most one eigenvalue of modulus 1.

Proof. (1) and (3) follows immediately from Proposition 1.1 and (2) is a
direct consequence of the ergodicity of the dynamical system (7, ). Now we
prove (4). Assume that s, L(p) (=1, 2) satisfies h;oT=Xe'/h; for A& S™.
From (2) we may assume that |h;|=1 p-a.e.. Therefore hk;' € LY(u) and
(mhs)oT=(hoT) (hyoT)=hoT)'==hh3’. Thus hh;'=constant y-a.e. by the
ergodicity of (7, p). Hence X\ is simple.

Next we prove (5). Assume that z;& LY(p) and A ;€ S" j=1, 2 satisfy h;oT
=n;e'’h;.  In the same way as in the proof of (4) we have (kA7)0 T=\Nz"hh3!
p-a.e. Since the dynamical system (7, p) is mixing, AA4! must be 1. Thus
A=y

In virtue of Lemma 2.1, we may write A(iZ) to denote the eigenvelue of
-L(it) with modulus 1 if it exists.

DerIniTION 2.1.  For f&BV(I—R) define
A(f)={t=R; L(it) on L'(m) has an eigenvalue with modulus 1}
G(f)={r&S*; A=x(it) for some t= A(f)}
Hy(f)={hsL'(p); h is S'-valued and hoT =Xe*/h for some t=A(f) and
rEG(f)}
and

H(f)=A(h); h& Hy(f)}

where (%) denotes the equivalent class containing /4 under the following equi-
valence relation: h;~h, if and only if h =«h, for some k& S".

Lemma 2.2. A(f) is a subgroup of R, G(f) is a subgroup of S* and H(f)
is an abelian group under the multiplication (h,)(h,)=(h.h,).

Proof. Let a; € A(f), N; € G(f), and h;e H(f) for j=1,2 with hjeT=
Xj(exp [ta;f])h;. Then we have (hh,)oT =X X, (exp [i(a, + a;)f])h},. Thus
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a,+a,€ A(f), M\, € G(f), and hh, € H(f). On the other hand ko T=
M, (exp [—ia,f])k, implies that a;, A, and %, have inverse elements —a,, X,, and
h, respectively. It is obvious that the group operation (h,)(h,)=(hh,) of H(f) is
well-defined. [/

The following lemma plays important roles throughout the paper.

Lemma 2.3. Let T be an L-Y transformation satisfying the mixing condi-
tion (M) and f€BV,. Then we have the following :

(1) For each t=R, the perturbed P-F operator L(it)=_L(itf) is a bounded
operator on BV as well as a bounded operator on L'(m).

(2) If s A(f) the spectral radius of L(it) as an operator on BV is less
than 1.

(3) If s&€A(f) then for t in a heighborhood N(s) of s in C, L(it) has the
spectral decomposition

(2.1) LGt = A@t)E(it)+R@t)"  for n=1

as an operator on BV with the following properties :
(1) A(it) is holomorphic in N(s) and coincides with the eigenvalue of L(it) with
maximal modulus. In addition we have

2.2) N (is) = (j_t”)‘m —0,

and

2.3) N(is) = ("F’“ —lim L S, (S, f)edp-Mis) = o (f)M(s) .

¢—1t—2 t=is nro
(i) E(st) is the projection operator onto the one-dimensional eigenspace cor-
responding to \(it) which depends holomorphically in t € N(s) and satisfies

2.4) S E(is)g dm — S Fig dm S hhy dm

for any g€ BV, where h denotes an arbitrary eigenvector corresponding to A(s)
with |h| =1 p-a.e.

(iii) R(st) is the operator valued holomorphic function in N(s) defined by the
Dunford integral

. 1 .
: Rty == v
25) ey = 5= (. a"Reidy
for some 0<r<<1, hwere Ry(it)=(vI—L(it))™".
(iv) At t=s, the spectral decomposition (2.1) has still a meaning in L'(m).
Precisely, E(is) and R(is) turn out to be bounded operators on L'(m) and the range
of E(it) as an operator on L'(m) coincides with the range of E(it) as an operator
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on BV, and R(it)"g—0 in LY (m) as n— oo, for any g L (m).

Proof. In virtue of the Lasota-Yorke type inequality (1.5) for L(it), we
can apply Ionescu Tulcea and Marinescu Theorem in [5] to L(i). On the
other hand we know that _£(s¢) has at most one eigenvalue of modulus 1 and
if it exists, then it is simple for each ¢ R from Lemma 2.1. Combining those
facts with the general perturbation theorey (see Dunford and Schwartz [2, p.
584- ] and Rousseau-Egele [9, Proposition 5]), we can see the lemma except
for the equalities (2.2), (2.3), and (2.4). (2.2) and (2.3) can be proved in the
same way as Lemma 2 and Lemma 3 in [9] (see also Lemma 5.1 and Lemma
5.2 in [6]). Therefore we restrict ourselves to give a sketch. If 24-s&N(s), we

have
g exp [itS,f1dp = | (exp [itS, f )ty dm
— S Jio T"N(is)~(exp [i(s-+2)S, fT)hho dm
= i)™ [ AL(exp [i(s+1)S, Do) dm
= Mis)™ | BLti(s+))"(ihe) dm

for any he Hy(f) N E(is) (BV). Here we have used the identity Ao T"=n(is)™"
(exp [#5S,f])k. Thus we have

(2.6) S exp [iS, f]dp = Nis) " N(i(t-s))" S B E(i(t+-s)) (hho) dm
N (is) S Fi R(i(t4-5))"(hhy) dm
= p(2)+(2) .

Now we have

en  (G(Ser[#% o)) = (*57) ("G )

and
e (Gleo[nt]an), = (5, H "G ).

The left hand side of (2.7) equals ¢ S %’;f dp and goes to 0 as n— oo by the ergodic

theorem. The right hand side goes to A (ds) " \/(is) Sii E(is) (hhy) dm=in(is)™!

X \/(i5) as n—>oo, by the same way as in Lemma 2 in [9]. Note that we have
used the fact that 4k, is an eigenvector of .L(it) corresponding to A(is) (see

Lemma 2.1). Next the left hand side .of (2.8) equals —L(S,, f)du. On the
n
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other hand, the right hand side of (2.8) goes to —\(is)™*\”(és) by the same way
as in Lemma 3 in [9].

Next we prove the identity (2.4). Since hoT"=A(is)""(exp [isS,f])h, we
have

2.9) S ho T*hig dm = Ais)™ S.L’(is)"g dm..

Since the dynamical system (7', ) is mixing, the left hand side of (2.9) goes to
S hg dm s hhydm. Clearly, the right hand side of (2.9) goes to S E(is)g dm from
(2.1) and (2.5).

As a corollary to Lemma 2.3, we obtain Lemma 2.4. The proof is quite
similar to the proof of Lemma 7 in [9] and Lemma 5.3 in [6].

Lemma24. Letf< BV, with o*—o(f)=lim lS(s,, FYidu>0 and g BV.
nroe 9

If se A(f), there exist positive number Ay, A,, A,, A,, and 0<p<<1 depending on s
and g such that

2.10) ]SI (exp [i(s+tn~2)S, f])g dm
—\(15)" Sz hg dm SI hhy dm <exp [—— é_o_ztz]) Slg dm
S exp [~ o |(Aultln A Ayl el A",

whenever |t| < An'?, where h is any element in Hy(f) N E(is)(BV) and the second
term of (2.10) is independent of the choice of h.

Proof. We notice that

[, (exp i+, fDg am
- S, L(i(s+1))"g dm

— n(s)" (LS(‘E;M) [ B+ o0g dm+-{ Reits-+2))"g am

for t with small modulus. Therefore we can prove the lemma by considering
the Taylor expansion of the last line around s as in the proof of Lemma 7 in

[9]-

3. Classification of BV,

Let T be an L-Y transformation which satisfies the condition (M).
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DeriniTION 3.1, By ={f< BV,; A(f)= R},
B,={f<BV,; A(f)=2Z, G(f)=Z|pZ, H f)=Z|qZ for some p and g},
B,={f€BV,; A(f)=Z, G(f)=Z[pZ, H(f)=Z for some p}
B,={feBV,; A(f)=Z, G(f)=Z, H f)=Z|pZ for some p}
B,—{f€BV,; Af)=2, G(f)=Z, H(f)=Z} and
B,={f<BV,; A(f)=A{0}, G(f)={1}, Hf)={(1)}}, where A=B means that
A and B are isomorphic as groups.

Then we have:

Theorem 3.1. For f BV, we have:
(1) feB,if and only if o(f)=0. in this case G(f) is automatically {1}.
(2) feB, if and only if there exist b>0, and K BV(I—Z) such that

bf— 22K, ng,Lzo, and #(K)>0.

(3) fe<B, if and only if there exist >0, K€ BV(I—Z), and a real valued
bounded function g such that ng is not a Z-valued function for ne Z —{0},

bf= 2n(g0 T—g+-K), SKd,Lzo, and (K )>0.
(4) feB, if and only if there exist b>0, 6=(0,1)NQ° and K € BV(I—-Z)
such that bf—2n(0+K) and ng,Lz—e.

(5) feEB, if and only if there exist b>0, 6 (0, 1)NQ°, and a real valued
bounded function g such that ng is not a Z-valued function for n€ Z— {0}, bf=

2m(go T—g--K-+0), and SKdy,z——H.
(6) BVy=U B, (disjoint union).

Proof. (1) If fe BV, with o(f)=0, then we can write f=goT—g for
some g& L%(u) (see [4, p. 323], and [9, Lemma 6]). Therefore we have e*¢o T=
e'*/¢i*¢ for any t&R. Thus we have seen that A(f)=R. Conversely, if o({)>0,

then A’(0)=0 and A”(0)>0 (i.e. (%’%) = —2A\’(0)<0). Therefore in a
t=0

neighborhood of 0 in R, [A(i#)| <1 if t=0. This implies A(f)#R. Hence
fEB, implies o(f)=0. Next we prove the assertion (6). For f&BV,—B,,
define a=inf {t>0; te A(f)} if the set is not empty, a=oo otherwise. If a=oo,
it is obvious that f& B;. If a<<oco, then we can show a & A(f). In fact if
t,eA(f), n=1,2,.+ 1, | a (n—>o0), and h,oT = X,(exp [it,f])h, for h,&Hyf)
and A, € G(f), then there exists a constant C>0 such that V(kh,) < C for any n,
in virtue of the Lasota-Yorke type inequality (1.5) and (iv) of (3) in Lemma 2.3.
Therefore we can choose a subsequence {4,/} of {&,}, an S'-valued measurable
function # and A& S* such that h,,—h p-a.e. (n’—o0) and A, —A. Therefore
hoT=X(exp [faf])h. Thus we have seen ac A(f). Moreover, it is not hard to
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see that A(f)=aZ, G(f)={>={\";neZ} and H(f)=<L(h)>={(h"); nEZ}.
Hence BV,—B,= _l; B;. 'The proofs of (2), (3), (4), and (5) are quite similar to

one another. So we prove (5) only. If f € B;, then we have A(f)=aZ, G(f)=
Ay ={%";0<(0,1)NQ°, neZ} and H(f)=<(h); k" is not constant function
heHy(f)>. Putting g=arg[h]/2n, we have af =27(goe T—g+6-+K) for some
Z-valued function K. Since hhy&BV and h,=BV we can see that g has a
version without discontinuities of the second kind. Therefore K has also a ver-
sion without discontinuities of the second kind. Thus K is in BV since it is
Z-valued. Conversely, assume that bf=2n(geT—g+6-+K) for some 56>0, g, 0
and K which satisfy the conditions in the assertion (5). Then we have o(f)>0
from the assertion (1). Therefore b=ja for some j&N, where a=inf {t>0;
teA(f)}. From these fact it is not hard to see that A(f)=aZ. G(f)=
(e iliy=Z, and H(f)=<e*7.

4. Generalized local limit theorem
In this section we prove the main theorem.

Theorem 4.1. Let feBV,—B,. Assume that a>0,\&S' he Hy(f) satisfy
Af)=aZ, G(f)=<\>, H(f)=<(h)>, and hoT =X(exp [iaf])h. Then for amy
ue S, and for any g BV we have

4.1)
lim sup| v/ | u(S.f()+2)g()m(ds) — Dgeul) et expl | =2 | 1=
W ser ot e Vama(f) T L2na ()
Here for any g BV, {®, , ,}. . is a bounded set in S’ defined by
(4.2) @, () = 3 tka)eterrs S Ftg dm g Rty dm

I
for any uE S, where 4(t) = Sj e~ y(tx) dx.

Proof. It suffices to prove the theorem for g BV with ¢=0, and
s gdm=1. First of all, we consider the case # =9, for some N>0. It is
I

easy to see
vV SI u(S, f+=2)g dm = vV S A(t)p(2)eitdt
= é E_S(l/j:a) ﬁ(ka+t)¢“(ka+t)ei(ka+;)zdt
= -1/2)a

where ¢,(f) = S (exp [itS, f])g dm.
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Fix ke Z for a while.

Vo (Ve i(ka+8)z
(4.3) v S L ket 1) (Ra+ 1) dt

—il(ka)e"“"az,,(n)7517;2 exp [—— Zina-z]
= Ry(n)+Ry(n)+Ry(n)+Ry(n) ,

where a;(n) = A" gﬁg dm S hhy dm,

Rm)y=Vn

2 S ex<1t1<C1/2)a

A(ka+-1)¢,(ka-+t)eiterd: dp

Ry(n) = 1 g B (ka+t// 1) —ti(ka))p,(katt// T ettt Trdy
27 Jltlse, v
R = L[ (ulkartt]y/ ) — () exp [— L o D(ka)eter Tt
and
Rim =~ %c S Mzes T [= %dztz'*'itz/ V n]dtay(n)b(ka)e™ .

f=lm_ dtz
—M\(tka)o? = —A*s? and the spectral radius of L(i(ka-12)) is less than 1 for

&, = ltl<%a, we have

The number &, will be determined later. Since (-‘{7%”)) =0, <M> =
t=ka

VAT (et
@9 R@ISY sl Lkt t) el de
v 1 s
= 2r sup|#| G, Se,,sltl<(t/z)a {a g £y dtligllay

in virtue of the spectral decomposition (2.1). Here C, is a positive constant
depending only on k. In virtue of the mean value theorem we have

(4.5) | Rm)| < et/ 7 sup| (@)’
From Lemma 2.4 we have
46 IR@I= e[ (a1 pde(supldl)
T tISe,vw
< L cpetner ez (suplal)

4

where C} and p,<<1 are positive constants depending only on k. Clearly we
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obtain

“n  IRmIs| exp [— - o*Fdt] ()| (supl 1)

ltlze,vn

If we take &, so that &, | 0, §,n/2 4 oo, and E:n¥? | 0 as n } oo, then we can find
a sequence {v,}, with y,—0 as n { oo such that

(4.8) | R,(n)+Ry(n)+Ry(n)+Ry(n) | < Cyv,(sup|#| +sup|(#)'])

in virtue of the estimates (4.4), (4.5), (4.6), and (4.7), where Cy is a positive
constant depending only on g and N. We notice that (4.8) shows that the set
{V n ¢,(t)e'*}, , is a bounded set in the space B’ of bounded distributions. In

fact we have | ¢, , ()] gz[ﬁ] sup|#| for each #€9y. Therefore we ob-
. a
tain

|| v st
S R0+ R+ R(n)+ R |+ @) 1= exp [ =]
<Cy(suplat|+sup| @) )+ 2 L Jsupl4

from the estimate (4.8).
Next we take a sequence {p;}7.. of probability measures on R which con-

verges weakly to §, as j—oo and §;€9 for every j. We write \/WSu(S,, f+2)
X gdm as S #(t)p,,»(dt) for convenience. Clearly the characteristic function g,,,
R

of p,.is V' np,et?. TakeusS and fix it. Then we have

| S L 4O (pixp, ) (dt)— SR (), (A1) |
= S|s|<8 pi(ds) | SR (u(t+s)—u(t)) ., o(dt) |

., P @t —u(t)ne ()]
= I,+1I,.
Since {#,,}, . is a bounded set in B’ and 4= S B we have
sup | [ a(t+s)men(dt) | = sup L [ die)v/ 7 (00 2dt < C,(u)
s€R ser 2w
where C,(u) is a constant depending only on #. Since the set {v,(t)=s""(u(t+s)

—u(f))} o<isi <1 is bounded in S, we see {0}y« 1<, is 2 bounded set in S and con-
sequently bounded set in B. Therefore we have
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sup sup | | o.(t)u.s(dt)] < C,(0)
where C,(u) is a constant depending only on #. Now we obtain

L= p@)isl| | o0 SCws and I1Lsp(Is| 28)26,)

Isl<8
Therefore for any small §>0, thr there exists j,=j,(8) such that
4.9 I+11,< Cy(u)s .

On the other hand for j fixed we have

(410)  { 400) (oy40) (@)~ Dy @)) w0 | =525 |

2na?

= L 0 Oentt) dt—pn@8)) A e[ ] 0

27 2no

uniformly in 2 from the estimate (4.8), where (v)~ denotes the inverse Fourier
transform of v. In addition there exists N,=INNy(8) such that 2 |ﬁ(ka)l<8
since uS. Therefore we have

(4'11) ] ¢g,z,n((ﬁﬁf)~)_q>g.:.n(u) I = uf;"‘nola(ka) (ﬁj_ 1) I +3.

The first term goes to 0 as j—>oo. Combine the estimates (4.9), (4.10), and
(4.11) we conclude that if # is large

sup | VA [ (S, -+ 2)g dm—D )2 exp [ — 25 || <C.w

where Cy(u) is a constant depending only on . Now the proof of the theorem
is complete. /1

RemMaRk 4.1. If feB,UB,, then H(f)=Z/pZ. Therefore if we conbine
the Poisson summation formula and Theorem 4.1, we obtain the usual local limit

theorem. If fe B, then A(f)={0}, G(f)={1}, and H(f)=<{(1)>. Thus
<I>g,,,,,(u)=ﬁ(0)sl gdmie., d®,, ,= S[g dm dt (See Rousseau-Egele [9]).

5. Ezamples

In Section 3 we classified the elements of BV,. In the present section we
discuss about some examples. For this purpose we need the following theorems.
Theorem 5.1. Let T be an L-Y transformation which satisfies the mixing
condition (M). Lei {p,, p,, -+, P+ be a periodic orbit of T with p;.,=
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Tp; (mod n). Assume that T is continuous at each p;. If f& BV, satisfies
SV f(p,) %0, then o(f)>0, ie., fEBV,—B,, where f is the function defined
by f(x)={f(x-+)-+f(x—)} 2 for any bounded variation version of f.

Proof. Assume that o(f)=0. Then we have f=goT—g for some g& L¥(u).
Thus, for any t& R, we have exp [1tg]o T= exp [itf] exp[itg]. Therefore exp [itg]
has a version without discontinuities of the second kind since (exp [itg])h, = BV
and A, BV in virtue of (iv) of (3) in Lemma 2.3. Let g,=t"'arg[exp [stg]] for

t£0. Then we obtain f=g,0T—g,+ 2—”K, where K, is a Z-valued function.
Thus we have t

33 (e )+ =)= 2 @l T(p ) —8ip+)

+edT(0;~) e~ NEZZ  forany teR—{0}.
On the other hand we have
SXed T(ps+) =8 bsH)+8( T(2,—))—:(—)

= 33 (8 T(osH )+ T(£;=)) 8 pyss-H)—8:(8151—) = 0.
Hence we conclude that
2 gf(p,.)e %’fz for any teR—{0} .

'This implies that 3)., f(p,)=0. Hence we obtain the result.

Theorem 5.2. If T is an L-Y transformation of type II with the mixing
condition (M), then By={0}, and BVy—B,=B,UB,UB;. In particular, o(f)
is positive for any non-trivial element f BV,

Proof. First of all we show that ho T=xe*/h, A& .S' implies A=constant
p-a.e. We may assume that % has no discontinuity of the second kind. From
the assumption there exists a sequence of intervals I;=(a;, b;) such that
T(Int I;)=(0, 1) and a;, b;—>a(j— o) for some ac]. For any £>0 there exists
>0 such that |x—a|<$8, and |y—a|<8 implies |h(x)— h(y)|<&/2 and
[t] | f(®) —f(y)| <&/2||hlle. Thus we have |h(Tx)—h(Ty)|=h(x)e*/® —
H(y)e | < [h(x) — h(y) | +IIkll-| ) — f(3)] |#] <€ whenever |x—a|<§ and
|y—a|<8. Ifjis large, any point in I; satisfies |x—a|<<8. Thus |h(x)—
h(y)| <& for any x,yel. Hence h=constant p-a.e. Let @=arg[k], then we
can write #f=0+27zK. Thisimplies B,=B,=¢. If o(f)=0 we have hoT=¢'*/h
for some A& L'(x). But in the same way as above, we obtain s=constant u-a.e.
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Therefore ¢'*/=1 for any t&R. Thus f=0.

ExampLE 5.1. A typical example of an L-Y transformation of type I is
Tx=2x mod 1. In this case y=m. Define functions g, K,, and K, by

2(x) = cos (2zx)

1 0=sx<i
gw={_ =72
-1 igx<1
and
—1 0=x<a
Ky(x) = {
1 ax<1

with =2a—1@Q".
Then we have o(g)>0 since g(0)%=0 (Theorem 5.1), o(K,)>0 since K,(0)=0,
gKl dm=0, ng dm=—@0, and ng can not be Z-valued for any neZ— {0}.

Moreover, (1) 2zK,EB,, (2) 2z(goT—g+K,)EB,, (3) 27(K,+0)EB,, and (4)
2n(go T—g+K,+0)EB,.

ExampLE 5.2. A typical example of an L-Y transformation of type II is

the so-called Gauss transformation Tx = 1_ [i] In this case p=(log2)™

x x

X(1+x)"'m. From Theorem 5.2 we can see that any Lipschitz function

F40 with g fdu=0 belongs to By, //
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