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## 1. Introduction

The purpose of this paper is to discuss the convergence of sums of independent random variables with values in a separable real Banach space and to apply it to some problems on the convergence of the sample paths of stochastic processes.

For the real random variables, we have a complete classical theory on the convergence of independent sums due to P. Lévy, A. Khinchin and A. Kolmogorov. It can be extended to finite dimensional random variables without any change. In case the variables are infinite dimensional, there are several points which need special consideration. The difficulties come from the fact that bounded subsets of Banach space are not always conditionally compact.

In Section 2 we will discuss some preliminary facts on Borel sets and probability measures in Banach space. In Section 3 we will extend P. Lévy's theorem. In Section 4 we will supplement P. Lévy's equivalent conditions with some other equivalent conditions, in case the random variables are symmetrically distributed. Here the infinite dimensionality will play an important role. The last section is devoted to applications.

## 2. Preliminary facts

Throughout this paper, $E$ stands for a separable real Banach space and the topology in $E$ is the norm topology, unless stated otherwise. $E^{*}$ stands for the dual space of $E, \mathcal{B}$ for all Borel subsets of $E$ and $\mathscr{P}$ for all probability measures on $(E, \mathcal{B})$.

The basic probability measure space is denoted by $(\Omega, \mathscr{F}, P)$ and the generic element of $\Omega$ by $\omega$. An $E$-valued random variable $X$ is a map of $\Omega$ into $E$ measurable ( $\mathscr{F}, \mathscr{B}$ ). The probability law $\mu_{X}$ of $X$ is a probability measure in $(E, \mathscr{B})$ defined by

$$
\mu_{X}(B)=P(X \in B), \quad B \in \mathscr{B}
$$

According to Prohorov [5], every $\mu \in \mathscr{P}$ is tight, i.e.

$$
\forall \varepsilon>0 \quad \exists K \text { compact } \subset E \quad \mu(K)>1-\varepsilon
$$

A subset $\mathscr{M}$ of $\mathscr{P}$ is called uniformly tight if

$$
\forall \varepsilon>0 \quad \exists K \text { compact } \subset E \quad \forall \mu \in \mathcal{M} \quad \mu(K)>1-\varepsilon .
$$

$\mathscr{P}$ is a complete metric space with respect to the Prohorov metric [5]. $\mathcal{M} \subset \mathcal{P}$ is conditionally compact, if and only if $\mathscr{M}$ is uniformly tight.

Let $\mathcal{C}$ denote the algebra of all cylinder sets;

$$
\begin{gathered}
\left\{x \in E:\left(\left\langle z_{1}, x\right\rangle,\left\langle z_{2}, x\right\rangle, \cdots,\left\langle z_{n}, x\right\rangle\right) \in \Gamma\right\} \\
n=1,2, \cdots, z_{i} \in E^{*}, \Gamma \in \mathscr{B}\left(R^{n}\right)
\end{gathered}
$$

and $\mathscr{B}[\mathcal{C}]$ the $\sigma$-algebra generated by $\mathcal{C}$.
Proposition 2.1. $\mathscr{B}[\mathcal{C}]=\mathscr{B}$.
Proof. Let $\left\{b_{n}\right\}$ be a countable dense subset of $E$ and take $\left\{z_{n}\right\} \subset E^{*}$ such that

$$
\left\|z_{n}\right\|=1, \quad\left\langle z_{n}, b_{n}\right\rangle=\left\|b_{n}\right\|, \quad n=1,2, \cdots
$$

Such $z_{n}$ exists by Hahn-Banach's extension theorem for each $n$. Now we shall prove that

$$
\{x:\|x\| \leq r\}=\bigcap_{n}\left\{x:\left\langle z_{n}, x\right\rangle \leq r\right\}
$$

Write $B_{1}$ and $B_{2}$ for the sets on both sides. $B_{1} \subset B_{2}$ is obvious. To prove $B_{1}^{c} \subset B_{2}^{c}$, take an arbitrary point $b$ in $B_{1}^{c}$. Then we have $\|b\|>r$. As $\left\{b_{n}\right\}$ is dense, we can find $b_{n}$ such that

$$
\left\|b-b_{n}\right\|<\frac{1}{2}(\|b\|-r) .
$$

Then we get

$$
\begin{aligned}
& \left\|b_{n}\right\| \geq\|b\|-\left\|b-b_{n}\right\|>\frac{1}{2}(\|b\|+r), \\
& \left|\left\langle z_{n}, b\right\rangle-\left\|b_{n}\right\|\left\|=\left|\left\langle z_{n}, b\right\rangle-\left\langle z_{n}, b_{n}\right\rangle\right| \leq\right\| z_{n}\| \| b-b_{n} \|<\frac{1}{2}(\|b\|-r)\right.
\end{aligned}
$$

and so

$$
\left\langle z_{n}, b\right\rangle>\left\|b_{n}\right\|-\frac{1}{2}(\|b\|-r)>\frac{1}{2}(\|b\|+r)-\frac{1}{2}(\|b\|-r)=r .
$$

This shows $b \in B_{2}^{c}$. Thus $B_{1}=B_{2}$ is proved. Since $B_{2} \in \mathscr{B}[\mathcal{C}], B_{1} \in \mathscr{B}[\mathcal{C}]$. Since $\mathscr{B}[\mathcal{C}]$ is translation invariant, $\{x:\|x-a\|<r\}$ also belongs to $\mathcal{B}[\mathcal{C}]$. Therefore $\mathscr{B} \subset \mathscr{B}[\mathcal{C}]$. Since $\mathscr{B}[\mathcal{C}] \subset \mathscr{B}$ is obvious, we have $\mathscr{B}=\mathscr{B}[\mathcal{C}]$.

The characteristic functional of $\mu \in \mathscr{P}$ is defined by

$$
C(z: \mu)=\int_{E} e^{i<z, x>} \mu(d x), \quad z \in E^{*}
$$

It is clear that

$$
C\left(z: \mu_{X}\right)=E\left[e^{i<z, X>}\right]
$$

$\mu_{n} \rightarrow \mu$ (Prohorov metric) implies $C\left(z: \mu_{n}\right) \rightarrow C(z: \mu)$ for every $z \in E^{*} . \quad C(z: \mu)$ is continuous in the norm topology in $E^{*}$.

## Proposition 2.2.

$$
C(z: \mu)=C(z: \nu) \Rightarrow \mu=\nu
$$

Proof. Setting $z=\sum_{j=1}^{n} t_{j} z_{j}$ and using the one-to-one correspondence between the probability measures and the characteristic functions in $R^{n}$, we can easily see that $\mu=\nu$ on $\mathcal{C}$. Since $\mathcal{C}$ is an algebra which generates $\mathscr{B}$ by Proposition 2.1, we have $\mu=\nu$ on $\mathscr{B}$.

Proposition 2.3. If we have $r>0$ such that

$$
C(z: \mu)=1 \quad \text { for } \quad\|z\|<r
$$

then $\mu$ is concentrated at 0 , i.e. $\mu=\delta$.
Proof. Let $\varphi(t)=C(t z: \mu), t$ real, $z \neq 0$. Then $\varphi(t)$ is a characteristic function in $R^{1}$ and

$$
\varphi(t)=1 \quad \text { for } \quad|t|<\frac{r}{\|z\|}
$$

Using the inequality

$$
|\varphi(t)-\varphi(s)| \leq \sqrt{2|1-\varphi(t-s)|}
$$

we can get $\varphi(t)=1$ for every $t$. Setting $t=1$ we have

$$
C(z: \mu)=1=C(z: \delta) \quad \text { for } \quad z \neq 0 .
$$

This is obvious for $z=0$. Hence $\mu=\delta$ follows by Proposition 2.2.

## 3. Sums of independent random variables

Let $X_{n}(\omega), n=1,2, \cdots$ be a sequence of independent $E$-valued random variables and set

$$
S_{n}=\sum_{1}^{n} X_{i}, \quad \mu_{n}=\text { the probability law of } S_{n}
$$

Then we have
Theorem 3.1. ${ }^{(1)}$ (Extension of P. Lévy's theorem). The following conditions are equivalent.
(a) $S_{n}$ converges a.s. (=almost surely),
(b) $S_{n}$ converges in probability,
(c) $\mu_{n}$ converges (Prohorov metric).
(1) In the course of printing the authors noticed that a more general fact was proved by A. Tortrat [7].

Proof. $(\mathrm{a}) \Rightarrow(\mathrm{b}) \Rightarrow(\mathrm{c})$ is obvious. We can prove $(\mathrm{b}) \Rightarrow(\mathrm{a})$ in the same way as in the real case, using the inequality that can be verified also as in the real case:

$$
\begin{aligned}
& P\left(\max _{m<k \leq n}\left\|X_{m+1}+X_{m+2}+\cdots+X_{k}\right\|>2 c\right) \\
& \quad \leq \frac{P\left(\left\|X_{m+1}+\cdots+X_{n}\right\|>c\right)}{1-\max _{m<k \leq n} P\left(\left\|X_{k+1}+\cdots+X_{n}\right\| \geq c\right)}
\end{aligned}
$$

To prove (c) $\Rightarrow$ (b), let us denote the probability law of $S_{n}-S_{m}=\sum_{n+1}^{n} X_{i}$ by $\mu_{m n}, m<n$. As $\mu_{n}$ tends to a probability measure $\mu$ on $E$ by the assumption (c), $\left\{\mu_{n}\right\}$ is conditionally compact and so uniformly tight, i.e.

$$
\forall \varepsilon>0 \quad \exists K \text { compact } \quad \forall n \quad \mu_{n}(K)>1-\varepsilon .
$$

Let $K_{1}$ denote the set $\{x-y: x, y \in K\} . \quad K_{1}$ is also compact by the continuity of the map $(x, y) \rightarrow x-y$. As $S_{n}, S_{m} \in K$ implies $S_{n}-S_{m} \in K_{1}$, we have

$$
\begin{aligned}
\mu_{m n}\left(K_{1}\right) & \geq P\left(S_{n} \in K, S_{m} \in K\right) \\
& \geq 1-P\left(S_{n} \in K^{c}\right)-P\left(S_{m} \in K^{c}\right) \\
& =1-\mu_{n}\left(K^{c}\right)-\mu_{m}\left(K^{c}\right) \\
& >1-2 \varepsilon .
\end{aligned}
$$

This shows that $\left\{\mu_{m n}: m<n\right\}$ is also conditionally compact. We shall now prove (b), i.e.

$$
\begin{equation*}
\forall \varepsilon>0 \quad \exists N \quad \forall m<n<N \quad \mu_{m n}\left(U_{\varepsilon}\right)>1-\varepsilon, \tag{1}
\end{equation*}
$$

where $U_{\mathrm{g}}$ denotes the $\varepsilon$-neighbourhood of the origin 0 in $E$. Suppose to the contrary that

$$
\begin{equation*}
\exists \varepsilon>0 \quad \forall N \quad \exists n(N)>m(N)>N \quad \mu_{m(N) n(N)}\left(U_{\varepsilon}\right) \leq 1-\varepsilon . \tag{2}
\end{equation*}
$$

As $\left\{\mu_{m n}\right\}$ is conditionally compact, we can assume that $\mu_{m(N) n(N)}$ converges to a probability measure $\nu$ on $(E, \mathcal{B})$, then

$$
\begin{equation*}
\nu\left(U_{\mathfrak{z}}\right) \leq \lim _{\bar{N} \rightarrow \infty} \mu_{m(N) n(N)}\left(U_{\mathrm{z}}\right) \leq 1-\varepsilon . \tag{3}
\end{equation*}
$$

On the other hand we have

$$
\begin{aligned}
C\left(z: \mu_{n(N)}\right) & =E\left[e^{i<z, S_{n(N)}>}\right] \\
& =E\left[e^{i<z, S_{m(N)}>}\right] E\left[e^{\left.i<z, S_{n(N)}-S_{m_{(N)}>}\right]}\right] \\
& =C\left(z: \mu_{m(N)}\right) C\left(z: \mu_{m(N) n(N)}\right)
\end{aligned}
$$

by the independence of $X_{n}, n=1,2, \cdots$. Letting $N \rightarrow \infty$, we have

$$
C(z: \mu)=C(z: \mu) C(z: \nu)
$$

Since $C(0: \mu)=1$, we have $r>0$ such that

$$
C(z: \mu) \neq 0 \quad \text { for } \quad\|z\| \leq r .
$$

Then

$$
C(z: \nu)=1 \quad \text { for } \quad\|z\| \leq r
$$

so that $\nu=\delta$ by Proposition 2.3. This contradicts (3).
Theorem 3.2. The uniform tightness of $\left\{\mu_{n}\right\}$ implies that we have a sequence $c_{n} \in E, n=1,2, \cdots$ such that $S_{n}-c_{n}$ converges a.s.

Proof. Let ( $Y_{n}, n=1,2, \cdots$ ) be a copy of ( $X_{n}, n=1,2, \cdots$ ) independent of this random sequence. Then $X_{1}, X_{2}, \cdots, Y_{1}, Y_{2}, \cdots$ are independent. Now set

$$
\begin{aligned}
& T_{n}=\sum_{1}^{n} Y_{i}, \quad U_{n}=\sum_{1}^{n}\left(X_{i}-Y_{i}\right)=S_{n}-T_{n} \\
& \nu_{n}=\text { the probability law of } U_{n}
\end{aligned}
$$

Then $X_{1}-Y_{1}, X_{2}-Y_{2}, \cdots$ are independent.
By our assumption we have

$$
\forall \varepsilon>0 \quad \exists K=K(\varepsilon) \quad \text { compact } \quad \forall n \quad \mu_{n}(K)>1-\varepsilon .
$$

Write $K_{1}=K_{1}(\varepsilon)$ for the set $\{x-y: x, y \in K\}$. Then $K_{1}$ is also compact and we have

$$
\begin{aligned}
\nu_{n}\left(K_{1}\right) & =P\left(S_{n}-T_{n} \in K_{1}\right) \\
& \geq P\left(S_{n} \in K, T_{n} \in K\right) \\
& \geq 1-P\left(S_{n} \in K^{c}\right)-P\left(T_{n} \in K^{c}\right) \\
& =1-2 \mu_{n}\left(K^{c}\right)>1-2 \varepsilon .
\end{aligned}
$$

Therefore $\left\{\nu_{n}\right\}$ is also uniformly tight and so conditionally compact.
Since $X_{1}, X_{2}, \cdots Y_{1}, Y_{2} \cdots$ are independent and $X_{n}$ and $Y_{n}$ have the same distribution, we have

$$
\begin{aligned}
C\left(z: \nu_{n}\right) & =E\left[e^{i<z, U_{n}>}\right] \\
& =\prod_{j=1}^{n} E\left[e^{i<z, X_{j}>}\right] E\left[e^{-i<z, Y_{j}>}\right] \\
& =\prod_{j=1}^{n}\left|E\left(e^{i<z, X_{j}>}\right)\right|^{2} .
\end{aligned}
$$

Since $0 \leq\left|E\left[e^{i<z, X_{n}>}\right]\right|^{2} \leq 1, \lim _{n \rightarrow \infty} C\left(z: \nu_{n}\right)$ exists for every $z \in E^{*}$.
Now we shall prove that $\left\{\nu_{n}\right\}$ is convergent. Since it is conditionally compact, it is enough to prove that two arbitrary convergent subsequences $\left\{\nu_{n}^{\prime}\right\},\left\{\nu_{n}^{\prime \prime}\right\}$ of $\left\{\nu_{n}\right\}$ have the same limit. Since $\lim _{n \rightarrow \infty} C\left(z: \nu_{n}\right)$ exists, we have, for
$\nu^{\prime}=\lim \nu_{n}^{\prime}$ and $\nu^{\prime \prime}=\lim \nu_{n}^{\prime \prime}$,

$$
C\left(z: \nu^{\prime}\right)=\lim _{n} C\left(z: \nu_{n}^{\prime}\right)=\lim _{n} C\left(z: \nu_{n}^{\prime \prime}\right)=C\left(z: \nu^{\prime \prime}\right),
$$

and so $\nu^{\prime}=\nu^{\prime \prime}$ by Proposition 2.3.
By Theorem 3.1 the convergence of $\nu_{n}$ implies the a.s. convergence of $U_{n} \equiv S_{n}-T_{n}$. Since $\left\{S_{n}\right\}$ and $\left\{T_{n}\right\}$ are independent, we can use Fubini's theorem to see that for almost every sample sequence $\left(c_{1}, c_{2}, \cdots\right)$ of $\left(T_{1}, T_{2}, \cdots\right)$, $S_{n}-c_{n}$ converges a.s. This completes the proof.

## 4. Sum of independent random variables with symmetric distributions

Let $\left\{X_{n}\right\}$ be independent $E$-valued random variables, $S_{n}$ denote $\sum_{1}^{n} X_{i}$, $n=1,2, \cdots$ and $\mu_{n}$ the probability law of $S_{n}, n=1,2, \cdots$ as before. In this section we shall impose an additional condition:
(SD) Each $X_{n}$ is symmetrically distributed.
Theorem 4.1. The conditions (a), (b) and (c) in Theorem 3.1 and the following conditions are all equivalent.
(d) $\left\{\mu_{n}\right\}$ is uniformly tight.
(e) There exists an E-valued random variable $S$ such that $\left\langle z, S_{n}\right\rangle \rightarrow\langle z, S\rangle$ in probability for every $z \in E^{*}$.
(f) There exists a probability measure $\mu$ on $E$ such that

$$
E\left[e^{i<z, S_{n}>}\right] \rightarrow C(z: \mu)
$$

for every $z \in E^{*}$.
Remark. In the finite dimensional case, (SD) is not necessary for the proof of the equivalence of all conditions except (d). But (f) does not always imply (c) in the infinite dimensional case without (SD). For example, let $E$ be a Hilbert space and $\left\{e_{n}\right\}$ be an orthonormal base. Now set

$$
X_{1}(\omega) \equiv e_{1}, \quad X_{n}(\omega) \equiv e_{n}-e_{n-1}, \quad n=1,2, \cdots
$$

Then $S_{n}(\omega) \equiv e_{n}$ and

$$
\left\langle z, S_{n}\right\rangle=\left\langle z, e_{n}\right\rangle \rightarrow 0=\langle z, S\rangle, \quad S \equiv 0 .
$$

But $S_{n}$ does not converge to $S$.
Proof. $(\mathrm{a}) \Leftrightarrow(\mathrm{b}) \Leftrightarrow(\mathrm{c}) \Rightarrow(\mathrm{d})$ and $(\mathrm{a}) \Rightarrow(\mathrm{e}) \Rightarrow(\mathrm{f})$ are both obvious. Therefore it remains only to prove $(\mathrm{f}) \Rightarrow(\mathrm{e}) \Rightarrow(\mathrm{d}) \Rightarrow(\mathrm{a})$.

Suppose that (d) holds. By Theorem 3.2 we have $\left\{c_{n}\right\}$ such that $S_{n}-c_{n}$
converges a.s. Since each $X_{n}$ is symmetrically distributed and $X_{1}, X_{2}, \cdots$ are independent, the random sequence $\left(X_{1}, X_{2}, \cdots\right)$ has the same probability law as $\left(-X_{1},-X_{2}, \cdots\right)$. Since $S_{n}-c_{n} \equiv \sum_{1}^{n} X_{i}-c_{n}$ converges a.s., $-S_{n}-c_{n}=$ $\sum_{1}^{n}\left(-X_{i}\right)-c_{n}$ also converges a.s. and so does $S_{n}=\left[\left(S_{n}-c_{n}\right)-\left(-S_{n}-c_{n}\right)\right] / 2$. Thus $(\mathrm{d}) \Rightarrow(\mathrm{a})$ is proved.

Suppose that (e) holds. Take $z_{1}, z_{2}, \cdots z_{p} \in E^{*}$ arbitrarily and fix them. Then the sequence of random vectors

$$
\sigma_{m}(\omega) \equiv\left(\left\langle z_{1}, S_{m}(\omega)\right\rangle, \cdots,\left\langle z_{p}, S_{m}(\omega)\right\rangle\right), \quad m=1,2, \cdots
$$

converges in probability to the random vector

$$
\sigma(\omega) \equiv\left(\left\langle z_{1}, S(\omega)\right\rangle, \cdots,\left\langle z_{p}, S(\omega)\right\rangle\right)
$$

Since $\sigma_{n}$ and $\sigma_{m}-\sigma_{n},(m>n)$, prove to be independent by the assumption, $\sigma_{n}$ and $\sigma-\sigma_{n}$ are also independent, i.e.

$$
P\left(\sigma_{n} \in \Gamma_{1}, \sigma-\sigma_{n} \in \Gamma_{2}\right)=P\left(\sigma_{n} \in \Gamma_{1}\right) P\left(\sigma-\sigma_{n} \in \Gamma_{2}\right), \quad \text { for } \quad \Gamma_{1}, \Gamma_{2} \in \mathscr{B}\left[R^{p}\right] .
$$

Writing this in terms of $S_{n}$ and $S-S_{n}$, we have

$$
P\left(S_{n} \in C_{1}, S-S_{n} \in C_{2}\right)=P\left(S_{n} \in C_{1}\right) P\left(S-S_{n} \in C_{2}\right)
$$

for $C_{1}, C_{2} \in \mathcal{C}$. Since $\mathcal{C}$ is an algebra which generates $\mathscr{B}$ by Proposition 2.1, we have

$$
P\left(S_{n} \in B_{1}, S-S_{n} \in B_{2}\right)=P\left(S_{n} \in B_{1}\right) P\left(S-S_{n} \in B_{2}\right)
$$

for $B_{1}, B_{2} \in \mathscr{B}$, namely $S_{n}$ and $S-S_{n}$ are independent. Thus we have

$$
P(S \in K)=\int_{E} P\left(S_{n}+x \in K\right) P\left(S-S_{n} \in d x\right)
$$

and so we can find $x_{0}=x_{0}(K, n)$ such that

$$
P\left(S_{n}+x_{0} \in K\right) \geq P(S \in K)
$$

Since $S_{n}$ proves to be symmetrically distributed by our assumption, we have

$$
P\left(-S_{n}+x_{0} \in K\right)=P\left(S_{n}+x_{0} \in K\right) \geq P(S \in K)
$$

Writing $K_{1}$ for the set $\{(x-y) / 2: x, y \in K\}$, we get

$$
\begin{aligned}
\mu_{n}\left(K_{1}\right)=P\left(S_{n} \in K_{1}\right) & \geq P\left(S_{n}+x_{0} \in K,-S_{n}+x_{0} \in K\right) \\
& \geq 1-P\left(S_{n}+x_{0} \in K^{c}\right)-P\left(-S_{n}+x_{0} \in K^{c}\right) \\
& \geq 1-2 P\left(S \in K^{c}\right)
\end{aligned}
$$

By taking a compact set $K=K(\varepsilon)$ for $\varepsilon>0$, we can make the right hand side
greater than $1-\varepsilon$. Since $K_{1}$ is compact with $K,\left\{\mu_{n}\right\}$ proves to be uniformly tight. This proves $(\mathrm{e}) \Rightarrow(\mathrm{d})$.

We shall now prove $(\mathrm{f}) \Rightarrow(\mathrm{e})$.
Take $z \in E^{*}$ and fix it for the moment. $\left\langle z, X_{n}\right\rangle, n=1,2, \cdots$ are independent real random variables and

$$
\left\langle z, S_{n}\right\rangle=\sum_{i}^{n}\left\langle z, X_{i}\right\rangle
$$

By our assumption, we have

$$
E\left[e^{i t<z, S_{n}>}\right]=E\left[e^{i<t z, S_{n}>}\right] \rightarrow C(t z: \mu)
$$

for every real $t$. Since the right hand side is a characteristic function of $t$ for the probability measure on $R^{1}$ induced from $\mu$ by the map $x \rightarrow\langle z, x\rangle$, the probability law of $\left\langle z, S_{n}\right\rangle$ converges to this measure. Therefore $\left\langle z, S_{n}\right\rangle$ converges a.s. to a real random variable, say $Y_{z}$, by Lévy's theorem. Notice that the exceptional $\omega$-set depends on $z$. Since a countable sum of null sets also is a null set, we have a P-null $\omega$-set $N=N\left(z^{1}, z^{2}, \cdots\right)$ such that

$$
\left\langle z^{(k)}, S_{n}\right\rangle \rightarrow Y_{z^{(k)}} \quad k=1,2, \cdots
$$

for every $\omega \in N^{c}$.
Now we shall compare two systems of real random variables:

$$
Y_{z}(\omega), \quad \omega \in(\Omega, \mathscr{F}, \mathscr{P}), \quad z \in E^{*}
$$

and

$$
\langle z, x\rangle, \quad x \in(E, \mathscr{B}, \mu), \quad z \in E^{*} .
$$

They have the same finite jont distributions. To prove this, take $z^{(1)}, z^{(2)}, \cdots$, $z^{(p)} \in E^{*}$. Then

$$
\begin{aligned}
E\left[e^{i \sum_{j} t_{j} Y_{z}^{(j)}}\right] & =\lim _{n \rightarrow \infty} E\left[e^{i \sum_{j} t_{j}\left\langle z^{(j),} S_{n}\right\rangle}\right]=\lim _{n \rightarrow \infty} E\left[e^{i\left\langle\sum_{j} t_{j} z^{(j),} S_{n}\right\rangle}\right] \\
& =C\left(\sum_{j} t_{j} z^{(j)}: \mu\right)=E_{\mu}\left[e^{i\left\langle\sum_{j} t_{j} z^{(j), x\rangle}\right.}\right] \\
& =E_{\mu}\left[e^{i \sum_{j} t_{j}\left\langle z^{(j), x\rangle}\right.}\right]
\end{aligned}
$$

by our assumption (f), where $E_{\mu}$ is the expectation sign based on the measure $\mu$.
Let $R^{\infty}$ be a countable product space $R^{1} \times R^{1} \times \cdots$ and $\mathcal{B}\left(R^{\infty}\right)$ the $\sigma$-algebra generated by all cylindrical Borel sets in $R^{\infty} . \mathscr{B}\left(R^{\infty}\right)$ is also the $\sigma$-algebra of all Borel subsets of $R^{\infty}$ with respect to the product topology.

Let $z^{\prime}, z^{\prime \prime}, \cdots$ be any sequence in $E^{*}$. Then we have

$$
\begin{equation*}
P\left[\left(Y_{z^{\prime}}, Y_{z^{\prime \prime}}, \cdots\right) \in B\right]=\mu\left[\left(\left\langle z^{\prime}, x\right\rangle,\left\langle z^{\prime \prime}, x\right\rangle \cdots\right) \in B\right] \tag{1}
\end{equation*}
$$

for $B \in \mathscr{B}\left(R^{\infty}\right)$; in fact, if $B$ is a cylindrical Borel set, this identity holds because
of the same joint distributions mentioned above and so it proves to hold for every $B \in \mathcal{B}\left(R^{\infty}\right)$ by usual argument.

Now we shall prove the existence of an $E$-valued random variable $S(\omega)$ with $Y_{z}=\langle z, S\rangle$ a.s. for each $z \in E^{*}$, which will complete the proof of (e). To find out such $S(\omega)$, we shall use the facts mentioned above.

Since $\mu$ is tight, we can find an increasing sequence of compact sets $K_{1}, K_{2}$, $\cdots \subset E$ such that $\mu\left(K_{n}\right) \rightarrow 1$, so that $\mu\left(K_{\infty}\right)=1$ for $K_{\infty} \equiv \bigcup_{n} K_{n} . K_{\infty}$ is clearly a Borel subset of $E$. Take $z_{1}, z_{2}, \cdots \in E^{*}$ in Proposition 2.1. The map $\theta: E \rightarrow R^{\infty}$ denfined by

$$
\theta x=\left(\left\langle z_{1}, x\right\rangle,\left\langle z_{2}, x\right\rangle \cdots\right)
$$

is continuous and one-to-one from $E$ onto $\theta E$; in fact, if $\theta x=(0,0, \cdots)$, then

$$
x \in \bigcap_{n}\left\{x:\left\langle z_{n}, x\right\rangle \leq r\right\}=\{x:\|x\| \leq r\}
$$

for every $r>0$ (see the proof of Proposition 2.1) and so $x=0$. Therefore $\theta K_{n}$ is compact and the restriction $\theta \mid K_{n}$ has a continuous inverse map. Since $\theta K_{\infty}=\bigcup_{n} \theta K_{n}$ is a Borel subset of $R^{\infty}$, the restriction of $\theta$ to $K_{\infty}$ has an inverse which can be extended to a map $\varphi: R^{\infty} \rightarrow E$ measurable $\left(\mathscr{B}\left(R^{\infty}\right), \mathscr{B}\right)$. It is clear that

$$
\begin{equation*}
x=\varphi(\theta x)=\varphi\left(\left\langle z_{1}, x\right\rangle,\left\langle z_{2}, x\right\rangle, \cdots\right) \quad \text { on } \quad K_{\infty} . \tag{2}
\end{equation*}
$$

Since

$$
\mu\left(\left(\left\langle z_{1}, x\right\rangle,\left\langle z_{2}, x\right\rangle \cdots\right) \in \theta K_{\infty}\right) \geq \mu\left(K_{\infty}\right)=1
$$

we have

$$
P\left(\left(Y_{z_{1}}, Y_{z_{2}}, \cdots\right) \in \theta K_{\infty}\right)=1
$$

Now we set

$$
S(\omega)=\varphi\left(Y_{z_{1}}(\omega), Y_{z_{2}}(\omega), \cdots\right)
$$

Take an arbitrary $z \in E^{*}$. Then

$$
\begin{align*}
& \mu\left(\langle z, x\rangle=\left\langle z, \varphi\left(\left\langle z_{1}, x\right\rangle,\left\langle z_{2}, x\right\rangle \cdots\right)\right\rangle\right)  \tag{3}\\
& \quad \geq \mu\left(x=\varphi\left(\left\langle z_{1}, x\right\rangle,\left\langle z_{2}, x\right\rangle, \cdots\right)\right) \\
& \quad \geq \mu\left(x=\varphi\left(\left\langle z_{1}, x\right\rangle,\left\langle z_{2}, x\right) \cdots\right\rangle, x \in K_{\infty}\right) \\
& \quad=\mu\left(K_{\infty}\right)=1 \quad \text { by } \quad \text { (2). }
\end{align*}
$$

Since $\varphi$ is measurable $\left(\mathscr{B}\left(R^{\infty}\right), \mathscr{B}\right)$ and $x \rightarrow\langle z, x\rangle$ is continuous; the condition on $\left(\xi_{0}, \xi_{1}, \xi_{2}, \cdots\right): \xi_{0}=\left\langle z, \varphi\left(\xi_{1}, \xi_{2}, \cdots\right)\right\rangle$ is given by a Borel subset of $R^{\infty}$. By (1) and (3) we have

$$
P\left(Y_{z}=\left\langle z, \varphi\left(Y_{z_{1}}, Y_{z_{2}}, \cdots\right)\right\rangle\right)=1
$$

and so

$$
P\left(Y_{z}=\langle z, S\rangle\right)=1
$$

which completes our proof.

## 5. Examples.

a. Generalized Wiener expansion of Brownian motion

Let $B(t), 0 \leq t \leq 1$, be a Brownian motion with $B(0) \equiv 0$. Then we have an isomorphism between the real Hilbert Space $L^{2}[0,1]$ and the real Hilbert Space $\boldsymbol{M}(B)$ spanned by $B(t), 0 \leq t \leq 1$ in $L^{2}(\Omega, \mathscr{F}, P)$ by

$$
\varphi \rightarrow \int_{0}^{1} \varphi(u) d B(u)
$$

The indicator $e_{0 t}$ of the interval $(0, t)$ corresponds to $B(t)$. Let $\left\{\varphi_{n}\right\}_{n}$ be an orthonormal base in $L^{2}[0,1]$. Then the $\left\{\xi_{n}\right\}_{n}$ that correspond to $\left\{\varphi_{n}\right\}_{n}$ form an orthogonal base in $\boldsymbol{M}(B) .\left\{\xi_{n}\right\}_{n}$ are independent since $B(t)$ is a Gaussian process. As $e_{0 t}$ has an orthogonal expansion

$$
e_{0 t}=\sum_{n} b_{n}(t) \varphi_{n}
$$

where

$$
b_{n}(t)=\int_{0}^{1} e_{0 t}(u) \varphi_{n}(u) d u=\int_{0}^{t} \varphi_{n}(u) d u
$$

we have an orthogonal expansion

$$
\begin{equation*}
B(t)=\sum_{n} b_{n}(t) \xi_{n}(\omega)=\sum_{n} \xi_{n}(\omega) \int_{0}^{t} \varphi_{n}(u) d u \tag{1}
\end{equation*}
$$

For each $t$, this series converges in the mean square and so converges a.s. by Lévy's theorem. We shall make use of Theorem $4.1((\mathrm{e}) \Rightarrow(\mathrm{a}))$ to prove

Theorem 5.1. The right hand side of (1) converges uniformly in $t$ to $B(t)$ a.s.

Proof. Let us introduce a sequence of stochastic processes

$$
X_{n}(t, \omega)=\xi_{n}(\omega) \int_{0}^{t} \varphi_{n}(u) d u, \quad n=1,2, \cdots
$$

and write the sample paths of $X_{n}(t, \omega), n=1,2, \cdots$ and $B(t, \omega)$ as $\boldsymbol{X}_{n}(\omega)$, $n=1,2, \cdots$ and $\boldsymbol{B}(\omega)$ respectively. Then these are symmetrically distributed random variables with values in the Banach space $E \equiv C[0,1]$ of continuous functions on $[0,1] . \quad \boldsymbol{X}_{n}, n=1,2, \cdots$ are independent. Set

$$
S_{n}(\omega)=\sum_{1}^{n} X_{i}(\omega), \quad n=1,2, \cdots
$$

$\boldsymbol{S}_{n}(\omega)$ is the sample path of the process $S_{n}(t, \omega)=\sum_{1}^{n} X_{i}(t, \omega)$. Our theorem claims that $\boldsymbol{S}_{n} \rightarrow \boldsymbol{B}$ a.s. To prove this it is enough by Theorem to prove that for every $z \in E^{*}$ i.e. for every signed measure $z(d t)$ on $[0,1],\left\langle z, S_{n}\right\rangle$ converges in probability to $\langle\boldsymbol{z}, \boldsymbol{B}\rangle$. It is now enough to observe

$$
\begin{aligned}
& E\left[\left|\left\langle z, \boldsymbol{S}_{n}\right\rangle-\langle z, \boldsymbol{B}\rangle\right|\right] \\
& \quad=E\left[\left|\int_{0}^{1} z(d t)\left(S_{n}(t)-B(t)\right)\right|\right], \quad|z|=\text { total variation of } z, \\
& \quad \leq \int_{0}^{1}|z|(d t) E\left[\left|S_{n}(t)-B(t)\right|\right] \rightarrow 0,
\end{aligned}
$$

because

$$
\left(E\left[\left|S_{n}(t)-B(t)\right|\right]\right)^{2} \leq E\left[\left|S_{n}(t)-B(t)\right|^{2}\right]=\sum_{i=n+1}^{\infty} b_{i}(t)^{2}
$$

and so

$$
E\left[\left|S_{n}(t)-B(t)\right|\right] \begin{cases}\leq\left(\int_{0}^{1} e_{0 t}(u)^{2} d u\right)^{1 / 2} \leq \sqrt{t} & \text { for } \quad \forall t \\ \rightarrow 0 & \text { as } n \rightarrow \infty\end{cases}
$$

## b. Definition of Brownian motion

Theorem 5.1 suggests that we can define Brownian motion as follows. Let $\xi_{n}(\omega), n=1,2, \cdots$ be an independent sequence of real random variables with the distribution $N(0,1)$, (whose existence is guaranteed by Kolmogorov's extension theorem) and an orthonormal base $\varphi_{n}, n=1,2, \cdots$ in $L^{2}[0,1]$.

## Theorem 5.2.

$$
\begin{equation*}
\sum_{n} \xi_{n}(\omega) \int_{0}^{t} \varphi_{n}(u) d u, \quad 0 \leq t \leq 1 \tag{2}
\end{equation*}
$$

converges uniformly in $t$ a.s. The limit process $S(t)$ is a stochastic process with independent increaments and continuous paths such that $S(t) S(s)$ is $N(0, t-s)$ distributed for $t>s$, i.e. $S(t)$ is a Brownian motion.

Remark. N. Wiener [6] defined Brownian motion in this way by taking $\varphi_{n}(u)=\sqrt{2} \sin n \pi t, n=1,2, \cdots$. He proved the a.s. uniform convergence of the grouped sums

$$
\sum_{n=0}^{\infty} \sum_{k=2^{n-1}}^{2^{n}-1} \xi_{k}(\omega) \int_{0}^{t} \sqrt{2} \sin k \pi u d u
$$

which was sufficient for his purpose. G. Hunt [4] proved a theorem that ensures the a.s. uniform convergence of the sum

$$
\sum_{n=1}^{\infty} \xi_{n}(\omega) \int_{0}^{t} \sqrt{2} \sin n \pi u d u
$$

We claim that this holds for a general orthonormal base $\left\{\varphi_{n}\right\}$, (Delporte. [2], Walsh [8]).

Proof. The only difficult part of our theorem is the a.s. uniform convergence. We shall use $\boldsymbol{X}_{n}(\omega), S_{n}(t, \omega)$ and $\boldsymbol{S}_{n}(\omega)$ as before. By Theorem 3.2 it is enough to prove that the probability laws of $\boldsymbol{S}_{n}, n=1,2, \cdots$ are uniformly tight.

Observing

$$
E\left[\left|S_{n}(t)-S_{n}(s)\right|^{2}\right]=\sum_{i=1}^{n}\left|b_{i}(t)-b_{i}(s)\right|^{2} \leq \int_{0}^{1}\left|e_{0 t}(u)-e_{0 s}(u)\right|^{2} d u=|t-s|
$$

we have

$$
E\left[\left|S_{n}(t)-S_{n}(s)\right|^{4}\right]=3 E\left[\left|S_{n}(t)-S_{n}(s)\right|^{2}\right]^{2} \leq 3(t-s)^{2}
$$

because $S_{n}(t)-S_{n}(s)$ is Gauss distributed with the mean 0 . Using the same technique of diadic expansions as in the proof of Kolmogorov's theorem, we can prove that for $\varepsilon>0$, there exists $\delta=\delta(\varepsilon)$ such that

$$
P\left(\mathbf{S}_{n} \in K\right)>1-\varepsilon, n=1,2, \cdots
$$

where

$$
\begin{aligned}
K & =K(\delta)=K(\varepsilon) \\
& =\left\{f \in C[0,1]: f(0)=0,|f(t)-f(s)| \leq 5|t-s|^{1 / 8} \quad \text { for } \quad|t-s| \leq \delta(\varepsilon)\right\},
\end{aligned}
$$

It is easy to see that $K$ is an equi-continuous and equibounded family. Therefore $K$ is conditionally compact in $C[0,1]$ by Ascoli-Arzela's theorem. This completes the proof.

## c. Gaussian stationary processes

Let $S(t)$ be a Gaussian stationary process continuous in the square mean such that $E(S(t))=0$. Let us consider the sample path $S$ of $S(t)$ on a bounded time interval $a \leq t \leq b$. By taking a measurable separable version we have $\mathbf{S} \in L^{p}[a, b]$ a.s. for every $p \geq 1$; we shall identify two functions on $[a, b]$ equal to each other a.e. In fact we have

$$
\begin{aligned}
& E\left[\|\boldsymbol{S}\|_{p}^{p}\right]=E\left[\int_{a}^{b}|S(t)|^{p} d t\right] \\
& \quad=\int_{a}^{b} E\left[|S(t)|^{p}\right] d t=E\left[|S(0)|^{p}\right](b-a) \quad<\infty
\end{aligned}
$$

noticing that $S(0, \omega)$ is Gauss distributed and so

$$
P\left[\|\boldsymbol{S}\|_{p}<\infty\right]=1
$$

Consider the spectral decomposition of $S(t)$ :

$$
S(t, \omega)=\int_{-\infty}^{\infty} e^{i \lambda t} \Phi(d \lambda, \omega)
$$

and set

$$
X_{n}(t, \omega)=\int_{n-1} \sum_{1|\lambda|<n} e^{i \lambda t} \Phi(d \lambda, \omega), \quad n=1,2, \cdots
$$

Then $X_{n}(t)$ has a version whose sample path (on $a \leq t \leq b$ ) is continuous a.s. and so belongs to $L^{p}[a, b]$ a.s. Now set

$$
S_{n}(t)=\sum_{1}^{n} X_{k}(t)=\int_{|\lambda|<n} e^{i \lambda t} \Phi(d \lambda)
$$

Then it is easy to see that

$$
E\left[\left|S_{n}(t)-S(t)\right|^{2}\right]=\int_{|\lambda| \geq n} F(d \lambda) \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

where $F(d \lambda)$ is the spectral measure of the covariance function of $S(t)$.

## Theorem 5.3.

$$
\int_{a}^{b}\left|S_{n}(t)-S(t)\right|^{p} d t \rightarrow 0 \quad \text { a.s. }(p \geq 1)
$$

Proof. Using the same notation for the sample paths we can see that $\boldsymbol{X}_{n}, n=1,2, \cdots$ are independent random variables with values in $L^{p}[a, b]$.

$$
\begin{aligned}
& E\left[\left\|\mathbf{S}_{n}-\mathbf{S}\right\|_{n}^{p}\right]=E\left[\int_{a}^{b}\left|S_{n}(t)-S(t)\right|^{p} d t\right] \\
& \quad=\int_{a}^{b} E\left[\left|S_{n}(t)-S(t)\right|^{p}\right] d t=c_{p} \int_{a}^{b}\left(E\left[\left|S_{n}(t)-S(t)\right|^{2}\right]\right)^{p / 2} d t \\
& \quad=c_{p}(b-a)\left[\int_{|\lambda| \geq n} F(d \lambda)\right]^{p / 2} \rightarrow 0 \quad \text { as } n \rightarrow \infty,
\end{aligned}
$$

where $c_{p}=\int_{-\infty}^{\infty} \frac{1}{\sqrt{2 \pi}} e^{-\left(\xi^{2} / 2\right)}|\xi|^{p} d \xi$. By Theorem $3.1((\mathrm{~b}) \Rightarrow(\mathrm{a}))$ for $E=L^{p}[a, b]$, this implies $\left\|\mathbf{S}_{n}-\boldsymbol{S}\right\|_{p} \rightarrow 0$ a.s.

Theorem 5.4. If the sample path of $\mathbf{S}(\boldsymbol{t}, \omega)$ is continuous a.s., then

$$
\max _{a \leq t \leq b}\left|S_{n}(t)-S(t)\right| \rightarrow 0 \quad \text { a.s. }
$$

Remark, Sufficient conditions for the a.s, continuity of the sample path
of $S(t)$ in terms of the correlation function of $S(t)$ were given by G. Hunt [4], Belayev [1] and $X$. Fernique [3].

Proof. Using the same idea as above, we can apply Theorem $4.1((\mathrm{e}) \Rightarrow(\mathrm{a}))$ for $E=C[0,1]$ by observing

$$
\begin{aligned}
& E\left[\left|\int_{a}^{b} z(d t) S_{n}(t, \omega)-\int_{a}^{b} z(d t) S(t, \omega)\right|\right] \\
& \quad \leq \int_{a}^{b}|z|(d t) E\left[\left|S_{n}(t, \omega)-S(t, \omega)\right|\right] \\
& \quad \leq \int_{a}^{b}|z|(d t)\left[E\left(\left|S_{n}(t)-S(t)\right|^{2}\right)\right]^{1 / 2} \\
& \quad=\int_{a}^{b}|z|(d t)\left[\int F(d \lambda)\right]^{1 / 2} \rightarrow 0, \quad \text { as } n \rightarrow \infty
\end{aligned}
$$
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