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#### Abstract

Consider a nonlinear system of two Klein-Gordon equations with masses $m$ and $\mu$. We construct a solution whose amplitude is modulated by the nonlinear interaction when $\mu=m$ or $\mu=3 m$, whereas, when $\mu \neq m$ and $\mu \neq 3 m$, the influence of the nonlinearity is negligible and the solution behaves like a free solution as $t \rightarrow \infty$.


## 1. Introduction and the main result

We are concerned with the Cauchy problem for

$$
\left\{\begin{array}{l}
\left(\square+m^{2}\right) u=F(v),  \tag{1.1}\\
\left(\square+\mu^{2}\right) v=G(u),
\end{array} \quad t>0, x \in \mathbb{R}\right.
$$

with sufficiently small, smooth, compactly-supported initial data. Here $\square=\partial_{t}^{2}-\partial_{x}^{2}, m$, $\mu$ are positive constnats, $F, G$ are smooth functions of unknowns and they are cubic nonlinear terms in the sense that

$$
|F(w)|+|G(w)| \leq C|w|^{3} \quad \text { if } \quad|w| \leq \varsigma
$$

for some constants $C$ and $\varsigma>0$. Though it is possible to consider much more general situations (including derivative nonlinear or quasi-linear cases), we do not go into such directions for the sake of simplicity.

Recently, much efforts are made for study of the large time behavior of solutions to the Cauchy problem for the systems of critical nonlinear Klein-Gordon equations with possibly different masses ([8], [6], [7], [2], [3] etc). According to [6], the Cauchy problem (1.1) admits a unique global classical solution which tends to a free solution as $t \rightarrow \infty$ if $(m-\mu)(m-3 \mu)(3 m-\mu) \neq 0$. On the other hand, it turns out that the case $(m-\mu)(m-3 \mu)(3 m-\mu)=0$ is much more delicate and the previous works leave the problem open except a few partial results. In [3], some structual condition on the nonlinear terms is studied in one-dimensional cubic quasilinear case under which the solution exists globally and it has a free profile even if $(m-\mu)(m-3 \mu)(3 m-\mu)=0$ (see also [2] for the corresponding result in the case of two-dimensional quadratic nonlinearity). We do not state their condition precisely but
only point out that their condition is not satisfied if the nonlinear terms do not contain the derivatives of unknowns. In particular, the system of type (1.1) does not satisfy their condition if $(m-\mu)(m-3 \mu)(3 m-\mu)=0$.

In the present paper, we concentrate our attention on the following example:

$$
\left\{\begin{array}{lc}
\left(\square+m^{2}\right) u=\alpha v^{4}, & t>0, x \in \mathbb{R},  \tag{1.2}\\
\left(\square+\mu^{2}\right) v=\beta u^{3}, & x \in \mathbb{R},
\end{array}\right.
$$

where $\alpha, \beta \in \mathbb{R}, \varepsilon>0$ is a small parameter, and $u_{0}, u_{1}, v_{0}, v_{1} \in C_{0}^{\infty}(\mathbb{R})$. We will find the large time asymptotics for the solution of (1.2) to show that, as $t \rightarrow \infty$, the amplitude of $v$ is modulated by the long range interaction when $\mu=m$ or $\mu=3 m$, whereas, when $\mu \neq m, \mu \neq 3 m$, the influence of nonlinearity disappears eventually and $v$ behaves like a free solution in the large time. More precisely, we will prove the following:

Theorem 1. For any $u_{0}, u_{1}, v_{0}, v_{1} \in C_{0}^{\infty}(\mathbb{R})$, there exists $\varepsilon_{0}>0$ such that (1.2) admits a unique global classical solution if $\left.\varepsilon \in] 0, \varepsilon_{0}\right]$. Moreover, the following asymptotics is valid as $t \rightarrow \infty$, uniformly with respect to $x \in \mathbb{R}$ :

$$
\begin{aligned}
& u(t, x)=\frac{1}{m \sqrt{t}} \operatorname{Re}\left[a\left(\frac{x}{t}\right) e^{i m\left(t^{2}-|x|^{1}\right)_{+}^{1 / 2}}\right]+\mathcal{O}\left(t^{-1+\delta}\right), \\
& v(t, x)=\frac{1}{\mu \sqrt{t}} \operatorname{Re}\left[\left\{A\left(\frac{x}{t}\right) \log t+b\left(\frac{x}{t}\right)\right\} e^{i \mu\left(t^{2}-|x|^{2}\right)^{1 / 2}}\right]+\mathcal{O}\left(t^{-1+\delta}\right) .
\end{aligned}
$$

Here $(\cdot)_{+}=\max \{\cdot, 0\}, i=\sqrt{-1}, \quad \delta$ is an arbitrary small positive number, $a(y), b(y)$ are $\mathbb{C}$-valued smooth functions which vanish when $|y| \geq 1$, and $A(y)$ is given by

$$
A(y)=\left\{\begin{array}{cl}
\frac{\beta}{i 8 m^{3}}\left(1-|y|^{2}\right)_{+}^{1 / 2} a(y)^{3} & \text { if } \mu=3 m, \\
\frac{3 \beta}{i 8 m^{3}}\left(1-|y|^{2}\right)_{+}^{1 / 2}|a(y)|^{2} a(y) & \text { if } \quad \mu=m, \\
0 & \text { if } \mu \neq 3 m, \mu \neq m
\end{array}\right.
$$

Remark. It is interesting to compare this result with the corresponding one to the scalar case

$$
\begin{equation*}
(\square+1) w=\beta w^{3}, \quad t>0, \quad x \in \mathbb{R} \tag{1.3}
\end{equation*}
$$

This has been extensively studied by Delort [1] in much more general situations in-
cluding quasi-linear case. According to his result, $w$ has the following asymptotics:

$$
\begin{aligned}
w(t, x)= & \frac{1}{\sqrt{t}} \operatorname{Re}\left[a\left(\frac{x}{t}\right) \exp \left\{i\left(t^{2}-|x|^{2}\right)_{+}^{1 / 2}+i \varphi\left(\frac{x}{t}\right) \log t\right\}\right] \\
& +\mathcal{O}\left(t^{-1+\delta}\right), \quad t \rightarrow \infty
\end{aligned}
$$

with

$$
\varphi(y)=-\frac{3 \beta}{8}\left(1-|y|^{2}\right)_{+}^{1 / 2}|a(y)|^{2} .
$$

Roughly speaking, this shows that the long range character of nonlinearity appears at the level of the phase of oscillation of the solution for the scalar equation (1.3), while our main result claims that the long range character appears at the level of the amplitude of the solution for the system (1.2).

We can obtain the similar results for a bit more general systems, such as

$$
\left\{\begin{array}{l}
\left(\square+m_{1}^{2}\right) u_{1}=F_{1}(u, \partial u),  \tag{1.4}\\
\left(\square+m_{2}^{2}\right) u_{2}=F_{2}(u, \partial u), \\
\left(\square+m_{3}^{2}\right) u_{3}=F_{3}(u, \partial u), \\
\left(\square+m_{4}^{2}\right) u_{4}=\gamma u_{1} u_{2} u_{3}+F_{4}(u, \partial u),
\end{array} \quad t>0, x \in \mathbb{R},\right.
$$

with the initial data

$$
\begin{equation*}
\left.\left(u_{j}, \partial_{t} u_{j}\right)\right|_{t=0}=\left(\varepsilon u_{0 j}, \varepsilon u_{1 j}\right), \quad j=1,2,3,4 \tag{1.5}
\end{equation*}
$$

Here $u=\left(u_{j}\right)_{1 \leq j \leq 4}, \partial=\left(\partial_{t}, \partial_{x}\right), \gamma \in \mathbb{R}$ and $F_{j}(u, \partial u)=O\left(|u|^{4}+|\partial u|^{4}\right)$ near $(u, \partial u)=$ $(0,0)$. When we put

$$
\Lambda:=\left\{\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right) \in\{ \pm 1\}^{3}: m_{4}=\lambda_{1} m_{1}+\lambda_{2} m_{2}+\lambda_{3} m_{3}\right\},
$$

the corresponding result to Theorem 1 is stated as follows:
Theorem 2. For any $u_{0 j}, u_{1 j} \in C_{0}^{\infty}(\mathbb{R})$, there exists $\varepsilon_{0}>0$ such that (1.4)-(1.5) admits a unique global $C^{\infty}$ solution if $\left.\left.\varepsilon \in\right] 0, \varepsilon_{0}\right]$. Moreover, the following asymptotics is valid as $t \rightarrow \infty$, uniformly with respect to $x \in \mathbb{R}$ :

$$
\begin{aligned}
& u_{j}(t, x)=\frac{1}{m_{j} \sqrt{t}} \operatorname{Re}\left[a_{j}\left(\frac{x}{t}\right) e^{i m_{j}\left(t^{2}-|x|^{2}\right)_{+}^{1 / 2}}\right]+\mathcal{O}\left(t^{-1+\delta}\right), \quad j=1,2,3, \\
& u_{4}(t, x)=\frac{1}{m_{4} \sqrt{t}} \operatorname{Re}\left[\left\{A\left(\frac{x}{t}\right) \log t+a_{4}\left(\frac{x}{t}\right)\right\} e^{i m_{4}\left(t^{2}-|x|^{2}\right)_{+}^{1 / 2}}\right]+\mathcal{O}\left(t^{-1+\delta}\right) .
\end{aligned}
$$

Here, $\delta$ is an arbitrary small positive number, $a_{j}(j=1,2,3)$ are $\mathbb{C}$-valued smooth functions which vanish when $|y| \geq 1$, and $A(y)$ is given by

$$
A(y)=\left\{\begin{array}{cc}
\frac{\gamma}{i 8 m_{1} m_{2} m_{3}}\left(1-|y|^{2}\right)_{+}^{1 / 2} \sum_{\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right) \in \Lambda} a_{1}^{\left(\lambda_{1}\right)}(y) a_{2}^{\left(\lambda_{2}\right)}(y) a_{3}^{\left(\lambda_{3}\right)}(y) & \text { if } \Lambda \neq \emptyset, \\
0 & \text { if } \Lambda=\emptyset
\end{array}\right.
$$

where $a_{j}^{(+1)}(y)=a_{j}(y), \quad a_{j}^{(-1)}(y)=\overline{a_{j}(y)}$.
Remark. This is an extension of the previous result [7, Theorem 2.1], where only the simplest case ( $F_{1}=F_{2}=F_{3}=F_{4}=0$ ) is treated by using the explicit representation of the free solution.

## 2. Reduction of the problem

In this section, we perform some reduction following the idea developed by [1], [2], [3]. In what follows, we fix $B>0$ so that

$$
\operatorname{supp}\left(u_{0}, u_{1}, v_{0}, v_{1}\right) \subset\{x \in \mathbb{R}:|x| \leq B\} .
$$

Also we fix $\rho_{0}>\max \{1,2 B\}$. We begin with the fact that without loss of generality we may treat the problem as if the Cauchy data is given on the upper branch of the hyperbola

$$
\left\{(t, x) \in \mathbb{R}^{1+1}:(t+2 B)^{2}-|x|^{2}=\rho_{0}^{2}, t>0\right\}
$$

and it is sufficiently small, smooth, and compactly supported. (This is a consequence of the classical local existence theorem and the property of finite propagation speed. See [1, Proposition 1.4], [2], [3] and [5], [4, Chapter 7] for detail.) Next, as in [1], [5], we introduce the hyperbolic coordinates $(\rho, \theta)$ in the interior of the light cone, i.e.,

$$
t+2 B=\rho \cosh \theta, \quad x=\rho \sinh \theta, \quad \text { for } \quad|x|<t+2 B
$$

so that

$$
\begin{gathered}
\left\{\begin{array}{l}
\partial_{t}=(\cosh \theta) \partial_{\rho}-\frac{1}{\rho}(\sinh \theta) \partial_{\theta}, \\
\partial_{x}=-(\sinh \theta) \partial_{\rho}+\frac{1}{\rho}(\cosh \theta) \partial_{\theta},
\end{array}\right. \\
\square+m^{2}=\frac{\partial^{2}}{\partial \rho^{2}}+\frac{1}{\rho} \frac{\partial}{\partial \rho}+m^{2}-\frac{1}{\rho^{2}} \frac{\partial^{2}}{\partial \theta^{2}}
\end{gathered}
$$

and

$$
\rho=\sqrt{(t+2 B)^{2}-|x|^{2}} .
$$

We also introduce the new unknowns ( $\tilde{u}, \tilde{v}$ ) as follows:

$$
u(t, x)=\frac{\tilde{u}(\rho, \theta)}{\rho^{1 / 2} \cosh \kappa \theta}, \quad v(t, x)=\frac{\tilde{v}(\rho, \theta)}{\rho^{1 / 2} \cosh \kappa \theta}
$$

where $\kappa>0$ is a parameter which is determined later. Roughly speaking, $\kappa$ measures the decay of the solution outside the light cone because $(\cosh \kappa \theta)^{-1} \approx\left((1-|x / t|)_{+}+\right.$ $1 / t)^{\kappa / 2}$. Now, let us derive the equations which $(\tilde{u}, \tilde{v})$ satisfies when $(u, v)$ is a solution of (1.2). Since

$$
v^{4}=\rho^{-2}(\cosh \kappa \theta)^{-4} \tilde{v}^{4}
$$

and

$$
\left(\square+m^{2}\right) u=\rho^{-1 / 2}(\cosh \kappa \theta)^{-1}\left(\tilde{\square}_{\kappa}+m^{2}\right) \tilde{u},
$$

we have

$$
\left(\tilde{\square}_{\kappa}+m^{2}\right) \tilde{u}=\frac{\alpha}{\rho^{3 / 2}(\cosh \kappa \theta)^{3}} \tilde{v}^{4},
$$

where

$$
\tilde{\square}_{\kappa}=\frac{\partial^{2}}{\partial \rho^{2}}-\frac{1}{\rho^{2}} \frac{\partial^{2}}{\partial \theta^{2}}+\frac{2 \kappa \tanh \kappa \theta}{\rho^{2}} \frac{\partial}{\partial \theta}+\frac{1}{\rho^{2}}\left(\frac{1}{4}+\kappa^{2}\left(1-2(\tanh \kappa \theta)^{2}\right)\right) .
$$

In the same way, we see that $\tilde{v}$ satisfies

$$
\left(\tilde{\square}_{\kappa}+\mu^{2}\right) \tilde{v}=\frac{\beta}{\rho(\cosh \kappa \theta)^{2}} \tilde{u}^{3} .
$$

Summing up, the original problem (1.2) is reduced to the following Cauchy problem:

$$
\left\{\begin{array}{l}
\left(\tilde{\square}_{\kappa}+m^{2}\right) \tilde{u}=\frac{\alpha}{\rho^{3 / 2}(\cosh \kappa \theta)^{3}} \tilde{v}^{4},  \tag{2.1}\\
\left(\tilde{\square}_{\kappa}+\mu^{2}\right) \tilde{v}=\frac{\beta}{\rho(\cosh \kappa \theta)^{2}} \tilde{u}^{3},
\end{array} \quad \rho>\rho_{0}, \theta \in \mathbb{R}\right.
$$

with the initial data

$$
\left\{\begin{array}{l}
\left.\left(\tilde{u}, \partial_{\rho} \tilde{u}\right)\right|_{\rho=\rho_{0}}=\left(\varepsilon \tilde{u}_{0}, \varepsilon \tilde{u}_{1}\right)  \tag{2.2}\\
\left.\left(\tilde{v}, \partial_{\rho} \tilde{v}\right)\right|_{\rho=\rho_{0}}=\left(\varepsilon \tilde{v}_{0}, \varepsilon \tilde{v}_{1}\right) .
\end{array}\right.
$$

Our strategy is to prove global exitence and uniqueness of the solution to (2.1)(2.2) (see Proposition 3 below), find the asymptotics for ( $\tilde{u}, \tilde{v}$ ) as $\rho \rightarrow \infty$ (see (4.2), $(4.3)$ in $\S 4)$, and finally return to the solution of the original problem.

In the next section we shall prove the following proposition. In what follows, we denote by $H^{s}(\mathbb{R})$ the standard Sobolev space for $s \in \mathbb{N}_{0}=\mathbb{N} \cup\{0\}$.

Proposition 3. Let $\kappa \geq 0$ and let $\sigma$ be an integer larger than $1+4 \kappa$. For any $\left(\tilde{u}_{0}, \tilde{u}_{1}\right),\left(\tilde{v}_{0}, \tilde{v}_{1}\right) \in H^{2 \sigma}\left(\mathbb{R}_{\theta}\right) \times H^{2 \sigma-1}\left(\mathbb{R}_{\theta}\right)$, there exists $\varepsilon_{0}>0$ such that the Cauchy problem (2.1)-(2.2) admits a unique global solution

$$
(\tilde{u}, \tilde{v}) \in \bigcap_{j=0}^{1} C^{j}\left(\rho_{0}, \infty ; H^{2 \sigma-j}\left(\mathbb{R}_{\theta}\right)\right) \times \bigcap_{j=0}^{1} C^{j}\left(\rho_{0}, \infty ; H^{2 \sigma-j}\left(\mathbb{R}_{\theta}\right)\right)
$$

if $\left.\varepsilon \in] 0, \varepsilon_{0}\right]$. Moreover, we have

$$
\begin{aligned}
& \left\|\partial_{\rho}^{l_{1}} \partial_{\theta}^{j+l_{2}} \tilde{u}(\rho, \cdot)\right\|_{H^{\sigma}\left(\mathbb{R}_{\theta}\right)} \leq C \rho^{(j / 4)+l_{2}}, \\
& \left\|\partial_{\rho}^{l_{1}} \partial_{\theta}^{j+l_{2}} \tilde{v}(\rho, \cdot)\right\|_{H^{\sigma}\left(\mathbb{R}_{\theta}\right)} \leq C \rho^{\delta+(j / 4)+l_{2}}
\end{aligned}
$$

for each $0 \leq j \leq \sigma-1,0 \leq l_{1}+l_{2} \leq 1$, and for arbitaray small $\delta>0$. Here $C$ is a positive constant independent of $\rho$.

Remark. Consequently we have

$$
\begin{align*}
& \|\tilde{u}(\rho, \cdot)\|_{H^{\sigma}\left(\mathbb{R}_{\theta}\right)} \leq C,  \tag{2.3}\\
& \|\tilde{v}(\rho, \cdot)\|_{H^{\sigma}\left(\mathbb{R}_{\theta}\right)} \leq C \rho^{\delta} \tag{2.4}
\end{align*}
$$

for any $\rho \geq \rho_{0}$.

## 3. Proof of Proposition 3

This section is devoted to the proof of the Proposition 3. The proof is done by means of the contraction mapping principle. For this purpose, we prepare a version of the energy estimate for ( $\tilde{\square}_{\kappa}+M^{2}$ ), which is essentially due to Delort-Fang-Xue [2] (see also [3]). We state and prove it here with minor modifications.

Let us define

$$
\|\phi(\rho)\|_{E(M)}:=\left(\int_{\theta \in \mathbb{R}}\left|\partial_{\rho} \phi(\rho, \theta)\right|^{2}+\frac{1}{\rho^{2}}\left|\partial_{\theta} \phi(\rho, \theta)\right|^{2}+M^{2}|\phi(\rho, \theta)|^{2} d \theta\right)^{1 / 2}
$$

for smooth function $\phi$ and positive constant $M$. We start by the following basic estimates.

Lemma 4. For $\kappa \geq 0, M>0, s \in \mathbb{N}_{0}$ and for smooth function $\phi(\rho, \theta)$, we have

$$
\begin{align*}
\frac{d}{d \rho}\left\|\partial_{\theta}^{s} \phi(\rho)\right\|_{E(M)}^{2} \leq \frac{2 \kappa}{\rho}\left\|\partial_{\theta}^{s} \phi(\rho)\right\|_{E(M)}^{2} & +\frac{C}{\rho^{2}} \sum_{j=0}^{s}\left\|\partial_{\theta}^{j} \phi(\rho)\right\|_{E(M)}^{2} \\
& +C\left\|\partial_{\theta}^{s} \phi(\rho)\right\|_{E(M)}\left\|\partial_{\theta}^{s}\left(\tilde{\square}_{\kappa}+M^{2}\right) \phi(\rho)\right\|_{L^{2}\left(\mathbb{R}_{\theta}\right)} \tag{3.1}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{d}{d \rho}\left\|\partial_{\theta}^{s} \phi(\rho)\right\|_{E(M)}^{2} \leq \frac{C}{\rho^{2}} \sum_{j=0}^{s+1}\left\|\partial_{\theta}^{j} \phi(\rho)\right\|_{E(M)}^{2}+C\left\|\partial_{\theta}^{s} \phi(\rho)\right\|_{E(M)}\left\|\partial_{\theta}^{s}\left(\tilde{\square}_{\kappa}+M^{2}\right) \phi(\rho)\right\|_{L^{2}\left(\mathbb{R}_{\theta}\right)} \tag{3.2}
\end{equation*}
$$

provided that the right hand side is finite. Here $C$ is a positive constant depending only on $\kappa, M$, $s$.

Proof. In what follows, we denote by $C$ various positive constants which might be different line by line. We first show the case where $s=0$. As in the standard energy integral method, we start from the following calculations

$$
\begin{aligned}
\frac{d}{d \rho}\|\phi(\rho)\|_{E(M)}^{2}= & 2 \int_{\mathbb{R}}\left(\partial_{\rho} \phi\right)\left(\partial_{\rho}^{2} \phi\right)+\frac{1}{\rho^{2}}\left(\partial_{\theta} \phi\right)\left(\partial_{\rho} \partial_{\theta} \phi\right)+M^{2} \phi\left(\partial_{\rho} \phi\right)-\frac{1}{\rho^{3}}\left|\partial_{\theta} \phi\right|^{2} d \theta \\
\leq & 2 \int_{\mathbb{R}}\left(\partial_{\rho} \phi\right)\left(\partial_{\rho}^{2} \phi-\frac{1}{\rho^{2}} \partial_{\theta}^{2} \phi+M^{2} \phi\right) d \theta \\
= & 2 \int_{\mathbb{R}} \frac{-2 \kappa \tanh \kappa \theta}{\rho^{2}}\left(\partial_{\rho} \phi\right)\left(\partial_{\theta} \phi\right) \\
& -\frac{1}{\rho^{2}}\left\{\frac{1}{4}+\kappa^{2}-2 \kappa^{2}(\tanh \kappa \theta)^{2}\right\} \phi\left(\partial_{\rho} \phi\right)+\left(\partial_{\rho} \phi\right)\left(\tilde{\square}_{\kappa}+M^{2}\right) \phi d \theta \\
\leq & \frac{4 \kappa}{\rho^{2}} \int_{\mathbb{R}}\left|\partial_{\rho} \phi\left\|\partial_{\theta} \phi \left\lvert\, d \theta+\frac{C}{\rho^{2}}\right.\right\| \phi(\rho)\left\|_{E(M)}^{2}+C\right\| \phi(\rho)\left\|_{E(M)}\right\|\left(\tilde{\square}_{\kappa}+M^{2}\right) \phi \|_{L^{2}} .\right.
\end{aligned}
$$

The inequalities $(3.1)_{s=0}$ and $(3.2)_{s=0}$ follow from the fact that the first term in the right hand side is dominated by

$$
\frac{2 \kappa}{\rho}\|\phi(\rho)\|_{E(M)}^{2} \quad \text { and } \quad \frac{2 \kappa}{\rho^{2}}\left(\|\phi(\rho)\|_{E(M)}^{2}+\frac{1}{M^{2}}\left\|\partial_{\theta} \phi(\rho)\right\|_{E(M)}^{2}\right)
$$

respectively. Next, we consider the case where $s \geq 1$. Using (3.1) $s=0$ with $\phi$ replaced by $\partial_{\theta}^{S} \phi$, we have

$$
\begin{aligned}
\frac{d}{d \rho}\left\|\partial_{\theta}^{s} \phi(\rho)\right\|_{E(M)}^{2} \leq & \frac{2 \kappa}{\rho}\left\|\partial_{\theta}^{s} \phi(\rho)\right\|_{E(M)}^{2}+\frac{C}{\rho^{2}}\left\|\partial_{\theta}^{s} \phi(\rho)\right\|_{E(M)}^{2} \\
& +C\left\|\partial_{\theta}^{s} \phi(\rho)\right\|_{E(M)}\left\|\partial_{\theta}^{s}\left(\tilde{\square}_{\kappa}+M^{2}\right) \phi(\rho)\right\|_{L^{2}}
\end{aligned}
$$

$$
+C\left\|\partial_{\theta}^{S} \phi(\rho)\right\|_{E(M)}\left\|\left[\left(\tilde{\square}_{\kappa}+M^{2}\right), \partial_{\theta}^{S}\right] \phi(\rho)\right\|_{L^{2}} .
$$

On the other hand, we have the following commutation relation:

$$
\begin{equation*}
\left[\tilde{\square}_{\kappa}+M^{2}, \partial_{\theta}^{s}\right]=\frac{1}{\rho^{2}} \sum_{j=0}^{s} \gamma_{j, s}(\theta) \partial_{\theta}^{j} \tag{3.3}
\end{equation*}
$$

with appropriate coefficients $\gamma_{j, s}(\theta)$ satisfying $\left\|\gamma_{j, s}\right\|_{L^{\infty}}<\infty$, from which it follows that

$$
\left\|\left[\left(\tilde{\square}_{\kappa}+M^{2}\right), \partial_{\theta}^{s}\right] \phi(\rho)\right\|_{L^{2}} \leq \frac{1}{\rho^{2}} \sum_{j=0}^{s}\left\|\gamma_{j, s}\right\|_{L^{\infty}}\left\|\partial_{\theta}^{j} \phi(\rho)\right\|_{L^{2}} \leq \frac{C}{\rho^{2}} \sum_{j=0}^{s}\left\|\partial_{\theta}^{j} \phi(\rho)\right\|_{E(M)} .
$$

Summing up, we obtain (3.1). In the same way (3.2) follows.
Next, we show the following energy inequality, which is the main tool for the proof of Proposition 3.

Proposition 5. Let $\phi$ be a smooth function of $(\rho, \theta) \in\left[\rho_{0}, \infty[\times \mathbb{R}\right.$, and let $\kappa \geq$ $0, M>0, v \geq 0, s_{1}, s_{2} \in \mathbb{N}_{0}$. If $s_{1} \geq 4 \kappa$, we have

$$
\begin{aligned}
\sup _{\rho \geq \rho_{0}}\left(\sum_{j_{1}=0}^{s_{1}}\right. & \left.\sum_{j_{2}=0}^{s_{2}} \rho^{-\left(\nu+j_{1} / 4\right)}\left\|\partial_{\theta}^{j_{1}+j_{2}} \phi(\rho)\right\|_{E(M)}\right) \\
\leq & C\left(\left\|\phi\left(\rho_{0}\right)\right\|_{H^{s_{1}+s_{2}+1}}+\left\|\partial_{\rho} \phi\left(\rho_{0}\right)\right\|_{H^{s_{1}+s_{2}}}\right) \\
& \quad+C \sum_{j_{1}=0}^{s_{1}} \sum_{j_{2}=0}^{s_{2}} \int_{\rho_{0}}^{\infty} \rho^{-\left(\nu+j_{1} / 4\right)}\left\|\partial_{\theta}^{j_{1}+j_{2}}\left(\tilde{\square}_{K}+M^{2}\right) \phi(\rho)\right\|_{L^{2}\left(\mathbb{R}_{\theta}\right)} d \rho,
\end{aligned}
$$

provided that the right hand side is finite. Here $C$ is a positive constant independent of $v, \rho_{0}$.

Proof. We first note that we can choose some constant $C_{s} \geq 1$ so that

$$
C_{s}^{-1} \mathcal{E}_{S}(\rho) \leq \sum_{j=0}^{s} \rho^{-(\nu+j / 4)}\left\|\partial_{\theta}^{j} \phi(\rho)\right\|_{E(M)} \leq C_{s} \mathcal{E}_{S}(\rho)
$$

holds, where

$$
\mathcal{E}_{s}(\rho):=\left(\sum_{j=0}^{s} \rho^{-(2 \nu+j / 2)}\left\|\partial_{\theta}^{j} \phi(\rho)\right\|_{E(M)}^{2}\right)^{1 / 2}
$$

Straightforward calculation yields

$$
\begin{aligned}
\frac{d}{d \rho} \mathcal{E}_{s_{1}}(\rho)^{2}= & \sum_{j=0}^{s_{1}}\left\{\rho^{-(2 v+j / 2)} \frac{d}{d \rho}\left\|\partial_{\theta}^{j} \phi(\rho)\right\|_{E(M)}^{2}-\left(2 v+\frac{j}{2}\right) \rho^{-(2 \nu+j / 2)-1}\left\|\partial_{\theta}^{j} \phi(\rho)\right\|_{E(M)}^{2}\right\} \\
\leq & \sum_{j=0}^{s_{1}-1} \rho^{-(2 \nu+j / 2)} \frac{d}{d \rho}\left\|\partial_{\theta}^{j} \phi(\rho)\right\|_{E(M)}^{2}+\rho^{-\left(2 v+s_{1} / 2\right)} \frac{d}{d \rho}\left\|\partial_{\theta}^{s_{1}} \phi(\rho)\right\|_{E(M)}^{2} \\
& -\left(2 v+\frac{s_{1}}{2}\right) \rho^{-\left(2 v+s_{1} / 2\right)-1}\left\|\partial_{\theta}^{s_{1}} \phi(\rho)\right\|_{E(M)}^{2} .
\end{aligned}
$$

Using Lemma 4 and the relation $-\left(2 v+s_{1} / 2\right) \leq-2 \kappa$, we have

$$
\begin{aligned}
& \frac{d}{d \rho} \mathcal{E}_{s_{1}}(\rho)^{2} \\
& \leq \sum_{j=0}^{s_{1}-1} \rho^{-(2 \nu+j / 2)}\left\{\frac{C}{\rho^{2}} \sum_{l=0}^{j+1}\left\|\partial_{\theta}^{l} \phi(\rho)\right\|_{E(M)}^{2}+C\left\|\partial_{\theta}^{j} \phi(\rho)\right\|_{E(M)}\left\|\partial_{\theta}^{j}\left(\tilde{\square}_{\kappa}+M^{2}\right) \phi(\rho)\right\|_{L^{2}}\right\} \\
&+\rho^{-\left(2 \nu+s_{l} / 2\right)}\left\{\frac{2 \kappa}{\rho}\left\|\partial_{\theta}^{s_{1}} \phi(\rho)\right\|_{E(M)}^{2}+\frac{C}{\rho^{2}} \sum_{l=0}^{s_{1}}\left\|\partial_{\theta}^{l} \phi(\rho)\right\|_{E(M)}^{2}\right. \\
&\left.+C\left\|\partial_{\theta}^{s_{1}} \phi(\rho)\right\|_{E(M)}\left\|\partial_{\theta}^{s_{1}}\left(\tilde{\square}_{\kappa}+M^{2}\right) \phi(\rho)\right\|_{L^{2}}\right\} \\
&=-2 \kappa \rho^{-\left(2 \nu+s_{1} / 2\right)-1}\left\|\partial_{\theta}^{s_{1}} \phi(\rho)\right\|_{E(M)}^{2} \\
& \rho^{2}\left\{\sum_{j=0}^{s_{1}-1} \sum_{l=0}^{j+1} \rho^{-(2 \nu+j / 2)}\left\|\partial_{\theta}^{l} \phi(\rho)\right\|_{E(M)}^{2}+\sum_{l=0}^{s_{1}} \rho^{-\left(2 \nu+s_{1} / 2\right)}\left\|\partial_{\theta}^{l} \phi(\rho)\right\|_{E(M)}^{2}\right\} \\
&+C \sum_{j=0}^{s_{1}} \rho^{-(2 \nu+j / 2)}\left\|\partial_{\theta}^{j} \phi(\rho)\right\|_{E(M)}\left\|\partial_{\theta}^{j}\left(\tilde{\square}_{\kappa}+M^{2}\right) \phi(\rho)\right\|_{L^{2}} \\
&= I_{1}+I_{2} .
\end{aligned}
$$

To estimate $I_{1}$, we note the following relation:

$$
\begin{aligned}
\sum_{j=0}^{s_{1}-1} \sum_{l=0}^{j+1} \rho^{-(2 \nu+j / 2)}\left\|\partial_{\theta}^{l} \phi(\rho)\right\|_{E(M)}^{2} & =\rho^{1 / 2} \sum_{j=0}^{s_{1}-1} \sum_{l=0}^{j+1} \rho^{-(j+1-l) / 2} \rho^{-(2 \nu+l / 2)}\left\|\partial_{\theta}^{l} \phi(\rho)\right\|_{E(M)}^{2} \\
& \leq \rho^{1 / 2} s_{1} \sum_{l=0}^{s_{1}} \rho^{-(2 \nu+l / 2)}\left\|\partial_{\theta}^{l} \phi(\rho)\right\|_{E(M)}^{2} \\
& =s_{1} \rho^{1 / 2} \mathcal{E}_{s_{1}}(\rho)^{2} .
\end{aligned}
$$

This relation gives us

$$
I_{1} \leq \frac{C}{\rho^{2}}\left\{s_{1} \rho^{1 / 2} \mathcal{E}_{S_{1}}(\rho)^{2}+\mathcal{E}_{S_{1}}(\rho)^{2}\right\} \leq \frac{C}{\rho^{3 / 2}} \mathcal{E}_{s_{1}}(\rho)^{2}
$$

As for $I_{2}$, the Cauchy-Schwarz inequality implies

$$
\begin{aligned}
I_{2} & \leq C\left\{\sum_{j=0}^{s_{1}} \rho^{-(2 \nu+j / 2)}\left\|\partial_{\theta}^{j} \phi(\rho)\right\|_{E(M)}^{2}\right\}^{1 / 2}\left\{\sum_{j=0}^{s_{1}} \rho^{-(2 \nu+j / 2)}\left\|\partial_{\theta}^{j}\left(\tilde{\square}_{\kappa}+M^{2}\right) \phi(\rho)\right\|_{L^{2}}^{2}\right\}^{1 / 2} \\
& \leq C \mathcal{E}_{s_{1}}(\rho) \sum_{j=0}^{s_{1}} \rho^{-(\nu+j / 4)}\left\|\partial_{\theta}^{j}\left(\tilde{\square}_{\kappa}+M^{2}\right) \phi(\rho)\right\|_{L^{2}}
\end{aligned}
$$

Summing up, we obtain

$$
\frac{d \mathcal{E}_{s_{1}}}{d \rho}(\rho) \leq \frac{C}{\rho^{3 / 2}} \mathcal{E}_{s_{1}}(\rho)+C \sum_{j=0}^{s_{1}} \rho^{-(\nu+j / 4)}\left\|\partial_{\theta}^{j}\left(\tilde{\square}_{\kappa}+M^{2}\right) \phi(\rho)\right\|_{L^{2}},
$$

which implies

$$
\begin{aligned}
\mathcal{E}_{S_{1}}(\rho) \leq & e^{-C / \rho^{1 / 2}+C / \rho_{0}^{1 / 2}} \mathcal{E}_{s_{1}}\left(\rho_{0}\right) \\
& +C \sum_{j=0}^{s_{1}} \int_{\rho_{0}}^{\rho} e^{-C / \rho^{1 / 2}+C / \tau^{1 / 2}} \tau^{-(\nu+j / 4)}\left\|\partial_{\theta}^{j}\left(\tilde{\square}_{\kappa}+M^{2}\right) \phi(\tau)\right\|_{L^{2}} d \tau
\end{aligned}
$$

Using the fact that $1 \leq e^{C / \rho^{1 / 2}} \leq e^{C / \rho_{0}^{1 / 2}} \leq e^{C}$ for any $\rho \geq \rho_{0} \geq 1$, we obtain the desired inequality with $s_{2}=0$. Concerning the case of $s_{2} \geq 1$, we have only to use the commutation relation (3.3) and the Gronwall inequality.

Now, let us introduce the function space

$$
\begin{aligned}
Y^{\sigma, \delta}:=\{ & \phi=\left(\phi_{1}, \phi_{2}\right) \in C^{0}\left(\rho_{0}, \infty ; H^{2 \sigma}\left(\mathbb{R} ; \mathbb{R}^{2}\right)\right) \cap C^{1}\left(\rho_{0}, \infty ; H^{2 \sigma-1}\left(\mathbb{R} ; \mathbb{R}^{2}\right)\right): \\
& 0 \leq^{\forall} j \leq 2 \sigma-1,{ }^{\exists} C_{j}>0 \text { s.t. } \\
& \left.\left\|\partial_{\theta}^{j} \phi_{1}(\rho)\right\|_{E(m)} \leq C_{j} \rho^{(1 / 4)(j-\sigma)_{+}},\left\|\partial_{\theta}^{j} \phi_{2}(\rho)\right\|_{E(\mu)} \leq C_{j} \rho^{\delta+(1 / 4)(j-\sigma)_{+}}\right\}
\end{aligned}
$$

equipped with the norm

$$
\|\boldsymbol{\phi}\|_{Y \sigma, \delta}=\sup _{\rho \geq \rho_{0}} \sum_{j_{1}=0}^{\sigma-1} \sum_{j_{2}=0}^{\sigma}\left(\rho^{-j_{1} / 4}\left\|\partial_{\theta}^{j_{1}+j_{2}} \phi_{1}(\rho)\right\|_{E(m)}+\rho^{-\left(\delta+j_{1} / 4\right)}\left\|\partial_{\theta}^{j_{1}+j_{2}} \phi_{2}(\rho)\right\|_{E(\mu)}\right) .
$$

Here, $\delta \in] 0,1 / 10]$ and $\sigma \geq 1+4 \kappa$. We denote by $Y^{\sigma, \delta}(r)$ the closed ball in $Y^{\sigma, \delta}$ of radius $r$ centered at the origin, i.e.,

$$
Y^{\sigma, \delta}(r):=\left\{\boldsymbol{\phi} \in Y^{\sigma, \delta}:\|\boldsymbol{\phi}\|_{Y^{\sigma, \delta}} \leq r\right\} .
$$

For $\boldsymbol{\phi}=\left(\phi_{1}, \phi_{2}\right) \in Y^{\sigma, \delta}$, let $S(\boldsymbol{\phi})$ be the solution $\boldsymbol{\psi}=\left(\psi_{1}, \psi_{2}\right)$ to the Cauchy problem

$$
\left\{\begin{array}{lr}
\left(\tilde{\square}_{\kappa}+m^{2}\right) \psi_{1}=\frac{\alpha}{\rho^{3 / 2}(\cosh \kappa \theta)^{3}} \phi_{2}^{4}, & \rho>\rho_{0}, \theta \in \mathbb{R}, \\
\left(\tilde{\square}_{\kappa}+\mu^{2}\right) \psi_{2}=\frac{\beta}{\rho(\cosh \kappa \theta)^{2}} \phi_{1}^{3}, & \\
\left.\left(\psi_{1}, \psi_{2}, \partial_{\rho} \psi_{1}, \partial_{\rho} \psi_{2}\right)\right|_{\rho=\rho_{0}}=\left(\varepsilon \tilde{u_{0}}, \varepsilon \tilde{v_{0}}, \varepsilon \tilde{u_{1}}, \varepsilon \tilde{v_{1}}\right), & \theta \in \mathbb{R} .
\end{array}\right.
$$

We shall show that $S$ becomes a contraction mapping on $Y^{\sigma, \delta}(r)$ when we choose $\varepsilon_{0}$, $r$ appropriately. Then we can apply the fixed point theorem to obtain Proposition 3.

Let $\boldsymbol{\phi}=\left(\phi_{1}, \phi_{2}\right) \in Y^{\sigma, \delta}(r)$. It follows from Proposition 5 that

$$
\|S(\boldsymbol{\phi})\|_{Y^{\sigma, \delta}} \leq C \varepsilon+C \int_{\rho_{0}}^{\infty} G(\rho) d \rho
$$

where

$$
G(\rho)=\sum_{j_{1}=0}^{\sigma-1} \sum_{j_{2}=0}^{\sigma}\left(\rho^{-\left(\delta+1+j_{1} / 4\right)}\left\|\partial_{\theta}^{j_{1}+j_{2}}\left\{\phi_{1}(\rho)^{3}\right\}\right\|_{L^{2}\left(\mathbb{R}_{\theta}\right)}+\rho^{-\left(3 / 2+j_{1} / 4\right)}\left\|\partial_{\theta}^{j_{1}+j_{2}}\left\{\phi_{2}(\rho)^{4}\right\}\right\|_{L^{2}\left(\mathbb{R}_{\theta}\right)}\right) .
$$

Since $\left[\left(j_{1}+j_{2}\right) / 2\right]+1 \leq[\sigma-1 / 2]+1=\sigma$, the Leibniz formula and the Sobolev imbedding yield

$$
\begin{aligned}
\left\|\partial_{\theta}^{j_{1}+j_{2}}\left\{\phi_{1}(\rho)^{3}\right\}\right\|_{L^{2}} & \leq C\left\|\phi_{1}(\rho)\right\|_{W^{\left[\left(j_{1}+j_{2}\right) / 2\right], \infty}}^{2} \sum_{l=0}^{j_{1}+j_{2}}\left\|\partial_{\theta}^{l} \phi_{1}(\rho)\right\|_{L^{2}} \\
& \leq C\left\|\phi_{1}(\rho)\right\|_{H^{\sigma}}^{2} \sum_{l=0}^{j_{1}+j_{2}} r \rho^{(1 / 4)\left(l-j_{2}\right)_{+}} \\
& \leq C r^{3} \rho^{j_{1} / 4} .
\end{aligned}
$$

Here [•] stands for the integer part. Similarly we have

$$
\begin{aligned}
\left\|\partial_{\theta}^{j_{1}+j_{2}}\left\{\phi_{2}(\rho)^{4}\right\}\right\|_{L^{2}} & \leq C\left\|\phi_{2}(\rho)\right\|_{H^{\sigma}}^{3} \sum_{l=0}^{j_{1}+j_{2}} r \rho^{\delta+(1 / 4)\left(l-j_{2}\right)+} \\
& \leq C r^{4} \rho^{4 \delta+j_{1} / 4}
\end{aligned}
$$

Therefore we obtain

$$
\begin{aligned}
\|S(\phi)\|_{Y^{\sigma, \delta}} & \leq C \varepsilon+C \int_{\rho_{0}}^{\infty} r^{3} \rho^{-(1+\delta)}+r^{4} \rho^{-(3 / 2-4 \delta)} d \rho \\
& \leq C \varepsilon+C(1+r) r^{3} \int_{\rho_{0}}^{\infty} \rho^{-(1+\delta)} d \rho
\end{aligned}
$$

$$
\leq C \varepsilon+\frac{C(1+r) r^{3}}{\delta}
$$

Note that $1+\delta \leq 3 / 2-4 \delta$ since $\delta \leq 1 / 10$. When we take $\varepsilon_{0}:=r / 2 C$ and choose $r>0$ so small that $C(1+r) r^{2} \leq \delta / 2$, we have

$$
\|S(\phi)\|_{Y^{\sigma, \delta}} \leq r,
$$

provided that $\left.\varepsilon \in] 0, \varepsilon_{0}\right]$.
Next, we put $\tilde{\boldsymbol{\psi}}=S(\boldsymbol{\phi})-S\left(\boldsymbol{\phi}^{\prime}\right)$ for $\boldsymbol{\phi}=\left(\phi_{1}, \phi_{2}\right), \boldsymbol{\phi}^{\prime}=\left(\phi_{1}^{\prime}, \phi_{2}^{\prime}\right) \in Y^{\sigma, \delta}(r)$. Then $\tilde{\psi}=\left(\tilde{\psi}_{1}, \tilde{\psi_{2}}\right)$ satisfies

$$
\left\{\begin{array}{l}
\left(\tilde{\square}_{\kappa}+m^{2}\right) \tilde{\psi}_{1}=\frac{\alpha}{\rho^{3 / 2}(\cosh \kappa \theta)^{3}}\left(\phi_{2}^{4}-\phi_{2}^{\prime 4}\right), \\
\left(\tilde{\square}_{\kappa}+\mu^{2}\right) \tilde{\psi}_{2}=\frac{\beta}{\rho(\cosh \kappa \theta)^{2}}\left(\phi_{1}^{3}-\phi_{1}^{\prime 3}\right)
\end{array}\right.
$$

with the initial data

$$
\tilde{\psi_{1}}=\tilde{\psi_{2}}=\partial_{\rho} \tilde{\psi_{1}}=\partial_{\rho} \tilde{\psi_{2}}=0
$$

at $\rho=\rho_{0}$. Using Proposition 5 again, we have

$$
\|\tilde{\boldsymbol{\psi}}\|_{Y^{\sigma}, \delta} \leq C \sum_{j_{1}=0}^{\sigma-1} \sum_{j_{2}=0}^{\sigma} \int_{\rho_{0}}^{\infty} G_{j_{1} j_{2}}(\rho) d \rho,
$$

where

$$
\begin{aligned}
G_{j_{1} j_{2}}(\rho)= & \rho^{-\left(\delta+1+j_{1} / 4\right)}\left\|\partial_{\theta}^{j_{1}+j_{2}}\left\{\phi_{1}(\rho)^{3}-\phi_{1}^{\prime}(\rho)^{3}\right\}\right\|_{L^{2}\left(\mathbb{R}_{\theta}\right)} \\
& +\rho^{-\left(3 / 2+j_{1} / 4\right)}\left\|\partial_{\theta}^{j_{1}+j_{2}}\left\{\phi_{2}(\rho)^{4}-\phi_{2}^{\prime}(\rho)^{4}\right\}\right\|_{L^{2}\left(\mathbb{R}_{\theta}\right)} .
\end{aligned}
$$

In the same way as before, we have

$$
\begin{aligned}
G_{j_{1} j_{2}}(\rho) \leq & C r^{2} \rho^{-\left(1+\delta+j_{1} / 4\right)} \sum_{l=0}^{j_{1}+j_{2}}\left\|\partial_{\theta}^{l}\left\{\phi_{1}(\rho)-\phi_{1}^{\prime}(\rho)\right\}\right\|_{L^{2}} \\
& +C r^{3} \rho^{-\left(3 / 2-3 \delta+j_{1} / 4\right)} \sum_{l=0}^{j_{1}+j_{2}}\left\|\partial_{\theta}^{l}\left\{\phi_{2}(\rho)-\phi_{2}^{\prime}(\rho)\right\}\right\|_{L^{2}} \\
\leq & C r^{2} \rho^{-(1+\delta)} \sum_{l=0}^{j_{1}+j_{2}} \rho^{(1 / 4)\left\{-j_{1}+\left(l-j_{2}\right)+\right\}}\left\|\boldsymbol{\phi}-\boldsymbol{\phi}^{\prime}\right\|_{Y^{\sigma, \delta}} \\
& +C r^{3} \rho^{-(3 / 2-4 \delta)} \sum_{l=0}^{j_{1}+j_{2}} \rho^{(1 / 4)\left\{-j_{1}+\left(l-j_{2}\right)+\right\}}\left\|\boldsymbol{\phi}-\boldsymbol{\phi}^{\prime}\right\|_{Y, \delta, \delta}
\end{aligned}
$$

$$
\leq C(1+r) r^{2} \rho^{-(1+\delta)}\left\|\boldsymbol{\phi}-\boldsymbol{\phi}^{\prime}\right\|_{Y^{\sigma}, \delta} .
$$

Therefore, if $r$ is chosen so small that $\sigma(\sigma+1) C(1+r) r^{2} \leq \delta / 2$ holds, then we have

$$
\begin{aligned}
\left\|S(\boldsymbol{\phi})-S\left(\boldsymbol{\phi}^{\prime}\right)\right\|_{Y^{\sigma, \delta}} & \leq \frac{\delta}{2}\left(\int_{\rho_{0}}^{\infty} \rho^{-(1+\delta)} d \rho\right)\left\|\boldsymbol{\phi}-\boldsymbol{\phi}^{\prime}\right\|_{Y^{\sigma, \delta}} \\
& \leq \frac{1}{2}\left\|\boldsymbol{\phi}-\boldsymbol{\phi}^{\prime}\right\|_{Y^{\sigma, \delta}}
\end{aligned}
$$

This completes the proof of Proposition 3.

## 4. Proof of the Main Theorem

In what follows, we only treat the case where $\mu=3 m$. The other cases can be treated in the same manner.

First, we rewrite (2.1) as

$$
\left\{\begin{array}{l}
\left(\partial_{\rho}^{2}+m^{2}\right) \tilde{u}=\frac{1}{\rho^{3 / 2-4 \delta}} R_{1}, \\
\left(\partial_{\rho}^{2}+\mu^{2}\right) \tilde{v}=\frac{\beta}{\rho(\cosh \kappa \theta)^{2}} \tilde{u}^{3}+\frac{1}{\rho^{2-\delta}} R_{2},
\end{array}\right.
$$

where

$$
R_{1}=\frac{\alpha}{(\cosh \kappa \theta)^{3}}\left(\rho^{-\delta} \tilde{v}\right)^{4}+\frac{1}{\rho^{1 / 2+4 \delta}} \mathcal{L}_{\kappa} \tilde{u}, \quad R_{2}=\rho^{-\delta} \mathcal{L}_{\kappa} \tilde{v}
$$

with

$$
\mathcal{L}_{\kappa}=\rho^{2}\left(\partial_{\rho}^{2}-\tilde{\square}_{\kappa}\right)=\partial_{\theta}^{2}-2 \kappa(\tanh \kappa \theta) \partial_{\theta}-\frac{1}{4}-\kappa^{2}+2 \kappa^{2}(\tanh \kappa \theta)^{2} .
$$

It follows from (2.3), (2.4) and the Sobolev imbedding that

$$
\sup _{\rho \geq \rho_{0}}\left(\left\|R_{1}(\rho, \cdot)\right\|_{L^{\infty}\left(\mathbb{R}_{\theta}\right)}+\left\|R_{2}(\rho, \cdot)\right\|_{L^{\infty}\left(\mathbb{R}_{\theta}\right)}\right)<\infty .
$$

Next, we put

$$
\begin{aligned}
& \tilde{a}_{ \pm}=e^{\mp i m \rho}\left(m \mp i \partial_{\rho}\right) \tilde{u}, \\
& \tilde{b}_{ \pm}=e^{\mp i \mu \rho}\left(\mu \mp i \partial_{\rho}\right) \tilde{v} .
\end{aligned}
$$

Note that $\tilde{a}_{ \pm}$and $\tilde{b}_{ \pm}$satisfy

$$
\partial_{\rho} \tilde{a}_{ \pm}=\mp i e^{\mp i m \rho}\left(\partial_{\rho}^{2}+m^{2}\right) \tilde{u}=\frac{ \pm e^{\mp i m \rho}}{i \rho^{3 / 2-4 \delta}} R_{1}
$$

and

$$
\begin{align*}
\partial_{\rho} \tilde{b}_{ \pm} & =\frac{ \pm e^{\mp i \mu \rho} \beta}{i \rho(\cosh \kappa \theta)^{2}}\left(\frac{e^{+i m \rho} \tilde{a}_{+}+e^{-i m \rho} \tilde{a}_{-}}{2 m}\right)^{3}+\frac{ \pm e^{\mp i \mu \rho}}{i \rho^{2-\delta}} R_{2} \\
& =\frac{ \pm \beta}{i 8 m^{3}(\cosh \kappa \theta)^{2}} \sum_{l=0}^{3}\binom{3}{l} \frac{e^{i\{(3-2 l) m \mp \mu\} \rho}}{\rho}\left(\tilde{a}_{+}\right)^{3-l}\left(\tilde{a}_{-}\right)^{l}+\frac{ \pm e^{\mp i \mu \rho}}{i \rho^{2-\delta}} R_{2} \tag{4.1}
\end{align*}
$$

We are going to find the asymptotics of $\tilde{a}_{ \pm}, \tilde{b}_{ \pm}$as $\rho \rightarrow \infty$. It is easy to do it for $\tilde{a}_{ \pm}$. Indeed, since

$$
\int_{\rho}^{\infty}\left|\partial_{\rho} \tilde{a}_{ \pm}(\tau, \theta)\right| d \tau \leq C \int_{\rho}^{\infty} \tau^{-3 / 2+4 \delta} d \tau \leq C \rho^{-1 / 2+4 \delta}
$$

we have

$$
\begin{equation*}
\tilde{a}_{ \pm}(\rho, \theta)=\tilde{a}_{ \pm}^{\infty}(\theta)+\mathcal{O}\left(\rho^{-1 / 2+4 \delta}\right) \tag{4.2}
\end{equation*}
$$

where

$$
\tilde{a}_{ \pm}^{\infty}(\theta):=e^{\mp i m \rho_{0}}\left\{m \tilde{u}_{0}(\theta) \mp i \tilde{u}_{1}(\theta)\right\}+\int_{\rho_{0}}^{\infty} \frac{ \pm e^{\mp i m \tau}}{i \tau^{3 / 2-4 \delta}} R_{1}(\tau, \theta) d \tau .
$$

To get the asymptotics of $\tilde{b}_{ \pm}$, we use the following lemma.

Lemma 6. Let $v \in \mathbb{R}$ and let $\psi_{j}(\rho, \theta)(j=1,2, \ldots, N)$ be smooth functions which satisfy

$$
\left|\psi_{j}(\rho, \theta)\right| \leq C_{0}, \quad\left|\partial_{\rho} \psi_{j}(\rho, \theta)\right| \leq C_{0} \rho^{-v}
$$

for some constant $C_{0} \geq 0$. Then we have

$$
\frac{e^{i \omega \rho}}{\rho} \prod_{j=1}^{N} \psi_{j}(\rho, \theta)=\frac{\partial}{\partial \rho}\left\{\frac{e^{i \omega \rho}}{i \omega \rho} \prod_{j=1}^{N} \psi_{j}(\rho, \theta)\right\}+\mathcal{O}\left(\rho^{-\min \{2,1+\nu\}}\right)
$$

for $\omega \in \mathbb{R} \backslash\{0\}$, while

$$
\frac{1}{\rho} \prod_{j=1}^{N} \psi_{j}(\rho, \theta)=\frac{\partial}{\partial \rho}\left\{(\log \rho) \prod_{j=1}^{N} \psi_{j}(\rho, \theta)\right\}+\mathcal{O}\left(\rho^{-v} \log \rho\right)
$$

Proof is quite simple. Indeed, using the relation

$$
\frac{e^{i \omega \rho}}{\rho} \prod_{j=1}^{N} \psi_{j}=\frac{\partial}{\partial \rho}\left\{\frac{e^{i \omega \rho}}{i \omega \rho} \prod_{j=1}^{N} \psi_{j}\right\}-\frac{e^{i \omega \rho}}{i \omega} \frac{\partial}{\partial \rho}\left(\frac{1}{\rho} \prod_{j=1}^{N} \psi_{j}\right)
$$

we have

$$
\begin{aligned}
\left|\frac{e^{i \omega \rho}}{\rho} \prod_{j=1}^{N} \psi_{j}-\frac{\partial}{\partial \rho}\left\{\frac{e^{i \omega \rho}}{i \omega \rho} \prod_{j=1}^{N} \psi_{j}\right\}\right| & \leq \frac{1}{|\omega| \rho^{2}} \prod_{j=1}^{N}\left|\psi_{j}\right|+\frac{1}{|\omega| \rho} \sum_{k=1}^{N}\left|\partial_{\rho} \psi_{k}\right| \prod_{j \neq k}\left|\psi_{j}\right| \\
& \leq \frac{C_{0}^{N}}{|\omega| \rho^{2}}+\frac{N C_{0}^{N}}{|\omega| \rho^{1+\nu}} .
\end{aligned}
$$

The other one follows similarly from the relation

$$
\frac{1}{\rho} \prod_{j=1}^{N} \psi_{j}=\frac{\partial}{\partial \rho}\left\{(\log \rho) \prod_{j=1}^{N} \psi_{j}\right\}-(\log \rho) \frac{\partial}{\partial \rho}\left(\prod_{j=1}^{N} \psi_{j}\right) .
$$

Applying the above lemma to (4.1), we obtain

$$
\partial_{\rho}\left(\tilde{b}_{ \pm}-\Phi_{ \pm}\right)=\Psi_{ \pm}+\frac{ \pm e^{\mp i \mu \rho}}{i \rho^{2-\delta}} R_{2},
$$

where

$$
\Phi_{+}(\rho, \theta)=(\log \rho) \frac{\beta\left\{\tilde{a}_{+}(\rho, \theta)\right\}^{3}}{i 8 m^{3}(\cosh \kappa \theta)^{2}}+\mathcal{O}\left(\rho^{-1}\right), \quad \Phi_{-}(\rho, \theta)=\overline{\Phi_{+}(\rho, \theta)},
$$

and

$$
\Psi_{+}(\rho, \theta)=\mathcal{O}\left(\rho^{-3 / 2+4 \delta} \log \rho\right), \quad \Psi_{-}(\rho, \theta)=\overline{\Psi_{+}(\rho, \theta)} .
$$

From this it follows that

$$
\left|\tilde{b}_{ \pm}(\rho, \theta)-\Phi_{ \pm}(\rho, \theta)-\tilde{b}_{ \pm}^{\infty}(\theta)\right| \leq \int_{\rho}^{\infty}\left|\Psi_{ \pm}(\tau, \theta)\right|+\left|\frac{R_{2}(\tau, \theta)}{\tau^{2-\delta}}\right| d \tau \leq C \rho^{-1 / 2+5 \delta}
$$

where

$$
\tilde{b}_{ \pm}^{\infty}(\theta):=e^{\mp i \mu \rho_{0}}\left\{\mu \tilde{v}_{0}(\theta) \mp i \tilde{v}_{1}(\theta)\right\}-\Phi_{ \pm}\left(\rho_{0}, \theta\right)+\int_{\rho_{0}}^{\infty} \Psi_{ \pm}(\tau, \theta)+\frac{ \pm e^{\mp i \mu \tau}}{i \tau^{2-\delta}} R_{2}(\tau, \theta) d \tau
$$

Therefore we obtain

$$
\begin{equation*}
\tilde{b}_{ \pm}(\rho, \theta)= \pm(\log \rho) \frac{\beta\left(\tilde{a}_{ \pm}^{\infty}(\theta)\right)^{3}}{i 8 m^{3}(\cosh \kappa \theta)^{2}}+\tilde{b}_{ \pm}^{\infty}(\theta)+\mathcal{O}\left(\rho^{-1 / 2+5 \delta}\right) \tag{4.3}
\end{equation*}
$$

as $\rho \rightarrow \infty$, uniformly with respect to $\theta \in \mathbb{R}$.

Now, we are going back to the original variables. Remember that

$$
\begin{gathered}
u(t, x)=\frac{e^{i m \rho} \tilde{a}_{+}(\rho, \theta)+e^{-i m \rho} \tilde{a}_{-}(\rho, \theta)}{2 m \rho^{1 / 2} \cosh \kappa \theta} \\
v(t, x)=\frac{e^{i \mu \rho} \tilde{b}_{+}(\rho, \theta)+e^{-i \mu \rho} \tilde{b}_{-}(\rho, \theta)}{2 \mu \rho^{1 / 2} \cosh \kappa \theta} \\
\rho=\sqrt{(t+2 B)^{2}-|x|^{2}}, \quad \theta=\frac{1}{2} \log \left(\frac{2 B+t+x}{2 B+t-x}\right)
\end{gathered}
$$

and $t \gg 1,|x|<t+2 B$. Using the relations $\tilde{a}_{-}^{\infty}=\overline{\tilde{a}_{+}^{\infty}}, \tilde{b}_{-}^{\infty}=\overline{\tilde{b}_{+}^{\infty}}$ and

$$
\begin{aligned}
\frac{\rho^{-v}}{\cosh \kappa \theta} & \leq \frac{C t^{-v}}{(\cosh \theta)^{\kappa}}\left(\frac{t+2 B}{\rho}\right)^{v} \\
& =C t^{-v}\left(1-\left|\frac{x}{t+2 B}\right|^{2}\right)^{\kappa-v} \\
& \leq C t^{-v}
\end{aligned}
$$

for $\kappa \geq v \geq 0$, we have

$$
\begin{align*}
u(t, x)= & \operatorname{Re}\left[\frac{e^{i m \rho(t, x)}}{m \sqrt{t+2 B}} \tilde{\tilde{a}}(\theta(t, x))\right]+\mathcal{O}\left(t^{-1+4 \delta}\right)  \tag{4.4}\\
v(t, x)= & \operatorname{Re}\left[\frac{e^{i \mu \rho(t, x)}}{\mu \sqrt{t+2 B}}\left\{\frac{\beta}{i 8 m^{3}}\{\tilde{\tilde{a}}(\theta(t, x))\}^{3} \frac{\log \rho(t, x)}{\cosh \theta(t, x)}+\tilde{\tilde{b}}(\theta(t, x))\right\}\right] \\
& +\mathcal{O}\left(t^{-1+5 \delta}\right), \tag{4.5}
\end{align*}
$$

where

$$
\tilde{\tilde{a}}(\theta)=\frac{(\cosh \theta)^{1 / 2} \tilde{a}_{+}^{\infty}(\theta)}{\cosh \kappa \theta}, \quad \tilde{\tilde{b}}(\theta)=\frac{(\cosh \theta)^{1 / 2} \tilde{b}_{+}^{\infty}(\theta)}{\cosh \kappa \theta}
$$

Next, we put

$$
\begin{gathered}
a(y):=\left\{\begin{array}{cl}
e^{i 2 B m \sqrt{1-|y|^{2}} \tilde{\tilde{a}}\left(\theta_{0}(y)\right)} & \text { if }|y|<1, \\
0 & \text { if }|y| \geq 1,
\end{array}\right. \\
A(y):=\frac{\beta}{i 8 m^{3}}\left(1-|y|^{2}\right)_{+}^{1 / 2} a(y)^{3}, \\
b(y):\left\{\begin{array}{cl}
e^{i 2 B \mu \sqrt{1-|y|^{2}} \tilde{b}\left(\theta_{0}(y)\right)+A(y) \log \sqrt{1-|y|^{2}}} \text { if }|y|<1, \\
0 & \text { if }|y| \geq 1
\end{array}\right.
\end{gathered}
$$

with

$$
\theta_{0}(y)=\frac{1}{2} \log \left(\frac{1+y}{1-y}\right)
$$

Note that the following estimates are valid (cf. [1, p.58-59]):

$$
\begin{gathered}
\left|\partial_{y}^{j} a(y)\right| \leq C(1-|y|)_{+}^{\kappa / 2-1 / 4-j} \\
\left|a\left(\frac{x}{t+2 B}\right)-a\left(\frac{x}{t}\right)\right| \leq C t^{-1}\left\{\left(1-\left|\frac{x}{t}\right|\right)_{+}+\frac{1}{t}\right\}^{\kappa / 2-5 / 4} \\
1_{|x|<t} \left\lvert\, e^{i m t \sqrt{1-|x /(t+2 B)|^{2}}}-e^{i m t \sqrt{1-|x / t|^{2}} \left\lvert\, \leq C t^{-1}\left\{\left(1-\left|\frac{x}{t}\right|\right)_{+}+\frac{1}{t}\right\}_{+}^{-1 / 2}\right.} .\right.
\end{gathered}
$$

These relations give us

$$
\begin{aligned}
& \left|\frac{e^{i m t \sqrt{1-|x /(t+2 B)|^{2}}}}{\sqrt{t+2 B}} a\left(\frac{x}{t+2 B}\right)-\frac{e^{i m \sqrt{t^{2}-|x|^{2}}}}{\sqrt{t}} a\left(\frac{x}{t}\right)\right| \\
& \leq \frac{1}{\sqrt{t+2 B}}\left|a\left(\frac{x}{t+2 B}\right)-a\left(\frac{x}{t}\right)\right|+\left|\frac{1}{\sqrt{t+2 B}}-\frac{1}{\sqrt{t}}\right|\left|a\left(\frac{x}{t}\right)\right| \\
& \quad+\frac{1}{\sqrt{t}}\left|e^{i m t \sqrt{1-|x /(t+2 B)|^{2}}}-e^{i m t \sqrt{1-|x / t|^{2}}}\right|\left|a\left(\frac{x}{t}\right)\right| \\
& \leq C t^{-3 / 2}\left\{\left(1-\left|\frac{x}{t}\right|\right)_{+}+\frac{1}{t}\right\}^{\kappa / 2-5 / 4}+C t^{-3 / 2}\left(1-\left|\frac{x}{t}\right|\right)_{+}^{\kappa / 2-1 / 4} \\
& \quad+C t^{-3 / 2}\left\{\left(1-\left|\frac{x}{t}\right|\right)_{+}+\frac{1}{t}\right\}^{\kappa / 2-1 / 4-1 / 2} \\
& \leq C t^{-3 / 2},
\end{aligned}
$$

provided that $\kappa>5 / 2$. Summing up, we have

$$
\begin{aligned}
\frac{e^{i m \rho(t, x)}}{m \sqrt{t+2 B}} \tilde{\tilde{a}}(\theta(t, x)) & =\frac{e^{i m t \sqrt{1-|x /(t+2 B)|^{2}}}}{m \sqrt{t+2 B}} a\left(\frac{x}{t+2 B}\right) \\
& =\frac{e^{i m \sqrt{t^{2}-|x|^{2}}}}{m \sqrt{t}} a\left(\frac{x}{t}\right)+\mathcal{O}\left(t^{-3 / 2}\right)
\end{aligned}
$$

Substituting it for the first term of the right hand side of (4.4), we obtain the asymptotics of $u$. In the same way, the first term of the right hand side of (4.5) can be written as

$$
\operatorname{Re}\left[\frac{e^{i \mu \sqrt{t^{2}-|x|^{2}}}}{\mu \sqrt{t}}\left\{A\left(\frac{x}{t}\right) \log t+b\left(\frac{x}{t}\right)\right\}\right]+\mathcal{O}\left(t^{-3 / 2} \log t\right)
$$

which yields the asymptotics of $v$. This completes the proof of Theorem 1.

## 5. Concluding remarks

(1) We can prove the analogous result for two-dimensional case, such as

$$
\left\{\begin{array}{l}
\left(\square+m^{2}\right) v_{1}=\alpha v_{2}^{3},  \tag{5.1}\\
\left(\square+\mu^{2}\right) v_{2}=\beta v_{1}^{2}
\end{array} \quad t>0, x \in \mathbb{R}^{2}\right.
$$

where $\alpha, \beta \in \mathbb{R}$, or

$$
\left\{\begin{array}{l}
\left(\square+m_{1}^{2}\right) u_{1}=F_{1}(u, \partial u),  \tag{5.2}\\
\left(\square+m_{2}^{2}\right) u_{2}=F_{2}(u, \partial u), \\
\left(\square+m_{3}^{2}\right) u_{3}=\gamma u_{1} u_{2}+F_{3}(u, \partial u),
\end{array} \quad t>0, x \in \mathbb{R}^{2}\right.
$$

where $u=\left(u_{j}\right)_{1 \leq j \leq 3}, \partial=\left(\partial_{t}, \partial_{x_{1}}, \partial_{x_{2}}\right), \gamma \in \mathbb{R}$ and $F_{j}(u, \partial u)=O\left(|u|^{3}+|\partial u|^{3}\right)$ near $(u, \partial u)=(0,0)(j=1,2,3)$. For the solution $v_{2}$ of (5.1) (resp. $u_{3}$ of (5.2)), the long range effect as in Theorem 1 (resp. Theorem 2) is observed if and only if $\mu=2 m$ (resp. $m_{3}=\lambda_{1} m_{1}+\lambda_{2} m_{2}$ for some $\lambda_{1}, \lambda_{2} \in\{ \pm 1\}$ ).
(2) One might expect a result similar to Theorem 1 for one-dimensional cubic homogeneous case, such as

$$
\left\{\begin{array}{l}
\left(\square+m^{2}\right) u=\alpha v^{3}  \tag{5.3}\\
\left(\square+\mu^{2}\right) v=\beta u^{3}
\end{array}\right.
$$

However, it seems still open whether this holds true or not. The main reason is that Lemma 6 is not effective for (5.3). Indeed, we can not regard $\mathcal{O}\left(\rho^{-v} \log \rho\right)$ as the remainder term in this case since it is impossible to take $v$ greater than 1.
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