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Introduction

The concept of initial ideals for ideals of a polynomial rimg Grobner basis the-
ory is generalized in a natural way for subalgebras of a motyal ring, and they are
called initial algebras. A set of generators of a subalgébi@lled a SAGBI (Subalge-
bra Analogue to Gibner Bases for Ideals) basis [6] if their initial monomignerate
the initial algebra. The main difference between the ihitl@al and the initial algebra
is that the former always has finite generators by Hilbergsi® theorem while the
latter does not. Hence it is an important problem to find aeddn for the finite gen-
eration of initial algebras.

Gobel [2] studied this problem for the subalgebras which amearant rings of
permutation groups; . He showed that, with respect to thecdgxaphic order, the
initial algebra ofk k]¢ is finitely generated if and only iflG is a direct product of
symmetric groups.

In this paper, we prove that a similar result holds for any tiplitative order,
i.e. a monomial order which does not require the minimalitytree unit 1. We intro-
duce a topological structure to the set of multiplicativeless, and make use of it for
the proof of our results.

In case of initial ideals, there exist only finite cardinalitf distinct initial ideals
for an ideal under a certain condition, although there exifibite cardinality of orders
in general. However, this is not always true in case of ihdilgebras. Our second re-
sult is about the cardinality of distinct initial algebrakiovariant rings of permutation
groups. We will show that there exist uncountable cardiyalf distinct initial algebras
for each invariant ring, whei; is not a direct product of syrrinegroups. IfG is
a product of symmetric groups, there exist finite cardigadit distinct initial algebras.
The exact number is given in Proposition 3.3.

We prove similar results on initial algebras férx, [<—1]G, i.e., for invariant sub-
rings of the Laurent polynomial ring x[x~1].

In Section 1, we introduce a topology on the set of multigh@orders. This sec-
tion also contains our notation and the basic definitiongti®e 2 presents our main
results.
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the preparation of this paper.

1. The topological structure of multiplicative orders and dandard bases for
vector spaces

We fix a field k of an arbitrary characteristic. Let be a positiveeeger,

k[X] := k[xq, ..., x,] the polynomial ring ofn variables, and

k[X, X_l] = k[x1, ..., X, xfl, el xn_l
the Laurent polynomial ring ofi  variables. Throughout thi&per, the monomials in
k[x, x~!] are denoteck® = x{* - - - x% and identified with lattice pointa = (ay, ..., a,)
in Z". An algebra always meansia -algebra.

A total order< on Z" is said to bemultiplicativeif a < b impliesa+c <b+c
for all @, b, c € Z". A monomial orderis a total order which is a multiplicative order
and the zero vector 0 is the minimum element am@dg. We denote byS' the set
of vectorsw = (w?, ..., w") on the g — 1)-dimensional unit spher8~! ¢ R" whose
componentsy?, ..., w" € R are linearly independent ove. For eachw € S, the
multiplicative order<=(w) is defined by

a<b:sw-a<w-h.

Note that the inner products-a andw-b are not equal for any distina andb in Z"
by the linear independence of, ..., w" over Q.
For a convex polytope? C R" andw € R", the face face,(P) of P is defined by

face,(P) ={aceR"|w-d <w-aforall & € P}.

We denote by the set of multiplicative orders, £y the set of monomial or-
ders, and byV the set ofk -vector spaceié C k[x, x~1] spanned by monomials.

We introduce topologies o2 an¥W as follows. We take a map from Z”
to Z-o such thatp~1(!) is a finite set for every € Z.,. Letd,: @ x @ — R and
d,: ¥V xV — R be functions defined as follows. For all, <'€ @, we set

0 if <=<'
dy(=,<):=1¢ 1/eif e=max{e € Zoo | x® < xP & x3 </ x°
for all x2, xP € k[x, x"1] such thatp(a), p(b) < e}.

For all v, V' €V, we set
0o ifv=v’

S,(V, VY= 1/eif e=max{e € Zso | X2 eV &xt eV
for all x2 € k[x, x~] such thatp(a) < e}.
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It is easy to see thad, and 6, define metrics of2 and’, respectively. ForS,
we consider the topology induced froRY'.

Theorem 1.1. The topological structures of the metric spa¢€s d,) and (V, J,)
are independent of the choice pf The set of multiplicative orders is compact with
respect to this topology. Furthermgréhe injection.: S —  is continuous. The im-
age ((S) is a dense subset @t

Proof. Letd,,, d,, be distance functions ofe  determined by mapsp, from
Z" to Z-o as above. We take an arbitrarre Q© ande > 0. Then, there existg’ >> 0
such that{x® € k[x,x71] | p1(@) < €'} and {x® € k[x,x™ 1] | p2(d) < €'} con-
tain {x® € k[x,x™ 1] | pi(@ < e or pa(@) < e}. Now, it follows for every <'c Q
that d,,(<, <') < 1/¢' implies d,,(<, <) < 1/e, and d,,(<,<') < 1/¢' implies
d, (<, <') < 1/e. Henced,, andd,, define the same topology.

By a similar argument, we can prove that any two distancetfons ,, andd,,
define the same topology Ow.

We prove the totally boundedness @f . We take a positive nurab&hen the
cardinality of monomialsx® with p(a) < e is finite. So, there exist only finite cardi-
nality of distinct orders on the set of monomiaf® with p(a) < ¢. Hence we can take
=<1, ..., <€ Q such that, for every<e Q, it follows thatd,(<, <;) < 1/e for somei .
Then the JYe-neighborhoods of;’s is a finite 1/e-covering of 2 .

Now we see the completeness Qf as follows. Ket;}; C © be a Cauchy
sequence. Then, for every integer> 0, there exists an integer, > 0 such that
dy(=<i,<;) < 1/e for all i, j > k.. Now, {=<;}; tends to the ordere 2 which is
defined by

X< xP: e x® < xP,

wheree is an integer greater thafa) and p(b).

Finally, we prove the continuity of the injection S — €, and the density of
its image. Let<o= t(wo) be the multiplicative order defined hy, € S, and lete be
a positive number. Then the following three conditions ageivalent forw € S and
<= (w):

dp(<0, <) < 1/e,

wpra<wo-besw-asw-bforall a bez" with p(@), p(b) <e,

face,(conya, b}) = face,,(conv{a, b}) for all a, b € Z" with p(a), p(b) < e,
where conya, b} is the convex hull of{a, b}. In general, for a convex polytope
P C R" and a vertex{vo} = facg,(P), the set{n € R" | facg,(P) = {vo}} of vectors
is an open cone oR". In particular,

U(a, b) := {w € S | face, (con®a, b}) = face,, (conv{a, b})}

is an open set of5. Since{w € S | d,(<o,tw)) < 1/e} is the intersection of
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U(a, b)'s for a, b € Z" with p(a), p(b) < e, it is an open set oF. Hence the map
is continuous.
The density ofi(S) in Q follows from Robbiano’s classification of multiplicaé
orders [5, Theorem 2.5]:
Let < be a multiplicative order. Then there exist vectarg, ...,wy € R" such
that x2 < x° if and only ifw; - a < w; - b for the firsti such thaty; - a # w; - b,
for all a, b € Z".
Indeed, we setu(T) := Zfilw,TN—" and take{s;}; € R such that;; — +co as
i — +oo and |w(t)|"lw(r) € S. Then the sequencé(|w(t)| " w(%))}: tends to<.
]

The topology of2 defined as above is the same as the topologghwhidefined
as follows (cf. [4, Lecture 3], [7]): Le2 — {1, —1}*" be the inclusion map which is
defined, for each<e @, by < (a) := 1 if 0 < a, and —1 otherwise, for alla € Z".
The set{1, —1}%" is considered to be the topological space which is the prodfic
the discrete topological spadd, —1}. The topological structure a2 is induced from
this topology.

In what follows, by a vector spac¥ C k[x,x"1], we mean a vector space over
the fieldk .

Derinmion 1.2, Let < be a multiplicative order,f =) ¢;x¥ € k[x, x1] a
nonzero polynomial, and& C k[x, x~1] a vector space.
(1) Theinitial monomial of f with respect to< is defined by

(1.1) in.(f) = maxx® | ¢; # 0},

Then it follows that in(f - g) = in<(f) -in<(g) for f, g € k[x,x~ 1]\ {0}.
(2) Theinitial vector spaceof V with respect to< is by definition the vector space
spanned by{in_(f) | f € V \ {O}}. If Ais a subalgebra ok X, x~1], then in,(A)
has an algebra structure, since,{if) -in<(g) = in<(f-g) for any f,g € A\ {0}. We
call it the initial algebra of A with respect to<.

A set S of generators oA is called 8AGBI basiswith respect to<e Q, if
{in<(f) |0 # f € S} generates in(A) as an algebra. Note that has a finite SAGBI
basis only if the initial algebra in(A) is finitely generated.

The correspondence— in<(V) is a map from the seR of multiplicative orders
to the setV of vector spaces spanned by monomials. This map is denotdd, b¥t is
not continuous in general. However, if the vector spdte sfiasi the following sep-
aration condition, therFy is continuous.

For each monomialz , there exist subspaéésK < V such thatV =H +K .

Here, the number of monomials appearing in polynomial€#Hin finge, m does

not appear in any polynomials ik , and a polynomialAn  and gmahial in
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K have no common monomials.
Actually, if Fy(<) does not containn , then neither doé% <) for <’ in a suf-
ficiently small neighborhood of<, since Fy K”) = Fg(<") + Fx(<") holds for
any <"€ Q. We denote byUy ) the inverse image of the initial vector space
in<(V) € V. Namely,

(1.2) Uy (=) ={<'e Q]|ins(V)=ing(V)}.

If V satisfies the separation condition, thély <)(is a closed subset a2 , becauge
is Hausdorff and the mapy is continuous.

Derinimion 1.3. LetV C k[x, x~1] be a vector space, and a multiplicative or-
der.
(1) A basis{f;}; of the vector space&/ is said to Isandardwith respect to=,
if {in<(f;)}:; is a basis of the vector space.ifV).
(2) A polynomial 0# f € V is said to bereduced if all monomials of f but in(f)
are not contained in in(V).
(3) A standard basig f; }; is said to bereducedif every f; is reduced.

We remark that the index set of a standard basis of a vectarespawith re-
spect to<€ Q2 can be taken as the set of monomials in(¥). Namely, we denote a
standard basis by f,, },» with m = inL(f,) wherem runs through the monomials of
in<(V).

The following lemma is well known.

Lemma 1.4. Let V C k[x,x!] be a vector space an&k, <’ multiplicative
orders. Assume that there exists a reduced standard basi® @fith respect to<
and <’. Then inL(V) C inL/(V) impliesin< (V) =inZ. (V).

Proof. Let{f.}» and{f, }, be reduced standard basesif with respect to
=< and <’ respectively. For each monomial  in.{V), it follows that £, = ¢, fi
for somec,, #0. Actually, we choose;,, so that the coefficientrof  f) — ¢, fin IS
zero. Sincef,, andf, are reduced, none of the monomials fif — c¢,, fin € V lie in
in<(V). Thereforef, —c, fn IS equal to zero. Hence, by replacinfy with f,, ., we
may assumef,, I, for every monomialn in in(V).

Suppose there existed a proper inclusion of(i) to inL.(V). Then, there exists
a proper inclusior{ f,,},» C {f, }m of the reduced standard bases. This is a contra-
diction, since botK{ f,,},, and{f,, }. are bases oV . O

Let {fu}m and{f,}n be reduced standard basesVof with respect to multiplica-
tive orders< and <’, respectively. If in,(V) = in5/(V) then we havef,, = ¢, f, for
somec, € k\ {0} for each monomialn € inL(V), by the proof of Lemma 1.4.
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Namely, the reduced standard basislof is uniquely detedninethe vector space
in<(V) up to multiplications of elements df \ {0}. We sometimes say f,,}. a re-
duced standard basis with respect ta (iK).

Lemma 1.5. Let V C V' C k[x,x ] be vector spacesand <€ . With re-
spect to<, we suppose that a reduced standard basisvof is a subset ofuxedd
standard basis ofV’. Then it follows that

UV/(<) C Uv(<).

Proof. Let{f,}. and{f, }. be reduced standard baseslof andwith re-
spect to=, respectively. Then it follows that

Uy (<) ={<"€ Q| inz.(f,) =m for every monomialn € in,(V)}
and
Uy(<)={<"e Q|inzn(f, ) =m" for every monomialn’ € in_(V')}.

Now we assume tha{f.}. < {f, }w. Then, for each monomiat: € in<(V),
fm = f), impliesm = inc(f,) = in<(f,,) = m’. Hence we havdJy.(<) C Uy(=).
O

For a vector space&/ C k[x,x"!], we denote byA Y ) the set of multiplicative
orders with respect to which reduced standard baseg of . étide thatU, () is
contained inA ¥ ) if<e A(V).

Lemma 1.6. Let A C k[x,x 1] be a subalgebraand << A(A). If the algebra
inL(A) is finitely generatedthen U,(<) is an open subset ok(A).

Proof. Let{f,}. be a reduced standard basis 4f with respect tg(A4). For
0% f=Y,cx% € k[x,x~Y], we setp(f) := max{p(a) | c; # 0}. Then there exists a
positive integere such that i{A) is generated by its monomials  with(f,,) < e.
We will show that Ye-neighborhood of every’e U,(<) is contained inU, ). We
fix an arbitrary<'e U4 (<) and take<”e A(A) such thatd,(<’, <”) < 1/e. Note that
{fn}m is a reduced standard basis with respect<toas well. Then monomialn €
in2/(A) is contained in i« (A) if p(fn) < e, becausen = in/(f,) = ing(fy) for
p(fm) < e. Since in,(A) = ink.(A) is generated by monomials  with( f,,) < e, we
have iny/(A) C in<~(A). This implies in,/(A) = ins~(A) by Lemma 1.4. Hence<”
is contained inU, &). Therefore the /e-neighborhood of<’ is contained inU, ).

O

The converse of Lemma 1.6 is not true in general. Actuallgrahexists a subal-
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gebraA ofk k, x~1] which is generated by monomials but is not finitely geneatata
this caseUs €) = A(A) = Q for any <€ Q.

Let I be an ideal of X]. By Hilbert's basis theorem, the ideal if/) is always
finitely generated. By the argument similar to Lemma 1.6,w&cte [7, Theorems 13
and 30] showed that, for any subsgt bf |,

(1.3) Urc ={<€ Q| G is a GBbner basis off with respect te<}

is an open subset dRy. Note thatg is a compact subset @@ . In fact, we have the
following lemma.

Lemma 1.7. LetS C k[x,x"1] be an algebra which is generated by a finite sub-
set of monomials ir§ . Then the set of multiplicative ordersctwiare well-orderings
on the set of monomials i is compgatay be emply

Proof. We remark thake Q is a well-ordering on the set of monomials $h , if
and only if the unit 1 is the minimum element among the mondsmia S. Indeed, if
there exists a monomial £ x2 € S with x® < 1, then{x’@ |/ =1, 2 ...} C S does
not have the minimum element. For the converse, supposeetieay monomial ofS
is greater than 1. Sinc& is Noetherian, the iddal C ¥ is finitely generated (say,
by {x%,...,x*} C U) for any subseU of monomials ifi . Then we have min =
ming{x®, ..., x¥}.

We setW the set of multiplicative orders which are not wetlesings on the set
of monomials inS . We will show thaW is an open subsetof . Fog W, there
exists a monomial ¥ x € S with x* < 1. We take a positive nhumber which is
greater thanp(0) and p(a). For any multiplicative order<’ in the 1/e-neighborhood
of <, we havex? <’ 1. So <’ is not a well-ordering on the set of monomials $n
as well. Hence the /k-neighborhood of< is contained inW . Therefor& is open.

]

By using the compactness 6fy, Schwartz [7, Corollaries 16 and 31] showed the
finiteness of the cardinality of distinct initial ideals far fixed ideal ofk k] with re-
spect to monomial orders. By a similar argument, we get tilewiing proposition.

Proposition 1.8. Let A C k[x,x '] be a subalgebraand A a compact subset
of A(A). Assume that the initial algebras(A) are finitely generated for alke A.
Then there exist only finite distin@i~(A)'s when < runs overA .

Proof. By Lemma 1.6/, ) is an open subset ok A( ) for anye A. Hence
{Ua(R)N A |<e A}

is a disjoint open covering oA . Sinc&  is compact, it is a fimtwering. Therefore,
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the cardinality of distinct initial algebras fot  with resppdo <€ A is finite. Il

2. Main result

Throughout Sections 2 and 3, we fix a subgraup  of the symmgtoap S, of
degreen . The action off ok x[x~'] is defined byo(f) = f(xoq), - -» Xo(m) for
ceGandf =f(1...,x,) € k[x,x"1]. Let k[x, x‘l]G and k [x]¢ be the invariant
subrings ofk k, x~1] and k [x], respectively, by the action of

Recall the following result by Gbel.

Theorem 2.1 (Gobel [2]). Let <ix€¢ € be a lexicographic order. Then
in, (k[x]9) is finitely generated if and only it; is a direct product of syetric
groups.

Here, by symmetric groups, we mean those of subset§lof..,n}. Note that
G is a direct product of symmetric groups if and onlyGf is gexted by the set
of transpositions inG . We will show that similar results hdtst any multiplicative
orders.

Theorem 2.2. Assume thatG is not a direct product of symmetric groups. Then
the initial algebra in(k[x]®) is not finitely generated for any multiplicative order
<€ Q. There are uncountable cardinality of distinct initial algras fork[x]¢.

We get a similar result fok X, x*l]G as follows.
Theorem 2.3. Assume thatG is not a direct product of symmetric groups. Then
the initial algebrain_(k[x, x—l]G) is not finitely generated for any multiplicative order

<€ Q. There are uncountable cardinality of distinct initial &igras fork[x, x—l]G.

For a subgroupG  of a symmetric group and a monomfaE k[x, x~1], we de-
fine

(2.1) fe6@ = > o),

o€G/G(x)
where G &?) is the stabilizer{r € G | 7(x¥) = x?}. We set
(2.2) B ={fc( |acz"}

and

(2.3) Bo = {fc(x) | a€ Z%}.
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Lemma 2.4. For any multiplicative orderthe setsB andB are reduced stan-
dard bases ok[x, x*l]G and k[x]°, respectively.

Proof. We fix an arbitrary multiplicative ordex. We first remark that iff; X?)
and fg &°) have common terms thefi; x¥) = f5(x°). This implies thatB is linearly
independent ovek , and evers X3 € B is reduced.

We show thatB spank x[x—4” over k. Let 0% f = > eix® € k[x, x—1° be
an invariant. ThenG  acts on the sgt;x% | ¢; # 0} of terms of f . We decompose it
into orbits as

{eix® | i # 0} = [[{cio(x*) | 0 € G}.
1

The sum of the elements d¢t;x% | ¢; # 0} is equal tof , and the sum of the elements
of {o(x¥) | c € G} is equal to f; X*). Hence we have

f=) e fo(x).
1

Now, we show thatB is a standard basiskoX, >{*1]G with respect to<. SinceB
spansk X, x—l]G, a G-invariant ofk k, x~1]\ {0} has an expressiofi ¥, ¢; fo(X¥).
By the remark, the monomial if{f;(x%*)) appears inf with nonzero coefficient if
¢; #0. Hence we have

(2.4) in.(f) = max{in (fo(<*)) [ : #0} € {in<(e) | ¢ € B}.

Thus, B is a standard basis bfx, ﬁ(*l]G with respect to<.

We will prove that By is a standard basis of x]° with respect to~<. Let
f=>cifelx¥)e k[x]¢ be a nonzero invariant. By the remark, any term which ap-
pears inc; fg X%) appears inf as well. So, eachfs x3) must be an element of
k[x]. Hence By spansk X]°. As (2.4), we have in(f) € {inx(g) | ¢ € Bo}. Thus By
is a standard basis af x]°. O

By this lemma, we have
A(KIXI%) = A(k[x, x %) = .
Furthermore, it is easy to see thaix]{ and & [x, x*l]G satisfy the separation condi-

tion. HenceU, s (<) and Uy, ,-1¢(<) are closed for any<e €.
The following is the key lemma.
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Lemma 2.5. Assume thailG is not a direct product of symmetric groups. Then
everyw € S is not an interior point of

U HUpge (X)) = {w’ € S |ing (k[X]9) =ins/ (k[X]9) for <'= (")}
for <=(w), with respect to the Euclidean topology.

Before we prove this lemma, we will prove Theorems 2.2 and8/3assuming
this lemma.

Let < be a multiplicative order. Suppose that-i#[x]°) was finitely gener-
ated. Then by Lemma 1.6U;c(=<) is a nonempty open subset & . The in-
verse imagerl(Uk[X]cH)) is a nonempty open subset & by Theorem 1.1.
For w’ € .7} (Uya(<)), we set<'= y(w'). Then it follows that: ' (Uye(<") =
1" Uyqe (<)), which implies thatw’ is an interior point of.~*(Uypqe(<’)). This con-
tradicts Lemma 2.5. Therefore iik[x]%) is not finitely generated.

The setU;;e(=<) can not contain interior points by Lemma 2.5, and also it is
closed. Hence it is a nhowhere dense subseRof . Suppose #rat\were only count-
able cardinality of distinct initial algebras fdr x]. Then Q is covered by count-
able cardinality ofU,¢(<)’'s. SinceQ is a compact metric space, this contradicts the
Baire theorem which says that the complement of the unionooihtable cardinality
of nowhere dense subsets of a complete metric space is dense.

By Lemma 2.4, we see that a reduced standard basisx}f i§ a subset of that
of k[x, x"11°. Hence we have

Uk[x,xfl]o (<) - Uk[x]G('<)

by Lemma 1.5. SincelUqe(<) is nowhere dense, the subsef, , 1¢(<) is also

nowhere dense and is not open. Hence (kfXx, x*l]G) is not finitely generated by
Lemma 1.6.

The assertion of Theorem 2.3 for the cardinality of distiimatial algebras fol-
lows, since the disjoint coveringU,, ,-o(<) | <€ Q} of Q is a refinement of
{Uinge (=) | <€ @}

The rest of this section is devoted to the proof of Lemma 2.8r Srategy is to
translate polynomial informations into the geometry of van polytopes. Let

i=1

(2.5) M= {(al, o ap) €RY

and M := M N Q". We define the surjection
(2.6) T {x*|aeZ%\{0}} - M

by x2 — (3, a;) ta for a= (as, ..., a,) € Z%, The action ofG onM is by def-
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Fig. 1: SomePs,(a)’s in M. Fig. 2: SomeP4,(a)’s in M.

inition o(a) := (aoq), - - - » o) for a=(as,...,a,) € M ando € G. For each point
a < M, we denote byP; & the convex hull of theG -orbi{o(a) | o € G}. Note that
the set of vertices ofP; &) is {c(a) | o € G}, for each point in{c(a) | o € G} lies
on the spherda € M | |a| = |a]}.

Let < be a multiplicative order defined by € S. Then, for each element
a € 7%, we have facg(Ps(m(a))) = {m(@} if and only if in4(fc(x®) = x* By
Lemma 2.4, we get the following lemma.

Lemma 2.6. Assume thatie Q is defined byw € S. Then

U = *(face.(Ps (@) U {1}

aceM

is a basis of the vector spade_(k[x]°). For w, w’ € S, set <= 1(w) and <'= ().
If there existsa € M with face,(Pg(a)) # face, (Pg(a)), then we haven_ (k[x]°) #
in_/ (k[x]9).

Figs. 1 and 2 show the examples Bf a)'¢ for n = 3. Fig. 1 is forG =83 and
Fig. 2 is forG =As;.

We will construct a “deformation” of a polytop®; a), when G is not a direct
product of symmetric groups.

We setl, := {a€ M | o(a) = a} for eacho € G, and let/ be the union of,’s
for o € G\ {1}. Then M \ I consists of finite number of connected components. For
1 # o € G the condition that/, has codimension one is equivalent to thats a
transposition. SinceM is a convex set of dimensiom— 1, it is connected even if we
remove finite number of linear subspaces of codimensiontgrehan one from it.

Lemma 2.7. Assume thatG is not a direct product of symmetric groups. Then
for all a€ M\ I, every connected component & \ I contains at least two points



676 S. KuroDA
of {c(a) | o € G}.

Proof. Letr € G be a transposition. Then, the actionofs the reflection ofM
with respect to the hyperplank. For every 1# ¢ € G, the subsetl, of M is the
reflection of 7., in the hyperplanel.. So, the union/ of them is symmetric with
respect tol,. The complementM \ 7 is also symmetric with respect tf.

Now, let C # C’ be connected components d¥f \ 7. We will show that
C' =1 0---0m(C) for some transpositionsy, ..., 7 € G. Let ¢ : [0,1] — M be a
path from a point inC to a point it€’. We assume thap does not intersect, N I
for any transpositions # 7’ in S,, and

{r €[0,1] | ¢(¢) € I, for some transpositior € G}

is a finite set, say{t,...,n} with ; < 1,41. We setr; the transposition inG  with
¢(t;) € I,. Then we havel’ =7 0--- o 7(C).

We remark that every connected component contains the sardinality of
points of {o(@) | ¢ € G} for eacha € M. Suppose that there existed a point
a € M\ I and a connected component @ff \ / which contains only one point
of {¢(@ | ¢ € G}. Then every connected component contains only one point of
{o(a) | o € G}. Assume thata is contained in a connected component Jof \ 1.

For each 1# 0 € G, we haves(a) # a becausea is not an element of . Hence there
exists a connected compone@it # C of M\ I such thats(@) € C'. If 71,..., 7 € G

are transpositions such th&@ = 7, 0--- o 74(C), theno(a) = 7, 0 - - - o 71(a) since C’
contains exactly one point ofo(a) | o € G}. Becausea is not fixed by any element
of G\ {1}, we see that = 7;0---o11. ThereforeG can be generated by transpositions
in G. This contradicts the assumption. ]

Proof of Lemma 2.5. We fix an arbitraty € S’ and set<= «(w). We will prove
that w is not an interior point of ~(Ujqa (<))

Let a € M\ I such that{a} = face,(a). Then, by Lemma 2.7, there exists an-
other pointo(a) # a, for someo € G, in the connected component @# \ I which
containsa. We define a pathy with

7:10,1] — M\ 1, 7(0) =a, 7(1) =o(a)

by combining rational points ofM \ I with line segments. Then([a, b]) contains ra-
tional points densely for any € a < b < 1. Now,

T={re[0,1]|w-y()=w-0d'(7(t)) for somes’ € G}
is not an empty set. Indeed, since

w - (’y(O) — 071(7(0))) “w- (a— O’il(a)) >0
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and

W+ (4(1) = 0 M) =w- (o(a) — a) <O,

there existsr € (0, 1) such thatw - (y(t) — o~1(y())) = O by the intermediate value
theorem. We sety ;= inf(T), and b := v(#). Then we have

w-b=w-ob)
for some 1# 0g € G, and
2.7) w (1) > w- o’ (1(1))

for all t € [0,10) and 1# ¢’ € G. Note thatb # og(b), since the pathy does not
intersect! . For each € R.q, we set

ws = w— 5(b — Uo(b)).

Let {#,}; C [0, 1) be a sequence such that Jim.t = 1o and & = v(;) € M.
Then, for eache’ > 0, there exists a positive integéf.. such that

|(b— o0(b)) - ((b — o0(b)) — (& — oo(@)))| < &’
and
O<w- (& —oo(a)) <€

for every integeri > N./.
Now, let ¢ be any positive number. Then there exiéts- O such that

<e

o
o
|ws|

and |ws|~tws € S'. We sete’ = (1 +6)~15|b — oo(b)|?. Then, for any integef > N..,
we have

(w—=d(b — ao(b))) - (co(&) — &)

w- (oo(@) — &)

—5(b — oo(b)) - { ((b — oo(b)) — (& — 00(&))) — (b — oo(b)) }
> —¢’ — 6’ +6|b — op(b)[|? = 0.

ws - (oo(a) — &)

Hence

face,, (Ps(a)) # {a}
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for i > N.. On the other hand{a;} = face,(Ps(&)) for all i by (2.7). So, we
have ing, (k[x]°) # in<(k[X]€) for <s= t(Jws|~*ws) by Lemma 2.6. Thusjws| ‘ws ¢
1 HUyxe(<)). Thereforew is not an interior point of. (U (<)). O

3. Finite SAGBI bases

Now we will observe the case where is a direct product of sytrimgroups.

Lemma 3.1. Let A be k[x]> or k[x, x*l]s”. We consider the initial algebras
inL(A) for all multiplicative orders<. Then the cardinality of distinct initial algebras
for A is n!.

Proof. It suffices to show that, i< and <’ are multiplicative orders with

X, <---<xgandx, <" --- <" xq, then ing(A) = inL/(A). By Lemma 2.4, we see
that a reduced standard basis 4f is equal to

{ {fs,(x{t - x) | 0<a, < -~ <ar} if A= KX]*

{fs, 08 xi) lay < - <ar}  if A= Kx.x "1™
For everya = (a1, ...,a,) € Z" with a, < --- < ay, it follows that ins(fs, (x?)) =
in<(fs,(x*)) = x&. This implies that in,(A) = in~/ (A). ]

By the proof of Lemma 3.1, the initial algebras_itt[x]%") and in.(k[x, x*l]S”)
are spanned by the sets of monomials

n

{xf*--xp |0<a, < - <a} and {x7*---x" | a, <--- < ai},

respectively, if the multiplicative ordex satisfiesx, < --- < x1. In these case, they
are generated as algebras by

1.1 1
{x1, x2x2, ..., xax2- - X, } and {xq, x1xp, .., X1X2 X, X X, X, )

respectively. Therefore, the initial algebras, {R[x]>) and in. (k[x, x—l]S”) are finitely
generated for any multiplicative ordet (cf. Robbiano, Sweedler [6, Theorem 1.14]).

Lemma 3.2(cf. [2, Lemma 3.8]). Let G1 and G, be subgroups of, which acts
on Xy := (x1,...,x) and Xz = (x;+1, ..., X,), respectively. We seG = Gi1 x G
the direct product ofG; and G,. If A is k[x]® or k[x, x—l]G, and A; isk[x;]¢ or
k[X;, x,._l]G" for i = 1, 2, respectivelythen we have

in<(A) = in< (A1) ® In<(A2).
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Proof. By Lemma 2.4, the assertion follows from the equality

fo(x3-x3) = > o1(X7") - o2(X5°)

(01,02)€G1/G1(XGY) X G2/ G2(x32)

Soa® ]| [ Y e

01€G1/G1(Xi1) UZGGZ/GZ(X?)

fG1 (Xil) : sz(ng)

for every monomiak € k[xy, x; 1] and x2 € k[xa, X5 1. O

Proposition 3.3. Let A bek[x]® or k[x, x—l]G. Assume thatG is a direct prod-
uct of symmetric groups. Then the initial algekire;(A) is finitely generated for any
multiplicative order<. The cardinality of distinct initial algebras foA i§G]|.

Proof. Assume that =®;+---+n, andG =S,, x --- x S, , and thatS,, acts
on the set of variableg; = (x; 1, ..., x;,,) for eachi . LetA; bek »;]% if A= ix]°,
and k [x,-,xl._l]s"l if A= KX, x—l]G. Then there exist; ! distinct initial algebras for
eachA; by Lemma 3.1. Since we can define the order; imdependently for each ,
there existn;!---n,! distinct initial algebras forA . Clearly, this number is edjto
the order of the grougs

Since eachd; is finitely generated for arye 2, the tensor product of them is
also finitely generated. Hence the initial algebra (iA) is finitely generated for any

<€ Q. O
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