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Abstract
Another proof of Greenberg’s theorem on automorphism groups of compact

Riemann surfaces is given. Using the idea of the proof, the equivalence problem for
finite Galois coverings of the compact projective line is answered affirmatively, ex-
cept special type of coverings.

1. Introduction

Greenberg [5] showed the following theorem on automorphismgroups of
connected compact Riemann surfaces in 1963:

Theorem 1.1 ([5], Theorem 4). Let G be a non-trivial, finite group. Then there
exists a connected compact Riemann surfaceS whose automorphism groupAut(S) is
isomorphic toG.

By using Fenchel-Nielsen’s theory, Greenberg showed a listwhich states that for
some Fuchsian group0 there exists a Fuchsian group0′ containing0 as a proper sub-
group with finite index. Using the list, he proved the above theorem. But he didn’t
give enough explanation for his list, nor for the proof of theabove theorem.

In this paper, we give a proof of the above theorem, using onlyelementary knowl-
edge on branched Galois coverings and hyperbolic geometry,without using Fenchel-
Nielsen’s theory.

As an application of our proof of Greenberg’s theorem, we give an answer to the
equivalence problem (see§5 for detail and terminology):

Theorem 1.2 (c.f. Theorem 5.8). Let f = {fu}u∈N : X = {Xu}u∈N → Y be a non-
degenerate family of finite Galois coverings of the complex projective line P1 with a
P1-bundle � : Y → N . Assumeg ≥ 2, where g is the genus ofXu (u ∈ N). Assume
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that the numbers of the branch points and the set{e1; e2; : : : ; es} of ramification in-
dices offu (u ∈ N) are either

(1) s 6= 4, or
(2) s = 4 and {e1; e2; e3; e4} does not satisfye1 = e2 ≤ e3 = e4.

Then, for any two pointsu and u′ in N;Xu andXu′ are biholomorphic if and only iffu and fu′ are holomorphically equivalent.

We also have

Theorem 1.3 (c.f. Theorem 5.7). Under the same conditions toTheorem 1.2ong; s and {e1; e2; : : : ; es}, the canonical holomorphic map of the moduli space of holo-
morphic equivalence classes of finite Galois coverings ofP1 to the moduli spaceMg
of compact Riemann surfaces of genusg is injective.

2. General Klein tiles

Let s be an integer withs ≥ 3 and e1; e2; : : : ; es integers withej ≥ 2 (j =
1;2; : : : ; s) which satisfy the inequality

(2.1)
s∑
j=1

1ej < s − 2:
We call a hyperbolic 2(s − 1)-gonal polygonT in the upper half planeU a general
Klein tile if T satisfies the following conditions (see Fig. 1 for the cases = 4):

(1) If we label vertices ofT as

V1; V2; : : : ; V2s−2

counterclockwisely, then we have�(Vj ; Vj+1) = �(V2s−j ; V2s−j−1) with the hyperbolic
metric � for eachj = 1;2; : : : ; s − 1, whereV2s−1 = V1.
(2) Let ∠Vj be the inner angle atVj for eachj = 1;2; : : : ; s. For j = 2;3; : : : ; s − 1,
the equality∠Vj + ∠V2s−j = 2�=ej holds.
(3) ∠V1 = 2�=e1 and ∠Vs = 2�=es .

A general Klein tileT is called aKlein tile if the s-polygonV1V2 · · ·Vs (a half ofT ) is congruent toV2s−1V2s−2 · · ·Vs (another-half ofT ) by the reflection with respect
to the hyperbolic lineV1Vs . (If s = 3, then a general Klein tile is necessarily a Klein
tile.) Klein tiles and tessellation by them appeared in Klein [9].

Now let T be a general Klein tile. Let0 be the subgroup ofPSL(2;R) gener-
ated by the hyperbolic rotations'j with the centerVj and the angle 2�=ej for j =
1;2; : : : ;2s − 2. (We pute2s−j = ej for j = 1;2; : : : ; s.) Then0 is a Fuchsian group
of the first kind and hasT as a fundamental domain.0 is, in fact, generated by'j
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Fig. 1. A general Klein tileT for s = 4

(j = 1;2; : : : ; s) and is presented as follows:

0 =
〈'1; '2; : : : ; 's ∣∣ 'e1

1 = 'e2
2 = · · · = 'ess = '1'2 · · ·'s = 1

〉 :
0 is said to have the signature (0;e1; e2; : : : ; es).

For eachj = 1;2; : : : ;2s − 2, let (xj ; yj ) be the coordinates ofVj in U , aj the
Euclidean center of the hyperbolic lineCj throughVj and Vj+1 which is a circle in
Euclidean geometry, andrj the radius ofCj .

Note thataj (a point on the real axis) andrj can be determined algebraically byxj and yj for j = 1;2; : : : ;2s − 2. In fact, for example, by easy calculations, we have

a1 =
x2

1 − x2
2 + y2

1 − y2
2

2(x1 − x2)
;

r2
1 =

{
(x1− x2)2 + (y1− y2)2

} {
(x1− x2)2 + (y1 + y2)2

}

4(x1 − x2)2
:

(2.2)

Conversely,xj and yj can be determined algebraically byaj and rj for j = 1;
2; : : : ;2s − 2. In fact, for example, we have

x2 =
a2

2 − a2
1 + r2

1 − r2
2

2(a2 − a1)
;

y2
2 =

{
(a1− a2)2− (r1− r2)2

} {
(r1 + r2)2− (a1 − a2)2

}

4(a1 − a2)2
:

(2.3)

Consider the fields attaching these numerical data on the rational number fieldQ:

K(T ) = Q(x1; y1; x2; y2; : : : ; x2s−2; y2s−2);
K ′(T ) = Q(a1; r1; a2; r2; : : : ; a2s−2; r2s−2);
K ′′(T ) = K(T )K ′(T ) (the composite field):

(2.4)
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Then, by the above consideration,K ′′(T )=K(T ) andK ′′(T )=K ′(T ) are finite algebraic
extensions. In particular, the transcendence degree overQ of these fields are the same:

(2.5) Tr:degQK(T ) = Tr:degQK ′(T ) = Tr:degQK ′′(T ):
The numerical data

x1; y1; x2; y2; : : : ; x2s−2; y2s−2;
a1; r1; a2; r2; : : : ; a2s−2; r2s−2

determine the general Klein tileT .
We show that the 2s − 3 data

x2; y2; : : : ; xs−2; ys−2; x2s−2; y2s−2 and as−2

determineT and can be chosen algebraically independent, and the other data can be
determined algebraically by these data.

We use the following formula (see Jones and Singerman [7]): for z;w ∈ U

(2.6) sinh2
(

1

2
�(z;w)

)
=
|z− w|2

4 Im(z) Im(w)
:

The triangle△V1V2V2s−2 is a hyperbolic isosceles triangle such that the top angle
∠V1 is equal to 2�=e1. Hence, by the sine rule, the cosine rule for hyperbolic geom-
etry (see Beardon [1]) and (2.6), the pointV1 can be determined algebraically byV2

andV2s−2.
If s ≥ 5, thenV2s−3 can be determined algebraically byV2; V3 andV2s−2. In fact,

since

∠V2s−2 =
2�e2
− ∠V2;

the direction
−−−−−−−→V2s−2V2s−3 can be determined. Since

�(V2; V3) = �(V2s−2; V2s−3);
the vertexV2s−3 can be determined algebraically by (2.6).

In a similar way,V2s−4; : : : ; Vs+2 can be determined algebraically byV2; V3; : : : ;Vs−2 if s ≥ 6.
Since as−2 is given, rs−2 can be determined algebraically. Hence∠Vs−2 can be

determined. cos∠Vs−2 can be determined algebraically. Since

∠Vs+2 =
2�es−2
− ∠Vs−2;
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Fig. 2. The pentagonVs−2Vs−1VsVs+1Vs+2

cos∠Vs+2 can be determined algebraically. Hence the direction
−−−−−→Vs+2Vs+1 can be deter-

mined. In particular,as+1 and rs+1 can be determined algebraically.
Finally, we show that the pentagonVs−2Vs−1VsVs+1Vs+2 (see Fig. 2) can be deter-

mined algebraically.
By the elementary geometry, we have the following 6 equations for the pentagon:

r2s−2 + r2s−1− 2rs−2rs−1 cosVs−1 = (as−2 − as−1)2;
r2s+1 + r2s − 2rs+1rs cosVs+1 = (as+1− as)2;
r2s−1 + r2s − 2rs−1rs cos

2�es = (as − as−1)2;
cos

2�es−1
= cos∠Vs−1 cos∠Vs+1−

√
(1− cos2 ∠Vs−1)(1− cos2 ∠Vs+1);

�(Vs−2; Vs−1) = �(Vs+2; Vs+1);
�(Vs−1; Vs) = �(Vs+1; Vs):

By (2.6), the last two equations give algebraic relations among xs−1; ys−1; xs; ys;xs+1; ys+1. By (2.2), we can express them as algebraic relations amongas−1; rs−1; as; rs .
Then these 6 equations with the 6 unknowns

as−1; rs−1; as; rs; cos∠Vs−1; cos∠Vs+1

are algebraically independent. (In fact, for example, fromthese equations except the 4-
th equation, we have a family of pentagonsVs−2Vs−1VsVs+1Vs+2 such that cos(∠Vs−1 +
∠Vs+1) is not constant.) Hence, from these 6 equations, the above 6unknowns can be
determined algebraically. Hence, by (2.3),

Vs−1 = (xs−1; ys−1); Vs = (xs; ys); Vs+1 = (xs+1; ys+1)

can be determined algebraically.
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In the above discussion, it is noted that the given data

x2; y2; : : : ; xs−2; ys−2; x2s−2; y2s−2 and as−2

can be chosen algebraically independent.
Thus we conclude, by (2.2) and (2.3),

Proposition 2.1. Suppose thats ≥ 3 and integerse1; : : : ; es with ej ≥ 2 (j =
1;2; : : : ; s) satisfy the inequality(2.1). Let T be a general Klein tile with these data
defined as above. Then
(1) some2s − 3 coordinates among4s − 4 coordinates of the2s − 2 vertices ofT
can be taken algebraically independent and other coordinates can be determined alge-
braically from these2s − 3 coordinates.
(2) Tr:degQK(T ) ≤ 2s − 3. Here equality holds for a generalT .

3. Proof of Greenberg’s theorem

We first explain our terminology (c.f., Namba [14]). Letf : X → Y be a surjec-
tive holomorphic map between connected compact Riemann surfacesX and Y . Thenf can be regarded as abranched covering: For any pointp of X, there are local co-
ordinate systemsz andw aroundp and q = f (p), respectively, withz(p) = w(q) = 0
such thatf is locally expressed as

f : z 7−→ w = ze:
The positive integere is called theramification index off at p. If e ≥ 2, thenp andq are called aramification point and a branch point of f , respectively. We denote
by Rf (resp.Bf ) the set of all ramification points (resp. branch points) andcall it
the ramification locus(resp.branch locus) of f . They are finite sets. Note thatRf ⊂f −1(Bf ) and

f : X − f −1(Bf ) −→ Y − Bf
is a usual finite covering map (i.e., finite unbranched covering map). Its mapping de-
gree is called thedegree off and is denoted by deg(f ). f is called aGalois covering
if the automorphism group

Aut(f ) = { ∈ Aut(X) | f ◦  = f }
of f acts transitively on each fiber off . In this case, deg(f ) is equal to the order of
Aut(f ) andY is canonically biholomorphic to the quotient spaceX=Aut(f ). A Galois
covering is called anabelian (resp.cyclic) covering if Aut(f ) is abelian (resp. cyclic).
If f : X → Y is a Galois covering, then for any pointq ∈ Bf , the ramification index
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Fig. 3. The meridians

of f at a pointp ∈ f −1(q) is independent ofp and depends only onq. Hence we
may call it theramification index off at q, which is a divisor of deg(f ). Let f be
Galois, Bf = {q1; q2; : : : ; qs} and ej (≥ 2) the ramification index off at qj (j =
1;2; : : : ; s). Then the positive divisor

e1q1 + e2q2 + · · · + esqs
on Y is called thebranch divisor off .

Now let G be any non-trivial finite group.G can be presented as follows:

(3.1) G =
〈g1; g2; : : : ; gs ∣∣ ge1

1 = ge2
2 = · · · = gess = g1g2 · · · gs = 1; ∗; : : : ; ∗〉 ;

where eachgj is not the identity 1 andej (≥ 2) is the order ofgj . (∗ are other re-
lations.) We allowg1; g2; : : : ; gs to overlap a number of times; for example, we can
select such asg1 = g2 = · · · = gs if G is a cyclic group. So we can enlarge the value
of s even if the order #G of G is much smaller.

We assume thats ≥ 3 and e1; e2; : : : ; es satisfy the inequality (2.1). (Note that
(2.1) is automatically satisfied ifs ≥ 5.)

Take distincts points

q1; q2; : : : ; qs
in P1 = P1(C), the complex projective line. PutB = {q1; q2; : : : ; qs}. Take a pointq0 ∈ P1 as a base point which is not contained inB. Then the fundamental group�1(P1 − B; q0) has the presentation as follows:

�1
(
P1− B; q0

)
= 〈
1; 
2; : : : ; 
s | 
1
2 · · · 
s = 1〉;

where
j (j = 1;2; : : : ; s) are (the homotopy classes of) the meridians aroundqj as in
Fig. 3. Consider an epimorphism

(3.2) � : �1
(
P1 − B; q0

)
−→ G; 
j 7−→ gj (j = 1;2; : : : ; s)
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and a finite unbranched Galois covering

f ′ : X′ −→ P1 − B
which corresponds to the kernel Ker� of � . f ′ can be extended to a finite branched
covering

f : X −→ P1;
whereX is a compact Riemann surface. (The extension is unique up to isomorphisms.
See Theorem 4.3.)f is a finite Galois covering whose automorphism group Aut(f ) is
isomorphic toG. The branch divisor off is

e1q1 + e2q2 + · · · + esqs :
The genusg of X can be calculated by the Riemann-Hurwitz formula:

(3.3) 2g − 2 = d




s∑
j=1

(
1− 1ej

)
− 2



 ;

whered is the order of the groupG. Hence, by the assumption of the inequality (2.1),
we haveg ≥ 2. In particular Aut(X) is a finite group.

Aut(f ) is a subgroup of Aut(X) and is isomorphic toG. The quotient spaceX=Aut(X) is also biholomorphic toP1 and the projection map

f̂ : X −→ X=Aut(X) ≃ P1

is a finite Galois covering with the Galois group Aut(X). Let

ê1q̂1 + ê2q̂2 + · · · + êŝ q̂ŝ
be its branch divisor. There exists a surjective holomorphic map (i.e., a rational func-
tion)

h : X=Aut(f ) ≃ P1 −→ X=Aut(X) ≃ P1

such thath◦f = f̂ . Let m be the degree of the maph. m is then the index of Aut(f )
in Aut(X) andmd is the order of Aut(X). Comparing (3.3) with the Riemann-Hurwitz
formula with respect tof̂ , we have

(3.4) m
{ ŝ∑
k=1

(
1− 1êk

)
− 2

}
=

s∑
j=1

(
1− 1ej

)
− 2:

The following lemma is obvious from the definition of the ramification index.
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Lemma 3.1. For a point p ∈ X, let 
 and 
′ be the ramification indices off atp and ofh at f (p), respectively. Then the ramification index of̂f = h ◦f at p is 

′.
The following lemma is also obvious from Lemma 3.1 and the definition of Galois

coverings.

Lemma 3.2. Let f; h and f̂ = h ◦ f be as above. Then the following(i) to (v)
hold:
(i) Bf ⊂ h−1(Bf̂ ) and Bh ⊂ Bf̂ .
(ii) For r ∈ Bf̂ , the ramification index off̂ at r can be divisible byl, where l is the
least common multiple of the ramification indices ofh at points ofh−1(r).
(iii) Let r ∈ Bf̂ . If the ramification index ofh at a point q in h−1(r) is less thanl
in (ii), then q ∈ Bf .
(iv) Let r ∈ Bf̂ . If q ∈ h−1(r) is not a ramification point ofh, then q ∈ Bf .
(v) Let r ∈ Bh. Assume that

(1) there isq ∈ h−1(r) such thatq is not a ramification point ofh, and
(2) h−1(r) 6⊂ Bf .

Then the following(a) and (b) hold:
(a) h−1(r)− Bf = {q ′ ∈ h−1(r) | the ramification index ofh at q ′ is l in (ii) },
(b) the ramification index off at q is l in (ii).

Now we prove the following key proposition for the proof of Greenberg’s
theorem.

Proposition 3.3. Let f; h; f̂ = h ◦f; s; ŝ andm be as above. Assumem ≥ 2, i.e.,
Aut(f ) 6= Aut(X). If either
(1) s ≥ 5, or
(2) s = 4 and {e1; e2; e3; e4} does not satisfye1 = e2 ≤ e3 = e4,
then ŝ < s.

Proof. We divide the proof into several steps.
(i) Assume first thatm = 2. Thenh is a double covering with 2 branch points.

If q ∈ Bf and q ′ ∈ h−1(h(q)), thenq ′ ∈ Bf by (iv) of Lemma 3.2. This implies easily
that

(i-1) if s ≥ 5, thens > ŝ, and
(i-2) if s = 4, then ŝ = 3 or 4.

In (i-2), ŝ = 4 holds if and only if{q1; q2; q3; q4} and {q̂1; q̂2; q̂3; q̂4} are as in Fig. 4.
In this case,

e1 = e2(= ê2) and e3 = e4(= ê3)

by Lemma 3.1. (Since the genusg of X satisfiesg ≥ 2, e1 and e3 must satisfy (1=e1)+
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X=Aut(f )

X=Aut(X)

h
q̂1

q1 q3

q2 q4

q̂2 q̂3 q̂4

Fig. 4. m = 2, s = 4, ŝ = 4

(1=e3) < 1.)
(ii) In the following, we assume thatm ≥ 3.
The left hand side of the equality in (3.4) is greater than or equal tom((ŝ=2)−2).

Hence

m( ŝ
2
− 2

)
≤

s∑
j=1

(
1− 1ej

)
− 2 = s − A− 2; where A =

s∑
j=1

1ej :
Hence

ŝ ≤ 2sm − 2Am − 4m + 4:
Hences > ŝ holds if

2sm − 2Am − 4m + 4< s:
This inequality holds if and only if

4m− 2A− 4< (m− 2)s:
Sincem ≥ 3, this inequality holds if and only if

4 +
4− 2Am− 2

< s:
If m ≥ 6, then

4 +
4− 2Am− 2

< 4 +
4m− 2
≤ 5:

Hence ifm ≥ 6 and s ≥ 5, then ŝ < s.
If m = 5, then

4 +
4− 2Am− 2

< 4 +
4

5− 2
=

16

3
< 6:

Hence ifm = 5 ands ≥ 6, then ŝ < s.
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hh h

Fig. 5. m = 3

If m = 4, then

4 +
4− 2Am− 2

< 4 +
4

4− 2
= 6:

Hence ifm = 4 ands ≥ 6, then ŝ < s.
If m = 3, then

4 +
4− 2Am− 2

< 4 +
4

3− 2
= 8:

Hence ifm = 3 ands ≥ 8, then ŝ < s.
(iii) Hence if m ≥ 3 ands ≥ 5, then it is enough to check the cases (iii-1)m = 3

and s = 5;6;7 and (iii-2)m = 4 or 5 ands = 5:

(iii-1) Assumem = 3. The picture of ramifications forh with deg(h) = 3 are 3
pictures in Fig. 5.

Using Lemma 3.2, we can check that the case 5≤ s ≤ ŝ can not occur for each
picture in Fig. 5. For example, in the last picture in Fig. 5, the 4 unramified points ofh in h−1(Bh) must be points inBf by (iii) of Lemma 3.2. If ŝ ≥ 5, then there is a
point r ∈ (P1−Bh)∩Bf̂ . Then the 3 points inh−1(r) must be points inBf by (iv) of
Lemma 3.2. Hence

s ≥ 4 + 3(̂s − 4)> ŝ:
Thus if m = 3 ands ≥ 5, then ŝ < s.
(iii-2) Assumem = 4 or m = 5. We draw all possible pictures of ramifications

for h with m = 4 andm = 5. (There are 14 pictures form = 4 and 36 pictures form = 5.) Using Lemma 3.2, we can check as in the case (iii-1) that the casês ≥ s = 5
can not occur for each picture form = 4 andm = 5.

Thus if m = 4 or 5 ands = 5, then ŝ < s.
Hence we conclude that ifs ≥ 5, then ŝ < s.
(iv) Finally we consider the casem ≥ 3 and s = 4. We look for the casês ≥s = 4.

(iv-1) If m = 3, then by Lemma 3.2, the caseŝ ≥ s = 4 occurs only ifŝ = s = 4
and the picture of ramifications is as in Fig. 6.
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Fig. 6. m = 3, s = 4, ŝ = 4
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q3
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q̂2 q̂3 q̂4

Fig. 7. m = 4, s = 4, ŝ = 4

But in this case, every ramification index off at qj (j = 1;2;3;4) is 2 by (v)
of Lemma 3.2. Hence the genus ofX is 1, a contradiction. Hence this case does not
occur.

(iv-2) If m = 4, then by Lemma 3.2, the caseŝ ≥ s = 4 occurs only ifŝ = s = 4
and the picture of ramifications is one of 2 pictures in Fig. 7.

In the left picture in Fig. 7, every ramification index off at qj (j = 1;2;3;4)
must be 2 by (v) of Lemma 3.2. Hence the genus ofX is 1, a contradiction. Hence
this case does not occur.

The right picture in Fig. 7 may occur. In this case, by (v) of Lemma 3.2,

e1 = e2 = e3 = e4 (= ê4):
(Sinceg ≥ 2, e1 must satisfye1 ≥ 3.)

(iv-3) Finally we assumem ≥ 5 and ŝ ≥ s = 4. We show that this case does not
occur.

If #Bh ≤ 3, then there is a pointr ∈ Bf̂−Bh. By (iv) of Lemma 3.2,h−1(r) ⊂ Bf .
Hence

5≤ m = #h−1(r) ≤ s = 4;
a contradiction. Hence #Bh ≥ 4.

Moreover by a similar reason, we must haveBf̂ = Bh. Henceŝ = #Bh (≥ 4). Put

Bh = Bf̂ = {r1; r2; : : : ; rŝ}
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and

h−1(rj ) =
{q1j ; q2j ; : : : ; q tjj } (j = 1;2; : : : ; ŝ):

Let mkj be the ramification index ofh at qkj . Then

m1
1 +m2

1 + · · · +mt11 = m;
m1

2 +m2
2 + · · · +mt22 = m;
· · ·

m1ŝ +m2ŝ + · · · +mtŝ̂s = m:
Adding them, we have

ŝ∑
j=1

tj∑
k=1

mkj = ŝm:
On the other hand,

(3.5)
ŝ∑
j=1

tj∑
k=1

(mkj − 1) = 2m− 2

by the Riemann-Hurwitz formula with respect toh. Hence

ŝm− (t1 + t2 + · · · + tŝ) = 2m− 2:
Hence

(3.6) t1 + t2 + · · · + tŝ = (ŝ − 2)m + 2:
Assume that

1 =m1j = · · · = majj < maj+1j ≤ · · · ≤ mtjj :
(aj = 0 if mkj ≥ 2 for all k.) Now (3.5) can be rewritten as

ŝ∑
j=1

∑

mkj≥2

(mkj − 1) = 2m− 2:
Every term in the left hand side satisfies

mkj − 1≥ 1:
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Hence

(t1− a1) + (t2 − a2) + · · · + (tŝ − aŝ) ≤ 2m− 2:
By (3.6),

(ŝ − 2)m + 2− (a1 + a2 + · · · + aŝ) ≤ 2m− 2:
Hence

(a1 + a2 + · · · + aŝ) ≥ (ŝ − 4)m + 4:
By (iv) of Lemma 3.2,

4 = s ≥ a1 + a2 + · · · + aŝ :
Hence

4 = s ≥ a1 + a2 + · · · + aŝ ≥ (ŝ − 4)m + 4:
Hence

ŝ = 4; a1 + a2 + a3 + a4 = 4; maj+1j = · · · = mtjj = 2:
Moreover, ifm is odd, then

a1 = a2 = a3 = a4 = 1:
If m is even, then either

a1 = a2 = 0; a3 = a4 = 2

or

a1 = a2 = a3 = 0; a4 = 4:
Sincem ≥ 5, by (v) of Lemma 3.2, we have

e1 = e2 = e3 = e4 = 2:
Hence the genus ofX is 1, a contradiction. Hence this case does not occur.

We conclude that if̂s ≥ s = 4, then either
(1) m = 2, ŝ = s = 4 ande1 = e2 ≤ e3 = e4 ((1=e1) + (1=e3) < 1), or
(2) m = 4, ŝ = s = 4 ande1 = e2 = e3 = e4 (≥ 3)

There exist examples which satisfy the conditions stated atthe end of the proof
of Proposition 3.3:
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EXAMPLE 3.4. (1) Let � be a complex number with� 6= 0;1 andX� be the
Riemann surface of the algebraic function

X� : y4 − (x − 1)2(x − �)2x = 0:
The mapping

f� : (x; y) ∈ X� 7−→ x ∈ P1

is a cyclic covering of degree 4, branching atx = 1; �;∞ and 0 with the ramification
indices 2;2;4 and 4, respectively. Hence, in this case,

s = 4; e1 = e2 = 2; e3 = e4 = 4 and g = 2:
The mappings

� : (x; y) ∈ X� 7−→ (x;√−1y) ∈ X�;
� : (x; y) ∈ X� 7−→ (�=x; �3=4(x − 1)(x − �)=xy) ∈ X�

are automorphisms ofX�. � generates Aut(f�).
The subgroupD� of Aut(X�) generated by� and � is isomorphic to the dihedral

group of order 8.D� coincides with Aut(X�) for general�. In fact, if we set

u =
y2

(x − 1)(x − �)
;

then

u2 = x on X�:
HenceX� is expressed by the equation

X� : y2 = (u2− 1)(u2 − �)u:
This is an equation of hyperelliptic Riemann surfaces and the mapping

(u; y) ∈ X� 7−→ u ∈ P1

is a double covering. The linear pencil of degree 2 on a hyperelliptic Riemann surface
is unique. Using this fact, we can determine the group Aut(X�) of automorphisms ofX�. The result can be stated as follows:

(1-i) If � 6= 0;1;−1;9;1=9, then Aut(X�) = D�, which is isomorphic to the dihe-
dral group of degree 8. Every element ofD� gives a holomorphic equivalence off� to itself. Hence, in this case,

m = [Aut(X�) : Aut(f�)] = 2; ŝ = s = 4:
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(1-ii) If � = −1, then the order of Aut(X−1) is 48 and there is the following exact
sequence:

1−→ (Z=2Z) −→ Aut(X−1) −→ S4 −→ 1:
(1-iii) If � = 9 or 1=9, then the order of Aut(X�) is 24 and there is the following
exact sequence:

1−→ (Z=2Z) −→ Aut(X�) −→ D(12)−→ 1;
whereD(12) is the dihedral group of order 12.

(2) Let � is a complex number with� 6= 0;1 andX� be the Riemann surface of the
algebraic function

X� : y4− (x − 1)(x − �)x3 = 0:
The mapping

f� : (x; y) ∈ X� 7−→ x ∈ P1

is a cyclic covering of degree 4, branching atx = 1; �;∞ and 0 with the ramification
index 4 equally. Hence, in this case,

s = 4; e1 = e2 = e3 = e4 = 4 and g = 3:
The mappings

� : (x; y) ∈ X� 7−→ (x;√−1y) ∈ X�;
� : (x; y) ∈ X� 7−→ (�=x; �y=x2

)
∈ X�;


 : (x; y) ∈ X� 7−→ (
(�x − �)=(x − �); �√�− 1x(x − 1)=(xy − �y)

)
∈ X�

are automorphisms ofX�. � generates Aut(f�).
The subgroupE� of Aut(X�) generated by�, � and 
 is isomorphic to

D(8)× (Z=2Z);
whereD(8) is the dihedral group of order 8.

If we put

x̂ = y=x and ŷ = 2x − 1− �− (y=x)4;
thenX� can be expressed by the equation

ŷ2 = x̂8 + 2(� + 1)x̂4 + (�− 1)2;
which is an equation of hyperelliptic Riemann surfaces. From this, we can determine
the group Aut(X�) of automorphisms ofX�. The result can be stated as follows:
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U

X

X=Aut(X)

�̂
�

f̂ X=Aut(f )�

�

f

�

h
Fig. 8. Commutative diagram (i)

(2-i) If � 6= 0;1;−1;3=4;4=3, then Aut(X�) = E�, which is isomorphic toD(8)×
(Z=2Z). Every element ofE� gives a holomorphic equivalence off� to itself.
Hence, in this case,

m = [Aut(X�) : Aut(f�)] = 4; ŝ = s = 4:
(2-ii) If � = −1, then Aut(X−1) is isomorphic toD(16)× (Z=2Z). The order is 32.
(2-iii) If � = 3=4 or 4=3, then the order of Aut(X�) is 48 and there is the follow-
ing exact sequence:

1−→ (Z=2Z) −→ Aut(X�) −→ S4 −→ 1:
Now let

� : U −→ X
be the universal covering map ofX. Put

� = f ◦ � and �̂ = f̂ ◦ �:
Then�; � and �̂ are infinite Galois branched coverings. We have the commutative di-
agram in Fig. 8.

Put

3 = Aut(�); 0 = Aut(�) and 0̂ = Aut(�̂):
Then they are Fuchsian groups of the first kind and3 ⊂ 0 ⊂ 0̂. 3 is a normal sub-
group of finite index of both0 and 0̂. Note that3 has no elliptic element and̂0 is
the normalizer of3 in PSL(2;R) (see Jones and Singerman [7]).

The Galois correspondence of the commutative diagram in Fig. 8 asserts that

Aut(f ) ≃ 0=3 and Aut(X) ≃ 0̂=3:
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qi1 qi2 qi3 qis

o

Fig. 9. A point o and geodesics

Moreover we have

X ≃ U=3;
P1 ≃ X=Aut(f ) ≃ U=0;

X=Aut(X) ≃ U=0̂ (≃ P1):
Let F and F̂ be the sets of fixed points inU of 0 and 0̂, respectively. ThenF ⊂ F̂ ,F = �−1(B) and F̂ = �̂−1(B̂), whereB̂ = {q̂1; q̂2; : : : ; q̂ŝ}, the branch locus off̂ .

Lemma 3.5. (1) There exists a finite subsetV (resp. V̂ ) in F (resp. F̂ ) such
that V (resp. V̂ ) forms the set of vertices of a general Klein tileT (resp. T̂ ), a 2(s −
1)-gonal (resp. 2(ŝ − 1)-gonal) polygon and such thatT (resp. T̂ ) is a fundamental
domain of0 (resp. 0̂).
(2) A fundamental domain of3 can be obtained as a union of finite number of con-
secutiveT ’s (resp. T̂ ’s).

Proof. (2) is an easy consequence of (1), for3 is a normal subgroup of finite
index of both0 and 0̂.

We prove the assertion (1) with respect to0. The assertion (1) with respect tô0
can be proved in a similar way.

First, note thatPSL(2;R) is the group of all orientation preserving isometries of
U with the standard Riemannian metric. Hence0 is a group of orientation preserving
isometries. We introduce a metric onP1 ≃ U=0 from that ofU through� . ThenP1 ≃
U=0 is a 2-dimensional Riemannian manifold with the thornsq1; q2; : : : ; qs . Take a
point o ∈ P1− B, B = {q1; q2; : : : ; qs}, and a positive numberÆ such that

(1) B is contained in a non-Euclidean ball1(o; Æ) with the centero and the ra-
dius Æ, and

(2) every thorn can be jointed in1(o; Æ) to o by a unique, mutually distinct, geo-
desic (see Fig. 9).

In Fig. 9, i1i2 · · · is is a permutation of 12· · · s. (Note that even if (2) is not satisfied
for o, (2) will be satisfied foro′ very near fromo. In fact, we can findo′ from where
we can watch every thorn.)
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We pull back the graph in Fig. 9 toU over the map� . Then we get a tiling of
U by a tile S of 2s-polygon with vertices

O1; P1;O2; P2; : : : ; Os; Ps
ordered counterclockwisely such that

(1) �(O�) = o (� = 1;2; : : : ; s), and
(2) �(P�) = qi� (� = 1;2; : : : ; s).
We draw new geodesics

P1P2; P2P3; : : : ; PsP1

at every tileS so that we get news-polygons

T ′ = P1P2 · · ·Ps
with the vertices ordered counterclockwisely.

Now we throw away (i.e., forget) old sides ofS. Then we get a new tiling ofU
with a tile T which consists of the union ofT ′ andT ′′ which is also ans-polygon and
adjoinsT ′ with a side in common, and the vertices of which are ordered clockwisely.

The tile T is a general Klein tile which is a 2(s − 1)-polygon.

REMARK 3.6. The tiling ofU by T is a kind of dual to the tiling byS.

Let D and D̂ be fundamental domains of3 in (2) of Lemma 3.5, which are
unions of finite numbers of consecutiveT ’s and T̂ ’s, respectively. ThenD and D̂ can
be taken so that they are almost same. This means thatD can be obtained by cut-
ting off from D̂ some small polygons, some sidesL of which are on the boundary ofD̂, and pasting them to other parts of the boundary ofD̂ which are equivalent toL
under 0̂.

We express this thatD is equal toD̂ with its boundary modified.

Lemma 3.7. Let D and D̂ be fundamental domains of3 which can be obtained
as unions of finite numbers of consecutiveT ’s and T̂ ’s, respectively, as in (2) of Lem-
ma 3.5.ThenD can be taken to be equal tôD with its boundary modified.

Proof. As in the proof of Lemma 3.5, we obtain a tiling6 of X by pulling back
the graph in Fig. 9 overf . We also obtain a tiling6̂ of X by pulling-back overf̂ a
similar graph inX=Aut(X) to that in Fig. 9. We then consider the dual tiling6∗ and6̂∗ of 6 and 6̂, respectively (see Remark 3.6).

Note that
(1) the union of all tiles in6∗ (resp.6̂∗) is X itself, and



156 S. MIZUTA AND M. NAMBA

(2) the vertices of the tiles of6∗ are contained in those of̂6∗.
Now we pull back over� both tilings of6∗ and 6̂∗ of X to U and obtain two

tilings of U by general Klein tilesT and T̂ , respectively. Then by (1) and (2) above,
we conclude thatD can be taken to be equal tôD with its boundary modified.

The Fuchsian group0 is generated by the rotations ofU with the angle 2�=e with
the center the verticesP of the general Klein tileT in Lemma 3.5. (e is the ramifica-
tion index of� at P .)

Now, conversely we start from a general Klein tileT in U . If we are given a gen-
eral Klein tile

T = V1V2 · · ·V2s−2

of 2(s − 1)-polygon inU , then we get a Fuchsian group0 of the first kind which is
generated by rotations ofU at the centers the vertices ofT and a fundamental domain
of which is T . We also get a normal subgroup3 of 0 such that

(1) 0=3 ≃ G, and
(2) 3 has no elliptic element.

This is because0 has the following presentation as an abstract group:

0 =
〈'1; '2; : : : ; 's ∣∣ 'e1

1 = 'e2
2 = · · · = 'ess = '1'2 · · ·'s = 1

〉 :
X = U=3 is a compact Riemann surface and

f : X = U=3 −→ U=0 ≃ P1

is a finite Galois branched covering with Aut(f ) isomorphic toG. Let 0̂ be the nor-
malizer of3 in PSL(2;R). Then 0̂ is a Fuchsian group of the first kind and̂0=3 is
isomorphic to Aut(X). Moreover we get a commutative diagram as in Fig. 8.

Let

T̂ = V̂1V̂2 · · · V̂2ŝ−2

be a general Klein tile of 2(ŝ − 1)-polygon in Lemma 3.5.
Let (xj ; yj ) (j = 1;2; : : : ;2s − 2) (resp. (̂xk; ŷk) (k = 1;2; : : : ;2ŝ − 2)) be the

coordinate ofVj (resp. V̂k) in U . As in §1, consider the field

K(T ) = Q(x1; y1; x2; y2; : : : ; x2s−2; y2s−2)

(resp.K(T̂ ) = Q(x̂1; ŷ1; x̂2; ŷ2; : : : ; x̂2ŝ−2; ŷ2ŝ−2)).

By Proposition 2.1, we may choose the Klein tileT such that Tr:degQK(T ) = 2s− 3.
By Proposition 2.1 again, we have

Tr:degQK(T̂ ) ≤ 2ŝ − 3:
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By Lemma 3.5, a fundamental domain̂D of 3 is a union of finite consecutive
tiles of T̂ ’s.

By Lemma 3.7, a fundamental domainD of 3, which is equal toD̂ with its
boundary modified, is a union of finite consecutive tiles ofT ’s.

Now let K (resp. K̂) be the field overQ attaching coordinates of all vertices inD ∪ D̂ of the tiles of the tiling byT (resp. T̂ ). Every tile of the tiling byT is con-
gruent to the adjoining tile. Hence the coordinates of everyvertex of the tiles of the
tiling by T in U depend algebraically on the coordinates of those ofT . HenceK is a
finite extension ofK(T ). In particular

Tr:degQK = Tr:degQK(T ):
In a similar way,

Tr:degQ K̂ = Tr:degQK (T̂ ) :
On the other hand, as noted above,

F = �−1({q1; q2; : : : ; qs}) ⊂ F̂ = �̂−1({q̂1; q̂2; : : : ; q̂ŝ}):
HenceK ⊂ K̂. Hence

2s − 3 = Tr:degQK(T ) = Tr:degQK
≤ Tr:degQ K̂ = Tr:degQK (T̂ ) ≤ 2ŝ − 3:

Hence

s ≤ ŝ:
By Proposition 3.3, if either

(1) s ≥ 5, or
(2) s = 4 and{e1; e2; e3; e4} does not satisfye1 = e2 ≤ e3 = e4,

then

Aut(X) = Aut(f ) ≃ G:
Thus Greenberg’s theorem is proved.

4. Moduli spaces of Galois coverings

In this section, we discuss moduli spaces of Galois coverings. We first prepare
some terminologies (c.f., Namba [14]).

Let Y be a connected complex manifold. Afinite branched coveringf : X→ Y ofY is by definition a finite proper holomorphic map of an irreducible normal complex
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X′X

Y
�f f ′
 

Fig. 10. Commutative diagram (ii)

X′X

Y
�f f ′
 

Y ′'
Fig. 11. Commutative diagram (iii)

spaceX onto Y . As in the case of Riemann surfaces,

Rf = {p ∈ X | f is not biholomorphic aroundp}
andBf = f (Rf ) are called theramification locusand thebranch locus off , respec-
tively. They are hypersurfaces ofX and Y , respectively. Two such coveringsf : X→Y and f ′ : X′ → Y are said to beisomorphic (denoted byf ≃ f ′) if there is a bi-
holomorphic map : X→ X′ such that the diagram in Fig. 10 is commutative.

Two finite branched coveringsf : X → Y and f ′ : X′ → Y ′ are said to beholo-
morphically equivalent(resp.topologically equivalent) if there are biholomorphic maps
(resp. orientation preserving homeomorphisms) : X → X′ and ' : Y → Y ′ such that
the diagram in Fig. 11 is commutative.

A finite branched coveringf : X→ Y is called aGalois coveringif the automor-
phism group

Aut(f ) = { ∈ Aut(X) | f ◦  = f }
of f acts transitively on each fiber off . (Moreover if Aut(f ) is abelian or cyclic,
then f is said to beabelian or cyclic, respectively.) In this caseY is canonically bi-
holomorphic to the quotient spaceX=Aut(f ).

For a non-trivial finite groupG, a finite branched Galois coveringf : X → Y
of Y is called aG-covering if Aut(f ) is isomorphic toG. A finite (not necessarily
Galois) branched coveringf : X→ Y is called afamily ofG-coverings ofP1 if

(1) � : Y → N is a holomorphicP1-bundle over a connected complex mani-
fold N ,

(2) �−1(t) is not contained inBf for every t ∈ N ,
(3) there is an open covering{U�}� of N such that the restriction

f� = f : X� = f −1(Y�) −→ Y� = �−1(U�)
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is aG-covering for every�, and
(4) the restriction

ft = f : Xt = f −1(Yt ) −→ Yt = �−1(t) (≃ P1)

is aG-covering ofP1 for every pointt ∈ N .

In this case,f and X are written asf = {ft }t∈N and X = {Xt }t∈N , respectively. A
family {ft }t∈N of G-coverings ofP1 is said to benon-degenerateif the numbers of
the branch points offt is constant fort ∈ N .

In the rest of this paper, we assumes ≥ 3.

Theorem 4.1. Members of a non-degenerate family ofG-coverings ofP1 are mu-
tually topologically equivalent. Conversely, any two topologically equivalentG-
coverings ofP1 belong (up to isomorphisms) to the same non-degenerate family ofG-
coverings ofP1.

In order to prove the first half of the theorem, we need some preparations. Let� : Y → N be a holomorphicP1-bundle andf = {ft }t∈N : X = {Xt }t∈N → Y be a
non-degenerate family ofG-coverings ofP1. It suffices to show the first half of The-
orem 4.1 locally. That is, it suffices to show that, for an arbitrary point o ∈ N , there
exists a connected open neighborhoodW of o in N such thatft is topologically equiv-
alent tofo for all t ∈ W .

Let {q1(o); q2(o); : : : ; qs(o)} be the branch locus offo. Let Uj (j = 1;2; : : : ; s) be
mutually disjoint small balls with the centerqj (o) with respect to a Riemannian metric
on P1. Let W be a small ball inN with the centero with respect to a Riemannian
metric onN . For a pointt ∈ W , let {q1(t); q2(t); : : : ; qs(t)} be the branch locus offt .
By the assumption,s is independent oft ∈ W . Eachqj (t) (j = 1;2; : : : ; s) depends
holomorphically ont ∈ W . Taking W small enough, we may assume that eachqj (t)
(j = 1;2; : : : ; s) belongs toUj . Note that

Z =
s⋃
j=1

{qj (t) | t ∈ W }
is a non-singular hypersurface of�−1(W ).

Now we recall the following known lemma whose proof can be found in e.g.,
Matsuno [10]:

Lemma 4.2. There exists an orientation preserving homeomorphism'̂ :W×P1→�−1(W ) such that

(1) �('̂(t; q)) = t for (t; q) ∈ W × P1,
(2) 't = '̂ : t × P1→ �−1(t) mapsqj (o) to qj (t) for t ∈ W and j = 1;2; : : : ; s, and
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X′′W × (Xo − f −1o (B)
)

�id × fo f ′′
 ̂

�−1(W )− Z'̂W × (P1 − B)

Fig. 12. Commutative diagram (iv)

(3) 't mapsUj to Uj for t ∈ W and j = 1;2; : : : ; s, and 't is equal to the identity
map onP1 − U1 ∪ U2 ∪ · · · ∪ Us .

Lemma 4.2 implies that�−1(W ) − Z is homeomorphic toW × (P1 − B), whereB = {q1(o); q2(o); : : : ; qs(o)}. SinceW is a ball,�1(�−1(W )−Z; (o; qo)) is isomorphic
through '̂ to �1(P1− B; qo):
(4.1) '̂∗ : �1

(
P1 − B; qo) ≃ �1

(�−1(W )− Z; (o; qo)) ;
whereqo is a point inP1− U1 ∪ U2 ∪ · · · ∪ Us .

Let � be a homomorphism of�1(P1 − B; qo) onto G whose kernel Ker(� ) corre-
sponds tofo : Xo → P1 (see (3.2)). Let

f ′′ : X′′ −→ �−1(W )− Z
be a finite unbranchedG-covering corresponding to Ker(� ) under the isomorphism'∗
in (4.1). We extendf ′′ to a finite branchedG-coveringf ′ : X′ → �−1(W ) by the fol-
lowing theorem of Grauert and Remmert:

Theorem 4.3 (Grauert and Remmert [4]).Let M and S be a connected complex
manifold and its hypersurface, respectively. Let f : X→ M−S be a finite unbranched
covering. Then there exists a unique(up to isomorphisms) finite (branched) coveringf̂ : X̂→ M which extendsf .

The extendedX′ in our case is non-singular, forZ is non-singular (see Namba
[14]). Note that

(4.2) f ′ = {f ′t }t∈W : X′ = {X′t }t∈W −→ �−1(W )

is a non-degenerateG-covering.
By the isomorphism in (4.1), the homeomorphism ˆ' induces the topological equiv-

alence in Fig. 12. In Fig. 12,id is the identity map. Since the extension in Theo-
rem 4.3 is topologically equivalent to the Fox completion (see Fox [3]), the above
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X′W ×Xo

W × P1

�id × fo f ′
 ̂

�−1(W )'̂
Fig. 13. Commutative diagram (v)

topological equivalence can be naturally extended to the topological equivalence
in Fig. 13.

Now, by (4.1) again,�1(�−1(W ) − Z; (o; qo)) is isomorphic to�1(P1 − B; qo).
Hence the unbranched covering

f : f −1
(�−1(W )− Z) −→ �−1(W )− Z

and its extension by Theorem 4.3

f|W = {ft }t∈W : X|W = f −1 (�−1(W )
)
−→ �−1(W )

also corresponds to Ker(� ). (In particular, they areG-coverings.)
Hencef|W = {ft }t∈W and f ′ = {f ′t }t∈W in (4.2) are isomorphic.
Thus the trivial family ofG-coverings

W ×Xo −→ W × P1

and

f|W = {ft }t∈W
are topologically equivalent. In particular,ft is topologically equivalent tofo for everyt ∈ W . This completes the proof of the first half of Theorem 4.1.

The second half of Theorem 4.1 follows from the assertion that the set of all (iso-
morphism classes of)G-coverings ofP1, which are topologically equivalent to a givenG-coveringfo : Xo → P1, forms a non-degenerate family

(4.3) f̂ = {fm}m∈M : X̂ = {Xm}m∈M −→ M × P1

of G-coverings ofP1. (The projectionM × P1 → M is the productP1-bundle over a
connected complex manifold M.)

We call this family acomplete non-degenerate family with respect tofo. Such a
family was constructed in V̈olklein [18]. Thus the proof of Theorem 4.1 has com-
pleted. (In Appendix, we give a sketch of a construction of the family in (4.3), which
is apparently different from that in V̈olklein [18].)
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We need, however, some informations about the complete non-degenerate family
with respect tofo in (4.3).

First of all, note that two topological equivalentG-coverings ofP1 have the same
number s of branch points and the same set of ramification indices{e1; e2; : : : ; es}.
Hences and {e1; e2; : : : ; es} are constant forG-coveringsfm : Xm → P1, m ∈ M, of
the family in (4.3).

Next, we need to observe how a neighborhoodW of a givenG-covering fo in
the family with respect tofo in (4.3) can be constructed. In fact, it can be constructed
in a similar way to the proof of the first part of Theorem 4.1 as follows: The s-times
symmetric productSsP1 of P1 can be naturally identified with thes-dimensional com-
plex projective spacePs : SsP1 = Ps . By the projection

� :
(
P1)s −→ SsP1 = Ps;

the diagonal is mapped to the discriminant locus1, which is an irreducible hyper-
surface of degree 2s − 2 in Ps . Let

Bo =
{qo1; qo2; : : : ; qos } (

⊂ P1)

be the branch locus offo. Let Uj (j = 1;2; : : : ; s) be small open balls with the centerqoj with respect to a Riemannian metric onP1 which are disjoint each other. Put

W = �(U1× U2× · · · × Us):
ThenW is a simply connected open neighborhood of the divisor (onP1)

mo = qo1 + qo2 + · · · + qos
in SsP1 = Ps and is disjoint from1.

Put

Z =
{
(m; q) ∈ W × P1

∣∣ m = q1 + q2 + · · · + qs;
qj = q for some j = 1;2; : : : ; s} :

ThenZ is a non-singular hypersurface inW × P1.
Lemma 4.2 can be applied to this case. Thus there exists an orientation preserving

homeomorphism

(4.4) '̂ : W × P1 −→ W × P1

such that
(1) �('̂(m; q)) = m for (m; q) ∈ W×P1, where� : W×P1→ W is the projection,
(2) 'm = '̂ : m × P1 → �−1(m) mapsqoj to qj for m ∈ W and j = 1;2; : : : ; s,

whereq1 + q2 + · · · + qs = m, and
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(3) 'm for m ∈ W mapsUj to Uj for m ∈ W and j = 1;2; : : : ; s, and 'm is
equal to the identity map onP1 − U1 ∪ U2 ∪ · · · ∪ Us .

In particular,

'̂ : W × (P1−
{qo1; qo2; : : : ; qos }) −→ (W × P1

)
− Z

is an orientation preserving homeomorphism. Hence (as in the proof of the first part
of Theorem 4.1) there exists a non-degenerate family

(4.5) fW = {fm}m∈W : XW = {Xm}m∈W −→ W × P1

of G-coverings (withXW a connected complex manifold) and an orientation preserving
homeomorphism

(4.6)  ̂ : W ×Xo −→ XW
which, together with ˆ', gives a topological equivalence between the trivial family

id × fo : W ×Xo −→ W × P1

(id is the identity map) andfW .
We thus obtained a local chartfW in (4.5). Patching up these local charts, we get

the complete non-degenerate familŷf = {fm}m∈M of G-coverings in (4.3). (In Appen-
dix, we give a global construction of the family.)

The family f̂ = {fm}m∈M in (4.3) consists of the set of all (isomorphism classes
of) G-coverings which are topologically equivalent to a givenfo : Xo → P1 (see (4.6)).

By the construction (see Appendix), there exists a finite unbranched covering

(4.7) � : M −→ Ps −1:
HenceM is a quasi-projective manifold.

Aut(P1) acts onM. The action is defined by

' ◦ fm ≃ f'(m)

for ' ∈ Aut(P1) andm ∈ M.
Note thatfm and f'(m) are holomorphically equivalent. Conversely, iffm and fm′ ,

for m;m′ ∈ M, are holomorphically equivalent, then there exists' ∈ Aut(P1) such thatm′ = '(m).
Aut(P1) also acts onPs −1. The actions are equivariant with respect to�. Every

point of Ps−1 is stable under the action of Aut(P1) (see Mumford [11]). Hence every
point of M is also stable, for� is a finite unbranched covering. Hence the quotient
space

(4.8) M=Aut(P1)
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X̃WW × U

W ×Xo
�id × �o �
 ̃

XW ̂
�id × fo fW

W × P1 W × P1'̂
Fig. 14. Commutative diagram (vi)

is an irreducible normal quasi-projective variety of dimension s−3, which we callthe
moduli space ofG-coverings(for a givenG-coveringfo : Xo → P1).

We now assume the inequality (2.1) for a givenfo : Xo → P1 which branches ate1q1(o) + e2q2(o) + · · · + esqs(o). We return back to discussions on the homeomorphism ̂ in (4.6).
Let

� : X̃W −→ XW
be the universal covering ofXW . Then  ̂ induces an orientation preserving homeo-
morphism

 ̃ : W × U −→ X̃W (U : the upper half plane)

which, together with ̂ , makes the diagram in Fig. 14 commutative. (�o : U → Xo is
the universal covering ofXo.)

Note that every fiber�−1(Xm), m ∈ W , is biholomorphic toU , so can be identi-
fied with U . �m = � : U = �−1(Xm)→ Xm is the universal covering ofXm. Note also
that '̂,  ̂ and  ̃ induce orientation preserving homeomorphisms

'm : o× P1 −→ m× P1;
 m : Xo −→ Xm; and

 ̃m : U = �−1(Xo) −→ U = �−1(Xm);
respectively.

Let T (m), for m ∈ W , be the general Klein tile constructed in the proof of Lem-
ma 3.5 with the respect to theG-coveringfm : Xm → P1. Then the commutative dia-
gram in Fig. 14 implies that

(1) T (m) is an image ofT (o) by the orientation preserving homeomorphism̃ m
which is in a small neighborhood of the identity map of the group
Homeo(U ;U) of all homeomorphisms ofU onto itself, and
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(2) T (m) is a small deformation ofT (o), that is, the coordinates of vertices ofT (m) are near from those of vertices ofT (o).
Note that the real dimension of the moduli spaceM=Aut(P1) is 2s − 6. On the

other hand, Proposition 2.1 implies that the coordinates ofvertices of general Klein
tiles, modulo congruences of tiles, depend (2s − 3)− 3 = 2s − 6 real parameters, for
dimPSL(2;R) = 3.

Hence we conclude that every small deformation ofT (o) is T (m) for somem ∈W . Thus, by the proof of Greenberg’s theorem in§3, we have

Proposition 4.4. Let f̂ = {fm}m∈M : X̂ = {Xm}m∈M → M × P1 be the complete
non-degenerate family ofG-coverings with respect tofo : Xo → P1 in (4.3). Suppose
that either
(1) s ≥ 5, or
(2) s = 4 and {e1; e2; e3; e4} does not satisfye1 = e2 ≤ e3 = e4.
Then there exists a dense setU in M such thatAut(fm) = Aut(Xm) for all m ∈ U .

In the next section, we show thatU can be taken so thatU is a Zariski open set
in M.

5. Equivalence problem

In the section, lets be an integer withs ≥ 3 ande1; e2; : : : ; es integers withej ≥
2 (j = 1;2; : : : ; s) which satisfy the inequality (2.1). Let

(5.1) f = {fu}u∈N : X = {Xu}u∈N −→ Y
be a non-degenerate family ofG-coverings ofP1 with a P1-bundle � : Y → N such
that eachfu : Xu→ P1 branches at the divisor

(5.2) e1q1(u) + e2q2(u) + · · · + esqs(u):
Theorem 5.1. Under the above notations, the set

S = {u ∈ N | Aut(fu) 6= Aut(Xu)}
is a closed complex subset ofN .

In order to prove Theorem 5.1, we need some preparations. Thedisjoint union

A =
⋃

u∈N Aut(Xu)
forms a complex space such that the projection

� : A −→ N
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X̂gXU

U
�� ◦ f f̂ g
ĥ

Tgh
Fig. 15. Commutative diagram (vii)

is holomorphic (see Schuster [17] and Namba [13]). This is a relative Douady space
(see Pourcin [15]).

In the present case, every fiber

�−1(u) = Aut(Xu)
is a finite group of order≤ 84(g − 1), whereg is the genus ofXu (u ∈ N). We first
prove

Lemma 5.2. � is a proper map.

Proof. Let {uj }j=1;2;::: be a sequence of points inN which converges to a pointo ∈ N . Let { j }j=1;2;::: be a sequence of points inA such that�( j ) = uj (j =
1;2; : : : ). It suffices to show that we can choose a subsequence from{ j }j=1;2;::: which
converges to an element of Aut(Xo).

Let Tg and X̂g = {X̂t }t∈Tg be the Teichm̈uller space and the Teichm̈uller family of
compact Riemann surfaces of genusg, whereg is defined by (3.3).

Let f̂ g : X̂g → Tg be the projection. By the completeness of the family{X̂t }t∈Tg ,
there are a connected open neighborhoodU of o in N and a holomorphic map

h : U → Tg
such that the familyXU = {Xu}u∈U of compact Riemann surfaces is isomorphic to
the family induced overh of the Teichm̈uller family {X̂t }t∈Tg . Thus there is a holo-
morphic map

ĥ : XU −→ X̂g
such that

(1) ĥ makes the diagram in Fig. 15 commutative and
(2) the restrictionĥu : Xu → X̂h(u) of ĥ on Xu is a biholomorphic map ofXu

onto X̂h(u).
Let 0g be the Teichm̈uller modular group.0g acts properly discontinuously on bothTg and X̂g, and equivariantly with respect tôf g. The quotient space

Mg = Tg=0g
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is the moduli space of compact Riemann surfaces of genusg. Recall that, for every
point t ∈ Tg, the isotropy subgroup

0g(t) = {
 ∈ 0g | 
 (t) = t}
is a finite subgroup of0g which can be identified with Aut(̂Xt ) by the action of the
group0g(t) on X̂t : 0g(t) = Aut(X̂t ). (See, e.g., Imayoshi and Taniguchi [6].)

Now we may assume that every pointuj (j = 1;2; : : : ) belongs toU . The se-
quence{h(uj )}j=1;2;::: of points in Tg converges toh(o). Note that

�j = ĥuj ◦  j ◦ ĥ−1uj
is an element of Aut(̂Xh(uj )) = 0g(h(uj )). Hence

�j (h(uj )) = h(uj ) (j = 1;2; : : : ):
Since the action of0g on Tg is properly discontinuous, (taking a subsequence if nec-
essary) we may assume that

�1 = �2 = · · · = � (a constant element of0g):
Then �(h(o)) = h(o), so � ∈ 0g(h(o)). Moreover

 j = ĥ−1uj ◦ � ◦ ĥuj (j = 1;2; : : : ):
Hence the sequence{ j }j=1;2;::: converges to

 o = ĥ−1o ◦ � ◦ ĥo ∈ Aut(Xo):
Next we must observe the local structure of the complex spaceA =

⋃u∈N Aut(Xu).
Take a pointo ∈ N and an automorphism o in Aut(Xo). Then an open neighborhoodW of  o in A can be identified with the analytic subset

{(u; v) ∈ U × V | �(u; v) = 0}

of U × V , whereU is a connected open neighborhood ofo in N , V is a connected
open neighborhood of 0 in H0(Xo;O( ∗oTXo)) and � is a holomorphic map

� : U × V −→ H1(Xo;O( ∗oTXo))
such that

(1) �(o;0) = 0 and
(2) (d�)(o;0) = (� ;0)
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(see Namba [13],§3.2). HereTXo is the tangent bundle ofXo, Hk(Xo;O( ∗oTXo))
are the cohomology groups of the sheaf of sections of the vector bundle ∗oTXo and

� =  ∗o�o −  o∗�o:
Here

�o : ToN −→ H1(Xo;O(TXo))
is the Kodaira-Spencer map for the family{Xu}u∈N and

 ∗o : H1(Xo;O(TXo)) −→ H1(Xo;O( ∗oTXo)); o∗ : H1(Xo;O(TXo)) −→ H1(Xo;O( ∗oTXo))
are the linear map induced by o.

In the present case, ∗oTXo is a line bundle such that

deg ∗oTXo = degTXo = 2− 2g < 0:
Hence

H0(Xo;O( ∗oTXo)) = 0:
This means that there are a closed complex subspace

R = {u ∈ U | �(u;0) = 0}

of U and a holomorphic section

� : R −→ A
of � : A→ N on R such that the imageW = � (R) is a connected open neighborhood
of  o in A. Hence�(W ) = R.

If  o is in Aut(fo), then�(W ) = U . In fact, take a pointq ∈ P1−Bfo , whereBfo
is the branch locus offo. We may assume thatq ∈ P1 − Bfu for all u ∈ U . Consider
the finite subset

f −1u (q) = {p1(u); p2(u); : : : ; pd (u)}

of Xu. Eachpk(u) (k = 1;2; : : : ; d) depends holomorphically onu ∈ U . Let  k(u)
(k = 1;2; : : : ; d) be the automorphism ofXu such that

 k(u) : p1(u) 7−→ pk(u):
Then

�k : u ∈ U 7−→  k(u) ∈ A
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gives a holomorphic section of� such thatWk = �k(U ) is an open set ofA.
Thus we conclude that

A′ = ⋃

u∈N Aut(fu)
is an open subset ofA such that�(A′) = N .

Note thatA′ is also closed inA. In fact, if { j }j=1;2;::: is a sequence of points inA′ which converges to o ∈ A, then

fuj ◦  j = fuj (j = 1;2; : : : );
whereuj = �( j ). Hencefo ◦  o = fo, whereo = �( o). Hence o ∈ Aut(fo).

Thus A′ is open and closed inA. HenceA′′ = A − A′ is also open and closed
in A.

Thus, by Lemma 5.2,

S = �(A′′) = {u ∈ N | Aut(fu) 6= Aut(Xu)}
is a closed complex subspace ofN . This proves Theorem 5.1.

By Theorem 5.1 and Proposition 4.4, we have

Theorem 5.3. Let f̂ = {fm}m∈M : X̂ = {Xm}m∈M → M × P1 be the complete non-
degenerate family ofG-coverings with respect tofo : Xo → P1 in (4.3). Suppose that
either
(1) s ≥ 5, or
(2) s = 4 and {e1; e2; e3; e4} does not satisfye1 = e2 ≤ e3 = e4.
Then

S = {m ∈ M | Aut(fm) 6= Aut(Xm)}

is a closed complex subspace ofM such thatS 6= M.

Now, an equivalence problemasks the following problem: For twoG-coveringsf1 : X1 → P1 and f2 : X2 → P1, is it true thatX1 andX2 are biholomorphic if and
only if f1 and f2 are holomorphically equivalent (under suitable conditions)?

The ‘if’ part of the problem is trivial. The difficult part is the ‘only if’ part. As
for cyclic coverings or Kummer coverings, answers (under various conditions) are
known (see Namba [12], Kato [8] and Sakurai-Suzuki [16]).

Theorem 5.4. Let f = {fu}u∈N : X = {Xu}u∈N → Y be a non-degenerate fam-
ily of G-coverings ofP1 in (5.1) with a P1-bundle � : Y → N and with the branch
divisors (5.2) which satisfy the inequality(2.1). Assume that there is a pointo ∈ N
such thatAut(fo) = Aut(Xo). Then, for any two pointsu and u′ in N , Xu andXu′ are
biholomorphic if and only iffu and fu′ are holomorphically equivalent.
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In order to prove Theorem 5.4, we need some preparations. By the assumption
and Theorem 5.1,

S = {u ∈ N | Aut(fu) 6= Aut(Xu)}
is a closed complex subspace ofN such thatS 6= N . HenceN − S is a Zariski open
subset ofN .

Lemma 5.5. If u and v belong toN − S and if Xu and Xv are biholomorphic,
then fu and fv are holomorphically equivalent. More precisely, every biholomorphic
map : Xu → Xv induces an automorphism' : P1→ P1 such that and ' give the
holomorphic equivalence offu and fv, that is, fv ◦  = ' ◦ fu.

Proof. The quotient spaces

Xu=Aut(fu) = Xu=Aut(Xu) and Xv=Aut(fv) = Xv=Aut(Xv)
can be identified withP1. Note that

 ◦ Aut(Xu) ◦  −1 = Aut(Xv):
Hence induces a biholomorphic map' of the quotient spaces such thatfv ◦  =' ◦ fu.

For u ∈ N − S and v ∈ S, Xu andXv cannot be biholomorphic, for

deg Aut(Xu) = d < deg Aut(Xv):
For u; v ∈ S, suppose thatXu andXv are biholomorphic. We will show thatfu

and fv are holomorphically equivalent.
As in the proof of Lemma 5.2, there are a connected open neighborhood U

(resp.V ) of u (resp.v) and holomorphic maps

h : U −→ Tg (resp. h′ : V −→ Tg)
and

ĥ : XU −→ X̂g (resp. ĥ′ : XV −→ X̂g)
such thatf̂ g◦ĥ = h◦�◦f (resp.f̂ g◦ĥ′ = h′◦�◦f ) and the restriction̂hu1 (resp.ĥ′u2

) onXu1 (resp.Xu2) of ĥ (resp. ĥ′) is a biholomorphic map ofXu1 (resp.Xu2) onto X̂h(u1)

(resp.X̂h′(u2)).
By the assumption,

�g(h(u)) = �g(h′(v));
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where

�g : Tg −→ Tg=0g = Mg
is the projection.

Hence there are sequences{uj }j=1;2;::: of points inU ∩ (N − S) and {vj }j=1;2;::: of
points inV ∩ (N − S) such that

(1) {uj }j=1;2;::: (resp.{vj }j=1;2;:::) converges tou (resp.v) and
(2) �g(h(uj )) = �g(h′(uj )) (j = 1;2; : : : ).
(2) implies that there is a sequence{�j }j=1;2;::: in the Teichm̈uller modular group0g such that

�j (h(uj )) = h′(vj ) (j = 1;2; : : : ):
Since0g acts properly discontinuously onTg, (taking a subsequence if necessarily) we
may assume that

�1 = �2 = · · · = � (a constant element of0g):
Put

 j = ĥ′−1vj ◦ � ◦ ĥuj (j = 1;2; : : : ):
Then j is a biholomorphic map ofXuj ontoXvj . The sequence{ j }j=1;2;::: converges
to  = ĥ′−1v ◦�◦ ĥu, a biholomorphic map ofXu ontoXv, in the relative Douady space

⋃

(p;q)∈N×N Hol(Xp; Xq )
of holomorphic maps.

By Lemma 5.5, each j (j = 1;2; : : : ) induces an automorphism'j of P1 such
that

'j ◦ fuj = fvj ◦  j (j = 1;2; : : : ):
Let p1 and p2 be distinct points inXu such thatfu(p1) = fu(p2). Let {p1j }j=1;2;::: and
{p2j }j=1;2;::: be sequences of points inXU such that

(1) p1j ; p2j ∈ Xuj (j = 1;2; : : : ),
(2) {p1j }j=1;2;::: (resp.{p2j }j=1;2;:::) converges top1 (resp.p2) and
(3) fuj (p1j ) = fuj (p2j ) (j = 1;2; : : : ).

The sequences{ j (p1j )}j=1;2;::: and { j (p2j )}j=1;2;::: of points in XV converges to the
points (p1) and (p2) in XV , respectively.

Now we have

fvj ( j (p1j )) = 'j (fuj (p1j )) = 'j (fuj (p2j )) = fvj ( j (p2j )) (j = 1;2; : : : ):
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Hence

fv ( (p1
))

= fv ( (p2
)) :

This shows that induces a holomorphic map

' : P1 −→ P1

such that
(1) {'j }j=1;2;::: converges to' in Hol(P1;P1) and
(2) ' ◦ fu = fv ◦  .
A similar argument can be applied to −1, and so we conclude that' is an au-

tomorphism ofP1. This completes the proof of Theorem 5.4.

REMARK 5.6. We have given a proof of Theorem 5.4 without using special prop-
erties ofP1. So it will work for G-coverings of a higher dimensional projective man-
ifold, under suitable conditions.

By Theorem 5.4 and Theorem 5.3, we have

Theorem 5.7. Let f̂ = {fm}m∈M : X̂ = {Xm}m∈M → M × P1 be the complete non-
degenerate family ofG-coverings with respect tofo : Xo → P1 in (4.3) with g ≥ 2,
where g is the genus ofXo. Assume that the numbers of the branch points and the
set {e1; e2; : : : ; es} of ramification indices offo are either
(1) s 6= 4, or
(2) s = 4 and {e1; e2; e3; e4} does not satisfye1 = e2 ≤ e3 = e4.
Then
(1) for any two pointsm andm′ in M, Xm andXm′ are biholomorphic if and only iffm and fm′ are holomorphically equivalent, and
(2) the holomorphic map

� : M=Aut
(
P1) −→Mg; m (

mod Aut
(
P1)) 7−→ [Xm]

is injective, whereMg is the moduli space of compact Riemann surfaces of genusg.

Note that (1) and (2) of Theorem 5.7 is trivial fors = 3, because the moduli spaceM=Aut(P1) is one point in the case.

QUESTION. Is the map� in (2) of Theorem 5.7 a holomorphic injection?

Any two G-coverings ofP1 in a non-degenerate family are topologically equiva-
lent by Theorem 4.1. Hence they belongs (up to isomorphisms)to the complete non-
degenerate family in (4.3) as members. Hence, by Theorem 5.7, we finally have as an
answer to the equivalence problem:



GREENBERG’ S THEOREM AND EQUIVALENCE PROBLEM 173

Theorem 5.8. Let f = {fu}u∈N : X = {Xu}u∈N → Y be a non-degenerate family
of G-coverings ofP1 with a P1-bundle � : Y → N . Assumeg ≥ 2, where g is the
genus ofXu (u ∈ N). Assume that the numbers of the branch points and the set
{e1; e2; : : : ; es} of ramification indices offu (u ∈ N) are either
(1) s 6= 4, or
(2) s = 4 and {e1; e2; e3; e4} does not satisfye1 = e2 ≤ e3 = e4.

Then, for any two pointsu and u′ in N , Xu and Xu′ are biholomorphic if and
only if fu and fu′ are holomorphically equivalent.

REMARK 5.9. We do not know if, in the exceptional cases = 4 ande1 = e2 ≤e3 = e4, the affirmative answer to the equivalence problem still holds or not. The af-
firmative answer to the equivalence problem still holds for the cyclic coverings in Ex-
ample 3.4. In fact, in both (1) and (2) of Example 3.4, using the uniqueness of linear
pencils of degree 2 on hyperelliptic Riemann surfaces, we can show thatX� andX�
are biholomorphic if and only if� = � or � = 1=�. When� = 1=�, a biholomorphic
mapping ofX� onto X1=� is given by

(x; y) ∈ X� 7−→ (x=�; y/(�5=4)) ∈ X1=�;
which gives clearly a holomorphic equivalence off� to f1=�.

Appendex: Construction of complete non-degenerate families

We give a sketch of a construction of the complete non-degenerate family ofG-
coverings ofP1 with respect to a givenfo in (4.3). Our construction is apparently dif-
ferent from that in V̈olklein [18].

We identify the symmetric productSsP1 of P1 with Ps : SsP1 = Ps . The set of di-
visors which contain the point∞ is then identified with the hyperplaneH∞ at infinity.
HencePs −1−H∞ = Cs −1, where1 is the discriminant locus. Let{qo1; qo2; : : : ; qos }
be the branch locus offo. We assume that

qoj 6=∞ (j = 1;2; : : : ; s):
The divisorDo = qo1+qo2+· · ·+qos can be regarded as a point ofCs−1. The fundamental
group �1(Cs − 1;Do) can be identified with the Artin braid groupBs of s-strings:�1(Cs −1;Do) = Bs .

Note also that�1(Ps − 1;Do) can be identified withBs(P1) the braid group ofs-strings inP1 : �1(Ps −1;Do) = Bs(P1).
There are natural surjective homomorphisms

� : Bs −→ Bs (P1) ;
� : Bs (P1

)
−→ Map

(
P1;Do) ;
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where Map(P1;Do) is the mapping class group. (Map(P1;Do) = M(0; s) by the nota-
tion in Birman [2].) It is known (see Birman [2]) that
(1) Ker(�) is the smallest normal subgroup inBs which contains

�1�2 · · · �s−1�s−1 · · · �2�1;
where�1; �2; : : : ; �s−1 are the standard generators ofBs and
(2) Ker(�) is the center ofBs(P1), which is the smallest normal subgroup ofBs(P1)
which contains (�1�2 · · · �s−1)s .

Consider the subgroup

H = {� ∈ Bs = �1(Cs −1;Do) | (��)(� )∗(Ker(� )) = Ker(� )}

of �1(Cs −1;Do), where� is the homomorphism in (3.2) withB = Bo = {qo1; qo2; : : : ;qos } and qo =∞, and

(��)(� )∗ : �1
(
P1− Bo;∞) −→ �1

(
P1− Bo;∞)

is the isomorphism induced by the mapping class (��)(� ).
We can rewriteH as follows:

H = {� ∈ Bs = �1(Cs −1;Do) |
there is anA ∈ Aut(G) such that� ◦ (��)(� )∗ = A ◦ �}:

Let

�′ : (M ′; o) −→ (Cs −1;Do)
(o ∈ M ′) be the finite unbranched covering of the pair (Cs−1;Do) which corresponds
to H . Then�′ induces an isomorphism

�′∗ : �1(M ′; o) −→ H:
By the theorem of Grauert and Remmert (Theorem 4.3),�′ can be uniquely (up to
isomorphisms) extended to a finite covering

� : M −→ Ps −1:
� is again a finite unbranched covering, for the meridian around H∞ is (a conjugate
of) �1�2 · · · �s−1�s−1 · · · �2�1 and belongs toH .

Next put

Z =
{
(m; q) ∈ M × P1

∣∣ q is contained in the divisor�(m)
} :
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ThenZ is a non-singular hypersurface ofM × P1. The map

h : m ∈ M ′ 7−→ (m;∞) ∈ M ′ × P1 − Z
is a holomorphic section of the projection

� : M ′ × P1− Z −→ M ′:
Lemma 4.2 can be applied to�, so � is a topological fiber bundle. Hence there are
the following exact sequence:

i∗−→ �2
(M ′ × P1 − Z) �∗−→ �2

(M ′)
−→ �1

(
P1−Do;∞) i∗−→ �1

(M ′ × P1 − Z; (o;∞)
) �∗−→ �1

(M ′; o) −→ 1

and the homomorphisms

h∗ : �2
(M ′) −→ �2

(M ′ × P1 − Z) ;
h∗ : �1

(M ′; o) −→ �1
(M ′ × P1− Z; (o;∞)

)

such that�∗h∗ = 1. Henceh∗ is injective and�∗ is surjective. Hence

1−→ �1
(
P1−Do;∞) i∗−→ �1

(M ′ × P1− Z; (o;∞)
) �∗−→ �1

(M ′; o) −→ 1

is exact and

�1
(M ′ × P1− Z; (o;∞)

)
≃ �1

(M ′; o)⋉ �1
(
P1 −Do;∞)

(semi-direct product). We identifyh∗(�1(M ′; o)) with �1(M ′; o). Then

�1
(M ′ × P1− Z; (o;∞)

)
= �1

(M ′; o) • �1
(
P1−Do;∞)

(the product set).
Ker(� ) is not only a normal subgroup of�1(P1 −Do;∞), but also a normal sub-

group of �1(M ′ × P1 − Z; (o;∞)). Hence the product set�1(M ′; o) • Ker(� ) is a sub-
group of�1(M ′ × P1− Z; (o;∞)).

Let

f̂ ′ : X̂′ −→ M ′ × P1 − Z
be the unbranched covering which corresponds to�1(M ′; o) • Ker(� ).

By Theorem 4.3,f̂ ′ can be uniquely (up to isomorphisms) extended to

f̂ ′′ : X̂′′ −→ M × P1− Z:
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In a similar reason to�′, f̂ ′′ is an unbranched covering.
By Theorem 4.3 again,f̂ ′′ can be uniquely (up to isomorphisms) extended to a

branched covering

f̂ : X̂ −→ M × P1:
X̂ is non-singular, forZ is non-singular. The map̂f gives a non-degenerate family ofG-coverings ofP1:

f̂ = {fm}m∈M : X̂ = {Xm}m∈M −→ M × P1:
This is the complete non-degenerate family ofG-coverings ofP1 in (4.3). (fo is equal
to the givenfo.) M is the set of all (isomorphism classes of)G-coverings ofP1 which
are topologically equivalent tofo.

EXAMPLE A.1. Let G be the 3rd symmetric groupS3 and e1 = e2 = · · · = es = 2
with evens (≥ 4). ThenM is independent of the choice of� and the mapping degree
of

� : M −→ Ps −1
is (3s−2 − 1)=2. In fact, the number of the orderings ofs − 1 iterated elements from
the transpositions (1 2), (2 3), (1 3) is 3s−1. We must delete 3 orderings

(1 2); (1 2); : : : ; (1 2);
(2 3); (2 3); : : : ; (2 3);
(1 3); (1 3); : : : ; (1 3)

from them, because they do not generateS3. Hence there are 3s−1 − 3 surjective ho-
momorphisms from�1(P1−Do;∞) to S3. Aut(S3) is isomorphic to the 3rd symmetric
group acting on{(1 2); (2 3); (1 3)} as the permutation group. Hence the number of sur-
jective homomorphisms from�1(P1−Do;∞) to S3 up to Aut(S3) is

3s−1 − 3

6
=

3s−2 − 1

2
:

Moreover we can directly check that for any two such homomorphisms � and � ′, there
is � ∈ Bs such that

� ′ = � ◦ (��)(� )∗:
We can also know the degree of� by another argument: Every suchS3-coveringf of P1 can be decomposed as

f : X g−→ Y h−→ P1;
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where h : Y → P1 is a double covering ofP1 with s branch points andg : X → Y
is an unbranched covering of degree 3. The set of isomorphismclasses of suchg’s is
in one-to-one correspondence to the set of subgroups of order 3 of the Jacobi varietyJ (Y ) of Y (see, e.g., Namba [14]). There are (3s−2 − 1)=2 such subgroups.
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