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#### Abstract

We show that the possible jump of the order in an 1-parameter deformation family of (possibly nonisolated) hypersurface singularities, with constant Lê numbers, is controlled by the powers of the deformation parameter. In particular, this applies to families of aligned singularities with constant topological type - a class for which the Lê numbers are "almost" constant. In the special case of families with isolated singularities-a case for which the constancy of the Lê numbers is equivalent to the constancy of the Milnor number - the result was proved by Greuel, Plénat, and Trotman. As an application, we prove equimultiplicity for new families of nonisolated hypersurface singularities with constant topological type, answering partially the Zariski multiplicity conjecture.


## §1. Introduction

Let $B$ and $D$ be open balls around the origins in $\mathbb{C}^{n}(n \geq 2)$ and $\mathbb{C}$, respectively, let $\mathbf{z}:=\left(z_{1}, \ldots, z_{n}\right)$ be linear coordinates for $\mathbb{C}^{n}$, and let

$$
f:(B \times D,\{\mathbf{0}\} \times D) \rightarrow(\mathbb{C}, 0), \quad(\mathbf{z}, t) \mapsto f_{t}(\mathbf{z}):=f(\mathbf{z}, t)
$$

be a holomorphic function. We suppose that, for all $t \in D$, the function $f_{t}$ is reduced. We denote by mult $\left(f_{t}\right)$ the multiplicity of $V\left(f_{t}\right):=f_{t}^{-1}(0)$ at $\mathbf{0} \in \mathbb{C}^{n}$, that is, the number of points of intersection, near $\mathbf{0}$, of $V\left(f_{t}\right)$ with a generic line in $\mathbb{C}^{n}$ passing arbitrarily close to, but not through, the origin. As $f_{t}$ is reduced, $\operatorname{mult}\left(f_{t}\right)$ is also the order of $f_{t}$ at $\mathbf{0}$ (denoted by $\operatorname{ord}\left(f_{t}\right)$ )- that is, the lowest degree in the power series expansion of $f_{t}$ at $\mathbf{0}$.

One says that the family $\left\{f_{t}\right\}$ is topologically $V$-constant if, for all sufficiently small $t$, there exist open neighborhoods $U_{0}, U_{t} \subseteq B$ around the origin
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together with a homeomorphism $\varphi_{t}:\left(U_{t}, \mathbf{0}\right) \rightarrow\left(U_{0}, \mathbf{0}\right)$ such that $\varphi_{t}\left(V\left(f_{t}\right) \cap\right.$ $\left.U_{t}\right)=V\left(f_{0}\right) \cap U_{0}$. One says that $\left\{f_{t}\right\}$ is equimultiple if, for all sufficiently small $t$, the multiplicity $\operatorname{mult}\left(f_{t}\right)$ is independent of $t$ (i.e., if $\operatorname{mult}\left(f_{t}\right)=$ $\left.\operatorname{mult}\left(f_{0}\right)\right)$.

Conjecture 1.1 (Zariski's multiplicity conjecture [20]). If the family $\left\{f_{t}\right\}$ is topologically $V$-constant, then it is equimultiple.

In fact, to be precise, Zariski did not so much conjecture as ask whether the topological $V$-constancy implies equimultiplicity. Nevertheless, it is usual (and convenient) to call Zariski's original question the Zariski multiplicity conjecture. By the Lê-Ramanujam theorem [11], in the special case of families with isolated singularities, and provided that $n \neq 3$, the Zariski multiplicity conjecture is equivalent to the following conjecture by Teissier [18].

Conjecture 1.2 (Teissier). Suppose that, for all $t$ sufficiently small, $f_{t}$ has an isolated singularity at the origin. If the family $\left\{f_{t}\right\}$ is $\mu$-constant (i.e., if, for all sufficiently small $t$, the Milnor number of $f_{t}$ at $\mathbf{0}, \mu_{f_{t}}(\mathbf{0})$, is independent of $t$ ), then it is equimultiple.

Although partial positive answers have been given regularly, Zariski's conjecture (as well as Teissier's conjecture) is, in general, still unsettled. (For a list of the main known results, we refer the reader to [4].)

Write

$$
\begin{equation*}
f_{t}(\mathbf{z})=f_{0}(\mathbf{z})+\sum_{j \geq 1} t^{j} g_{j}(\mathbf{z}), \tag{1.1}
\end{equation*}
$$

where $g_{j}: B \rightarrow \mathbb{C}$ is a holomorphic function. Clearly, the family $\left\{f_{t}\right\}$ is not equimultiple if and only if there exists $j_{1}$ with $g_{j_{1}} \neq 0$ and

$$
\inf _{j \geq 1} \operatorname{ord}\left(g_{j}\right)<\operatorname{ord}\left(f_{0}\right)=\operatorname{mult}\left(f_{0}\right)
$$

Hereafter, we will always assume that there is an index $j_{1}$ such that $g_{j_{1}} \neq 0$. We will also suppose that $f_{0} \neq 0$. In [6] and [16], Greuel, Plénat, and Trotman showed that the possible jump in the order in a $\mu$-constant family of isolated hypersurface singularities is controlled by the powers of $t$. Precisely, they proved that $\operatorname{ord}\left(g_{j}\right) \geq \operatorname{ord}\left(f_{0}\right)-j+1$ for all $j \geq 1$. (If $g_{j}=0$, then, by convention, we set $\operatorname{ord}\left(g_{j}\right)=\infty$ so that the inequality above remains valid.) In the present paper, we will show that this estimation of the order's jump
also holds for families of nonisolated hypersurface singularities, provided the $\mu$-constancy is replaced by the constancy of the Lê numbers with respect to the coordinates $\mathbf{z}$ (which we will call the $\lambda_{\mathbf{z}}$-constancy). Note that, in the special case of a family with isolated singularities, $\lambda_{\mathbf{z}}$-constant means exactly $\mu$-constant. Concerning the proofs, for families of isolated singularities, the argument is based on the Lê-Saito-Teissier valuation test for $\mu$-constancy (see [12], [18]). For nonisolated singularities, there are two different ways to get the result. We may either invoke a generalization of the Lê-SaitoTeissier theorem due to Massey [13] or we can apply a generalization of the Iomdine-Lê formula also due to Massey [13].

Using the classical Lê-Saito-Teissier theorem, Plénat and Trotman in [16] and Greuel and Pfister in [7] were also able to obtain equimultiplicity for certain families of isolated singularities. For example, it is proved in [16] that $\mu$-constant families of isolated singularities of the form $f_{t}(\mathbf{z})=$ $f_{0}(\mathbf{z})+t g_{1}(\mathbf{z})+t^{2} g_{2}(\mathbf{z})$ are equimultiple if the singular locus of the tangent cone to $V\left(f_{0}\right)$ is not contained in the tangent cone to $V\left(g_{2}\right)$. In [7], it is shown, among other things, that any $\mu$-constant family of isolated singularities of the form $f_{t}\left(z_{1}, \ldots, z_{n}\right)=h_{t}\left(z_{1}, \ldots, z_{n-1}\right)+z_{n}^{2} k_{t}\left(z_{1}, \ldots, z_{n}\right)$ is equimultiple if $h_{0}$ is semiquasihomogeneous (or if $n=3$ ) and $\operatorname{ord}\left(h_{t}\right) \leq \operatorname{ord}\left(z_{n}^{2} k_{t}\right)$. Using the general Massey-Lê-Saito-Teissier theorem and Massey-IomdineLê formula, we show in the following pages that statements similar to those of [16] and [7] also hold for nonisolated singularities, provided that the $\mu$ constancy is replaced by the $\lambda_{\mathbf{z}}$-constancy.

## §2. $\lambda_{\mathrm{z}}$-constant deformations and Thom's $a_{f}$ condition

Let $\Sigma f_{t}$ be the critical locus of $f_{t}$. Throughout this paper, we assume that $\operatorname{dim}_{\mathbf{0}} \Sigma f_{t}$ is greater than or equal to 0 (i.e., $f_{t}$ has a critical point at $\mathbf{0}$ ) and is constant as $t$ varies. We write $d:=\operatorname{dim}_{0} \Sigma f_{t}$.

We say that the family $\left\{f_{t}\right\}$ is $\lambda_{\mathbf{z}}$-constant (or $\lambda$-constant with respect to the coordinates $\mathbf{z}=\left(z_{1}, \ldots, z_{n}\right)$ ) if, for all $0 \leq i \leq d$ and for all sufficiently small $t$, the $i$ th Lê number of $f_{t}$ at $\mathbf{0}$ with respect to $\mathbf{z}, \lambda_{f_{t}, \mathbf{z}}^{i}(\mathbf{0})$, is defined and independent of $t$. (For the definition of Lê's numbers, see [13], [14]. For the convenience of the reader, we also recall the definition in Appendix A.) Note that, when $d=0$ (i.e., for isolated singularities), the Lê number $\lambda_{f_{t}, \mathbf{z}}^{0}(\mathbf{0})$ is nothing but the Milnor number of $f_{t}$ at $\mathbf{0}$ (see [13, Example 2.1]). Therefore, in this case, the family $\left\{f_{t}\right\}$ is $\lambda_{\mathbf{z}}$-constant if and
only if it is $\mu$-constant. It is well known that topologically $V$-constant families of isolated hypersurface singularities are $\mu$-constant (see [10], [18]). In general, for nonisolated singularities, it is not true that the topological $V$ constancy implies the $\lambda_{\mathbf{z}}$-constancy (see [2]). However, this is "almost" true for a special class of singularities called aligned singularities. ${ }^{\dagger}$ More precisely, if $\left\{f_{t}\right\}$ is a topologically $V$-constant family of aligned singularities and if $\left\{t_{k}\right\}$ is an infinite sequence of points in $\mathbb{C}$ approaching the origin, then, as explained in the proof of [13, Theorem 7.9], we can use the Baire category theorem to conclude that there exists an aligning set of coordinates (see [13, Definition 7.1]) for $f_{0}$ and for $f_{t_{k}}$ for all $k$. (The existence of a set of coordinates which is aligning for $f_{t}$ for all small $t$ is not always clear.) Then, if we still denote by $\mathbf{z}$ the new coordinates system, Corollary 7.8 of [13] implies that $\lambda_{f_{t_{k}}, \mathbf{z}}^{i}(\mathbf{0})=\lambda_{f_{0}, \mathbf{z}}^{i}(\mathbf{0})$. In other words, for aligned singularities, the topological $V$-constancy implies the constancy of the Lê numbers (with respect to an appropriate coordinates system) at least along a sequence $\left\{f_{0}, f_{t_{1}}, \ldots, f_{t_{k}}, \ldots\right\}$ within the family $\left\{f_{t}\right\}$, where $t_{k} \rightarrow 0$.

In [13], Massey proved the following generalization of the Lê-Saito-Teissier theorem.

Theorem 2.1 ([13, Theorem 6.5]). If the family $\left\{f_{t}\right\}$ is $\lambda_{\mathbf{z}}$-constant, then $\{\mathbf{0}\} \times D$ satisfies Thom's $a_{f}$ condition at the origin with respect to the ambient stratum, that is, if $\left\{\mathbf{p}_{k}\right\}$ is a sequence of points in $(B \times D) \backslash \Sigma f$ such that $\mathbf{p}_{k} \rightarrow(\mathbf{0}, 0)$ and $T_{\mathbf{p}_{k}} V\left(f-f\left(\mathbf{p}_{k}\right)\right) \rightarrow T$, then $\{\mathbf{0}\} \times \mathbb{C}=T_{(\mathbf{0}, 0)}(\{\mathbf{0}\} \times$ $D) \subseteq T$.

As usual, $T_{\mathbf{p}_{k}} V\left(f-f\left(\mathbf{p}_{k}\right)\right)$ denotes the tangent space at $\mathbf{p}_{k}$ to the level hypersurface in $\mathbb{C}^{n+1}$ defined by $f(\mathbf{z}, t)=f\left(\mathbf{p}_{k}\right)$, and $T_{(\mathbf{0}, 0)}(\{\mathbf{0}\} \times D)$ denotes the tangent space at $(\mathbf{0}, 0)$ to $\{\mathbf{0}\} \times D$. The notation $\Sigma f$ stands for the critical locus of $f$. In the special case where $\left\{f_{t}\right\}$ is a family of isolated singularities, since $\lambda_{\mathbf{z}}$-constant simply means $\mu$-constant, Theorem 2.1 coincides with the classical Lê-Saito-Teissier theorem.

Lemma 2.2. If $\{\mathbf{0}\} \times D$ satisfies Thom's $a_{f}$ condition at the origin with respect to the ambient stratum, then, for any holomorphic curve

$$
\gamma:(\mathbb{C}, 0) \rightarrow(B \times D,(\mathbf{0}, 0)), \quad s \mapsto \gamma(s),
$$

[^0]not contained ${ }^{\dagger}$ in $\Sigma f$, we have
\[

$$
\begin{equation*}
\operatorname{ord}\left(\frac{\partial f}{\partial t} \circ \gamma\right)>\inf _{1 \leq i \leq n} \operatorname{ord}\left(\frac{\partial f}{\partial z_{i}} \circ \gamma\right) \tag{2.1}
\end{equation*}
$$

\]

where $\operatorname{ord}(\cdot)$ is the order in $s$ at 0 .
Definition 2.3. Hereafter, we will say that $f$ satisfies the Thom inequalities if, for any holomorphic curve $\gamma$ as in Lemma 2.2 (i.e., $\gamma(0)=(\mathbf{0}, 0)$ and $\gamma(\mathbb{C}) \nsubseteq \Sigma f$ ), the inequality (2.1) holds.

Proof of Lemma 2.2. We argue by contradiction. Suppose that there is a holomorphic curve $\gamma:(\mathbb{C}, 0) \rightarrow(B \times D,(\mathbf{0}, 0))$ not contained in $\Sigma f$ and such that (2.1) does not hold. Then, the limit of the projective class of

$$
\operatorname{grad} f(\gamma(s)):=\left(\frac{\partial f}{\partial z_{1}}(\gamma(s)), \ldots, \frac{\partial f}{\partial z_{n}}(\gamma(s)), \frac{\partial f}{\partial t}(\gamma(s))\right)
$$

as $s$ tends to 0 , has the form $\left[v_{1}: \cdots: v_{n}: w\right]$ with $w \neq 0$, and hence $\{\mathbf{0}\} \times D$ does not satisfy Thom's $a_{f}$ condition at the origin along the curve $\gamma$.

Combining Theorem 2.1 and Lemma 2.2 gives the following corollary.
Corollary 2.4. If the family $\left\{f_{t}\right\}$ is $\lambda_{\mathbf{z}}$-constant, then $f$ satisfies the Thom inequalities (see Definition 2.3).

## §3. Possible jump of the order in a $\lambda_{\mathbf{z}}$-constant family

In [6, Lemma 1.3] and [16, Proposition 2.2], Greuel, Plénat, and Trotman showed that the possible jump in the order in a $\mu$-constant family of isolated hypersurface singularities $\left\{f_{t}\right\}$ is controlled by the powers of $t$. The precise statement is the following.

Theorem 3.1. Suppose that, for all t sufficiently small, $f_{t}$ has an isolated singularity at the origin. In this case, if the family $\left\{f_{t}\right\}$ is $\mu$-constant, then, for all $j \geq 1$,

$$
\operatorname{ord}\left(g_{j}\right) \geq \operatorname{ord}\left(f_{0}\right)-j+1
$$

In the next theorem, we show that this estimation of the order's jump also holds for any family of nonisolated hypersurface singularities, provided that the $\mu$-constancy is replaced by the $\lambda_{\mathbf{z}}$-constancy.

[^1]Theorem 3.2. If the family $\left\{f_{t}\right\}$ is $\lambda_{\mathbf{z}}$-constant, then, for all $j \geq 1$,

$$
\operatorname{ord}\left(g_{j}\right) \geq \operatorname{ord}\left(f_{0}\right)-j+1
$$

We give two proofs of Theorem 3.2. The first one is on the same pattern as the proof of [6, Lemma 1.3] and [16, Proposition 2.2] with the classical Lê-Saito-Teissier theorem replaced by the general version of Massey. With this proof, Theorem 3.1 appears as a corollary of Theorem 3.2. In fact, this proof shows that if $f$ satisfies the Thom inequalities (see Definition 2.3), then $\operatorname{ord}\left(g_{j}\right) \geq \operatorname{ord}\left(f_{0}\right)-j+1$ for all $j \geq 1$. In the second proof, we deduce Theorem 3.2 from Theorem 3.1 thanks to a general version of the IomdineLê formula also due to Massey (see [13, Theorem 4.5, Corollary 4.6]). With this proof, the tools required to prove Theorem 3.2 involve both the Lê-Saito-Teissier theorem (through Theorem 3.1) and the Massey-Iomdine-Lê formula. Unlike the first proof, with this second approach one really needs to assume that the family $\left\{f_{t}\right\}$ is $\lambda_{\mathbf{z}}$-constant in order to apply the Massey-Iomdine-Lê formula (it is not enough to simply assume that $f$ satisfies the Thom inequalities shown in (2.1)).

Notation 3.3. Hereafter, if $h$ is any holomorphic function near $\mathbf{0}$, then we will denote by in $(h)$ its initial polynomial at $\mathbf{0}$.

First proof of Theorem 3.2. Consider the partial derivatives

$$
\frac{\partial f}{\partial t}=\sum_{j \geq 1} j t^{j-1} g_{j} \quad \text { and } \quad \frac{\partial f}{\partial z_{i}}=\frac{\partial f_{0}}{\partial z_{i}}+\sum_{j \geq 1} t^{j} \frac{\partial g_{j}}{\partial z_{i}}
$$

Choose an index $i_{0}$ such that $\partial f / \partial z_{i_{0}} \neq 0$, and pick a point $\left(\mathbf{z}_{0}, t_{0}\right) \in(B \backslash$ $\{\mathbf{0}\}) \times(D \backslash\{0\})$ such that, for all $s \neq 0$ sufficiently small,

$$
\operatorname{in}\left(\frac{\partial f}{\partial t}\right)\left(s \mathbf{z}_{0}, s t_{0}\right) \neq 0 \quad \text { and } \quad \operatorname{in}\left(\frac{\partial f}{\partial z_{i_{0}}}\right)\left(s \mathbf{z}_{0}, s t_{0}\right) \neq 0
$$

Then, if $\gamma:(\mathbb{C}, 0) \rightarrow(B \times D,(\mathbf{0}, 0))$ is the curve defined by $s \mapsto \gamma(s)=$ $\left(\gamma_{1}(s), \gamma_{2}(s)\right)=\left(s \mathbf{z}_{0}, s t_{0}\right)$, we have

$$
\operatorname{ord}\left(\frac{\partial f}{\partial t} \circ \gamma\right)=\operatorname{ord}\left(\frac{\partial f}{\partial t}\right)=\inf _{j \geq 1}\left(j-1+\operatorname{ord}\left(g_{j}\right)\right)
$$

while

$$
\begin{aligned}
\inf _{1 \leq i \leq n} \operatorname{ord}\left(\frac{\partial f}{\partial z_{i}} \circ \gamma\right) & \geq \inf _{\substack{1 \leq i \leq n \\
j \geq 1}}\left\{\operatorname{ord}\left(\frac{\partial f_{0}}{\partial z_{i}} \circ \gamma_{1}\right), \operatorname{ord}\left(\gamma_{2}^{j} \cdot \frac{\partial g_{j}}{\partial z_{i}} \circ \gamma_{1}\right)\right\} \\
& \geq \inf \left\{\operatorname{ord}\left(f_{0}\right)-1, \inf _{j \geq 1}\left(j+\operatorname{ord}\left(g_{j}\right)-1\right)\right\}
\end{aligned}
$$

As $\operatorname{in}\left(\partial f / \partial z_{i_{0}}\right) \circ \gamma \neq 0$, the set $\gamma(\mathbb{C})$ is not contained in $\Sigma f$, and Corollary 2.4 implies that $\operatorname{ord}\left(f_{0}\right)-1<j+\operatorname{ord}\left(g_{j}\right)-1$ for all $j \geq 1$.

Second proof of Theorem 3.2. Here, we proceed as in the proof of Theorem 7.9 in [13]. As $\left\{f_{t}\right\}$ is $\lambda_{\mathbf{z}}$-constant, [13, Corollary 4.6] shows that, for all integers $0 \ll N_{1} \ll N_{2} \ll \cdots \ll N_{d}$ (where $d=\operatorname{dim}_{0} \Sigma f_{t}$ ), the functions $f_{0}+z_{1}^{N_{1}}+\cdots+z_{d}^{N_{d}}$ and $f_{t}+z_{1}^{N_{1}}+\cdots+z_{d}^{N_{d}}$ have an isolated singularity at $\mathbf{0}$ and the same Milnor number for all $t$ sufficiently small. That is, $\left\{f_{t}+z_{1}^{N_{1}}+\cdots+z_{d}^{N_{d}}\right\}$ is a $\mu$-constant family of isolated singularities. Therefore, by Theorem 3.1, we have

$$
\operatorname{ord}\left(g_{j}\right) \geq \operatorname{ord}\left(f_{0}+z_{1}^{N_{1}}+\cdots+z_{d}^{N_{d}}\right)-j+1
$$

As $N_{1}, \ldots, N_{d}$ are arbitrarily large, we deduce that ord $\left(g_{j}\right) \geq \operatorname{ord}\left(f_{0}\right)-j+1$.

Theorem 3.2 has the following immediate corollary.
Corollary 3.4. Suppose that $f_{t}$ is of the form $f_{t}(\mathbf{z})=f_{0}(\mathbf{z})+t g_{1}(\mathbf{z})$. In this case, if the family $\left\{f_{t}\right\}$ is $\lambda_{\mathbf{z}}$-constant, then it is equimultiple.

More generally, we have the next result.
Corollary 3.5. Suppose that $f_{t}$ can be written in the form $f_{t}(\mathbf{z})=$ $f_{0}(\mathbf{z})+\xi(t) g(\mathbf{z})$, where $\xi:(D, 0) \rightarrow(\mathbb{C}, 0)$ is a nonconstant holomorphic function and where $g:(B, \mathbf{0}) \rightarrow(\mathbb{C}, 0)$ is any holomorphic function. In this case, if the family $\left\{f_{t}\right\}$ is $\lambda_{\mathbf{z}}$-constant, then it is equimultiple. (In particular, any $\lambda_{\mathbf{z}}$-constant family of the form $f_{t}(\mathbf{z})=f_{0}(\mathbf{z})+t^{j} g_{j}(\mathbf{z})$ is equimultiple.)

In the special case of families with isolated singularities - a case for which the $\lambda_{\mathbf{z}}$-constancy is the same as the $\mu$-constancy-Corollaries 3.4 and 3.5 were first proved by Greuel in [6, Lemma 1.2] and by Trotman [19, Corollary 2].

Proof of Corollary 3.5. Consider the deformation family $h_{t}(\mathbf{z}):=f_{0}(\mathbf{z})+$ $\operatorname{tg}(\mathbf{z})$. As $\xi$ is a nonconstant holomorphic function, it is open, and therefore locally surjective. Therefore, the $\lambda_{\mathbf{z}}$-constancy of $\left\{f_{t}\right\}$ implies that of $\left\{h_{t}\right\}$. Hence, by Corollary 3.4, $\left\{h_{t}\right\}$ is equimultiple. Clearly, this implies the equimultiplicity of $\left\{f_{t}\right\}$.

Concerning topologically $V$-constant families of aligned singularities, Theorems 3.1 and 3.2 also have the following corollary.

Corollary 3.6. Suppose that, for all sufficiently small $t$, the function $f_{t}$ has a d-dimensional aligned singularity at $\mathbf{0}$. In this case, if the family $\left\{f_{t}\right\}$ is topologically $V$-constant, then, for all $j \geq 1$,

$$
\operatorname{ord}\left(g_{j}\right) \geq \operatorname{ord}\left(f_{0}\right)-j+1
$$

Proof. If there exists a set of coordinates which is aligning for $f_{t}$ at $\mathbf{0}$, for all sufficiently small $t$, then, by [13, Corollary 7.8], the family $\left\{f_{t}\right\}$ is $\lambda$-constant with respect to this coordinates system, and the result follows immediately from Theorem 3.2. Otherwise, we proceed as in the proof of Theorem 7.9 in [13]. We pick an infinite sequence of points $\left\{t_{k}\right\}$ in $\mathbb{C}$ approaching the origin, and we apply the Baire category theorem to conclude that there exists a set of coordinates (that we will still denote by $\mathbf{z})$ which is aligning for $f_{0}$ and for $f_{t_{k}}$ for all $k$. Then, by [13, Corollary 7.8], $\lambda_{f_{t_{k}}, \mathbf{z}}^{i}(\mathbf{0})=\lambda_{f_{0}, \mathbf{z}}^{i}(\mathbf{0})$ for all large $k$. Hence, by [13, Corollary 4.6], for all integers $0 \ll N_{1} \ll N_{2} \ll \cdots \ll N_{d}$, the functions $f_{0}+z_{1}^{N_{1}}+\cdots+z_{d}^{N_{d}}$ and $f_{t_{k}}+z_{1}^{N_{1}}+\cdots+z_{d}^{N_{d}}$ have an isolated singularity at $\mathbf{0}$ and the same Milnor number, provided that $k$ is large enough. By the upper semicontinuity of the Milnor number, this implies that, for all $t$ sufficiently small, $f_{t}+z_{1}^{N_{1}}+\cdots+z_{d}^{N_{d}}$ has an isolated singularity at $\mathbf{0}$ and the same Milnor number as $f_{0}+z_{1}^{N_{1}}+\cdots+z_{d}^{N_{d}}$. In other words, $\left\{f_{t}+z_{1}^{N_{1}}+\cdots+z_{d}^{N_{d}}\right\}$ is a $\mu$-constant family of isolated singularities. Therefore, by Theorem 3.1, we have

$$
\operatorname{ord}\left(g_{j}\right) \geq \operatorname{ord}\left(f_{0}+z_{1}^{N_{1}}+\cdots+z_{d}^{N_{d}}\right)-j+1
$$

As $N_{1}, \ldots, N_{d}$ are arbitrarily large, $\operatorname{ord}\left(g_{j}\right) \geq \operatorname{ord}\left(f_{0}\right)-j+1$.
In particular, we have the next equimultiplicity result.
Corollary 3.7. Suppose that $f_{t}$ can be written in the form $f_{t}(\mathbf{z})=$ $f_{0}(\mathbf{z})+\xi(t) g(\mathbf{z})$, where $\xi:(D, 0) \rightarrow(\mathbb{C}, 0)$ is a nonconstant holomorphic function and where $g:(B, \mathbf{0}) \rightarrow(\mathbb{C}, 0)$ is any holomorphic function. Suppose also that, for all sufficiently small $t$, the function $f_{t}$ has an aligned singularity at $\mathbf{0}$. Under these conditions, if the family $\left\{f_{t}\right\}$ is topologically $V$-constant, then it is equimultiple.

Proof. The result is immediate when $\xi(t)=t$ (see Corollary 3.6). When $\xi(t) \neq t$, then, as in the proof of Corollary 3.5, the result follows from the case where $\xi(t)=t$ and from the local surjectivity of $\xi$.
§4. $\lambda_{\mathbf{z}}$-constant families of the form $f_{t}(\mathbf{z})=f_{0}(\mathbf{z})+t g_{1}(\mathbf{z})+t^{2} g_{2}(\mathbf{z})$
In this section, we focus on deformations of the form $f_{t}(\mathbf{z})=f_{0}(\mathbf{z})+$ $t g_{1}(\mathbf{z})+t^{2} g_{2}(\mathbf{z})$. Under this assumption, Plénat and Trotman proved the following equimultiplicity result.

Theorem 4.1 ([16, Proposition 3.2]). Suppose that $f_{t}(\mathbf{z})=f_{0}(\mathbf{z})+t g_{1}(\mathbf{z})+$ $t^{2} g_{2}(\mathbf{z})$, with $g_{2} \neq 0$. Suppose also that, for all sufficiently small $t$, the function $f_{t}$ has an isolated singularity at the origin. Under these conditions, if the family $\left\{f_{t}\right\}$ is $\mu$-constant and such that the singular locus $\Sigma \operatorname{in}\left(f_{0}\right)$ of the tangent cone to $V\left(f_{0}\right)$ is not contained in the tangent cone to $V\left(g_{2}\right)$, then $\left\{f_{t}\right\}$ is equimultiple.

We recall that the tangent cone $C\left(V\left(f_{0}\right)\right)$ to $V\left(f_{0}\right)$ is the zero set of the initial polynomial, $\operatorname{in}\left(f_{0}\right)$, of $f_{0}$ at $\mathbf{0}$. Similarly, $C\left(V\left(g_{2}\right)\right)=\left(\operatorname{in}\left(g_{2}\right)\right)^{-1}(0)$.

In the next theorem, we show that this result also holds for families of nonisolated hypersurface singularities, provided that the constancy of the Milnor number is replaced by the constancy of the Lê numbers.

Theorem 4.2. Suppose that $f_{t}(\mathbf{z})=f_{0}(\mathbf{z})+\operatorname{tg}_{1}(\mathbf{z})+t^{2} g_{2}(\mathbf{z})$, with $g_{2} \neq 0$. In this case, if the family $\left\{f_{t}\right\}$ is $\lambda_{\mathbf{z}}$-constant and such that $\Sigma \operatorname{in}\left(f_{0}\right) \nsubseteq$ $C\left(V\left(g_{2}\right)\right)$, then it is equimultiple.

We also give two proofs of Theorem 4.2. The first one is on the same pattern as the proof of [16, Proposition 3.2], with the classical Lê-SaitoTeissier theorem replaced by Massey's general version. With this proof, Theorem 4.1 appears as a corollary of Theorem 4.2. In the second proof, we deduce Theorem 4.2 from Theorem 4.1 thanks to the Massey-IomdineLê formula. So, this proof requires the use of both the Lê-Saito-Teissier theorem and the Massey-Iomdine-Lê formula. Another advantage of the first proof compared with the second one is that, in Theorem 4.2, the $\lambda_{\mathbf{z}^{-}}$ constancy can actually be replaced by the condition " $f$ satisfies the Thom inequalities" (see Remarks 4.4 and 4.5).

To give the first proof of Theorem 4.2, we need the following lemma in which we do not assume that the family $\left\{f_{t}\right\}$ is $\lambda_{\mathbf{z}}$-constant.

LEmma 4.3. Suppose that $f_{t}(\mathbf{z})=f_{0}(\mathbf{z})+t g_{1}(\mathbf{z})+t^{2} g_{2}(\mathbf{z})$, with $g_{2} \neq 0$ and $\Sigma \operatorname{in}\left(f_{0}\right) \nsubseteq C\left(V\left(g_{2}\right)\right)$. Then,

$$
\Sigma \operatorname{in}\left(f_{0}\right) \times \mathbb{C} \nsubseteq \Xi f:=\left\{(\mathbf{z}, t) \in \mathbb{C}^{n} \times \mathbb{C} ; \frac{\partial f}{\partial z_{i}}(\mathbf{z}, t)=0,1 \leq i \leq n\right\}
$$

Proof. First of all, observe that $\operatorname{dim}_{0} \Sigma \operatorname{in}\left(f_{0}\right) \geq 1$. (If $\operatorname{dim}_{0} \Sigma \operatorname{in}\left(f_{0}\right)=0$, then $\Sigma \operatorname{in}\left(f_{0}\right)=\{\mathbf{0}\} \subseteq C\left(V\left(g_{2}\right)\right)$, which is a contradiction.) Now, suppose that $\Sigma \operatorname{in}\left(f_{0}\right) \times \mathbb{C} \subseteq \Xi f$, that is, for all $\mathbf{z} \in \Sigma \operatorname{in}\left(f_{0}\right), t \in \mathbb{C}$, and $1 \leq i \leq n$,

$$
\frac{\partial f}{\partial z_{i}}(\mathbf{z}, t)=\frac{\partial f_{t}}{\partial z_{i}}(\mathbf{z})=\frac{\partial f_{0}}{\partial z_{i}}(\mathbf{z})+\sum_{j=1}^{2} t^{j} \cdot \frac{\partial g_{j}}{\partial z_{i}}(\mathbf{z})=0
$$

In particular, this implies that, for all $\mathbf{z} \in \Sigma \operatorname{in}\left(f_{0}\right)$ and all $1 \leq i \leq n,\left(\partial g_{2} /\right.$ $\left.\partial z_{i}\right)(\mathbf{z})=0$, and consequently $g_{2}$ is constant on each stratum of $\Sigma \operatorname{in}\left(f_{0}\right)$. Clearly, $\mathbf{0} \in \Sigma \operatorname{in}\left(f_{0}\right)$ and $g_{2}$ vanishes on the stratum containing this point. Hence, by continuity, $g_{2}=0$ on each stratum, that is, $g_{2 \mid \Sigma \operatorname{in}\left(f_{0}\right)}=0$. This, in turn, implies that

$$
\operatorname{in}\left(g_{2}\right)_{\mid \Sigma \operatorname{in}\left(f_{0}\right)}=0
$$

which is a contradiction with the hypothesis $\operatorname{\Sigma in}\left(f_{0}\right) \nsubseteq C\left(V\left(g_{2}\right)\right)=$ $\left(\operatorname{in}\left(g_{2}\right)\right)^{-1}(0)$. To show that $\operatorname{in}\left(g_{2}\right)_{\mid \sum \operatorname{in}\left(f_{0}\right)}=0$, write

$$
g_{2}(\mathbf{z})=\operatorname{in}\left(g_{2}\right)(\mathbf{z})+g_{2, d_{1}}(\mathbf{z})+g_{2, d_{2}}(\mathbf{z})+\cdots,
$$

where $g_{2, d_{k}}$ is a homogeneous polynomial of degree $d_{k}$ with $\operatorname{deg} \operatorname{in}\left(g_{2}\right)<d_{1}<$ $d_{2}<\cdots$, and pick a point $\mathbf{z}_{0} \in \Sigma \operatorname{in}\left(f_{0}\right)$. For any $\zeta \in \mathbb{C}, \zeta \mathbf{z}_{0} \in \Sigma \operatorname{in}\left(f_{0}\right)$, and therefore

$$
0=g_{2}\left(\zeta \mathbf{z}_{0}\right)=\zeta^{\operatorname{deg} \operatorname{in}\left(g_{2}\right)} \operatorname{in}\left(g_{2}\right)\left(\mathbf{z}_{0}\right)+\zeta^{d_{1}} g_{2, d_{1}}\left(\mathbf{z}_{0}\right)+\zeta^{d_{2}} g_{2, d_{2}}\left(\mathbf{z}_{0}\right)+\cdots
$$

Now, if $\operatorname{in}\left(g_{2}\right)\left(\mathbf{z}_{0}\right) \neq 0$, then, for $\zeta \neq 0$ sufficiently small,

$$
\left|\zeta^{\operatorname{deg} \operatorname{in}\left(g_{2}\right)} \operatorname{in}\left(g_{2}\right)\left(\mathbf{z}_{0}\right)\right| \gg\left|\zeta^{d_{1}} g_{2, d_{1}}\left(\mathbf{z}_{0}\right)+\zeta^{d_{2}} g_{2, d_{2}}\left(\mathbf{z}_{0}\right)+\cdots\right|
$$

and consequently $g_{2}\left(\zeta \mathbf{z}_{0}\right) \neq 0$, which is a contradiction.
Now we are able to give the first proof of Theorem 4.2.
First proof of Theorem 4.2. By Theorem 3.2, ord $\left(g_{1}\right) \geq \operatorname{ord}\left(f_{0}\right)$ and $\operatorname{ord}\left(g_{2}\right) \geq \operatorname{ord}\left(f_{0}\right)-1$. Actually, we are going to show that the condition imposed on the tangent cones implies that $\operatorname{ord}\left(g_{2}\right) \neq \operatorname{ord}\left(f_{0}\right)-1$, so that both $\operatorname{ord}\left(g_{1}\right)$ and $\operatorname{ord}\left(g_{2}\right)$ are greater than or equal to ord $\left(f_{0}\right)$ (which implies equimultiplicity).

So, $\operatorname{suppose}$ that $\operatorname{ord}\left(g_{2}\right)=\operatorname{ord}\left(f_{0}\right)-1$. As ord $\left(g_{1}\right) \geq \operatorname{ord}\left(f_{0}\right)$, this implies that $\operatorname{ord}\left(g_{2}\right)<\operatorname{ord}\left(g_{1}\right)$. By Lemma 4.3, there is an index $i_{0}$ such that the restriction of $\partial f / \partial z_{i_{0}}$ to $\sin \left(f_{0}\right) \times \mathbb{C}$ is not equal to 0 . Note also that,
according to the hypothesis, the restriction of $\operatorname{in}\left(g_{2}\right)$ to $\Sigma \operatorname{in}\left(f_{0}\right)$ is also not equal to 0 . Pick a point $\left(\mathbf{z}_{0}, t_{0}\right) \in\left(\Sigma \operatorname{in}\left(f_{0}\right) \backslash\{\mathbf{0}\}\right) \times(D \backslash\{0\})$ such that, for all $s \neq 0$ sufficiently small,

$$
\operatorname{in}\left(\frac{\partial f}{\partial t}\right)\left(s \mathbf{z}_{0}, s t_{0}\right) \neq 0, \quad \operatorname{in}\left(g_{2}\right)\left(s \mathbf{z}_{0}\right) \neq 0, \quad \frac{\partial f}{\partial z_{i_{0}}}\left(s \mathbf{z}_{0}, s t_{0}\right) \neq 0
$$

and consider the curve $\gamma:(\mathbb{C}, 0) \rightarrow(B \times D,(\mathbf{0}, 0))$ defined by $s \mapsto \gamma(s)=$ $\left(\gamma_{1}(s), \gamma_{2}(s)\right)=\left(s \mathbf{z}_{0}, s t_{0}\right)$. Clearly, as $\left(\partial f / \partial z_{i_{0}}\right) \circ \gamma \neq 0$, the set $\gamma(\mathbb{C})$ is not contained in $\Sigma f$. Moreover,

$$
\operatorname{ord}\left(\frac{\partial f}{\partial t} \circ \gamma\right)=\operatorname{ord}\left(\frac{\partial f}{\partial t}\right)=\operatorname{ord}\left(g_{2}\right)+1=\operatorname{ord}\left(f_{0}\right)
$$

while

$$
\begin{aligned}
& \inf _{1 \leq i \leq n} \operatorname{ord}\left(\frac{\partial f}{\partial z_{i}} \circ \gamma\right) \\
& \quad \geq \inf _{1 \leq i \leq n}\left\{\operatorname{ord}\left(\frac{\partial f_{0}}{\partial z_{i}} \circ \gamma_{1}\right), \operatorname{ord}\left(\gamma_{2} \cdot \frac{\partial g_{1}}{\partial z_{i}} \circ \gamma_{1}\right), \operatorname{ord}\left(\gamma_{2}^{2} \cdot \frac{\partial g_{2}}{\partial z_{i}} \circ \gamma_{1}\right)\right\} \\
& \quad \geq \operatorname{ord}\left(f_{0}\right)
\end{aligned}
$$

(The second inequality comes from the relations $\gamma_{1}(\mathbb{C}) \subseteq \Sigma \operatorname{in}\left(f_{0}\right), \operatorname{ord}\left(g_{1}\right) \geq$ $\operatorname{ord}\left(f_{0}\right)$ and $\operatorname{ord}\left(g_{2}\right)=\operatorname{ord}\left(f_{0}\right)-1$.) In other words, the Thom inequality (see (2.1)) is not satisfied along the curve $\gamma$, and one gets a contradiction with Corollary 2.4.

Remark 4.4. In fact, this proof of Theorem 4.2 shows that, for a family of the given form (i.e., $f_{t}(\mathbf{z})=f_{0}(\mathbf{z})+t g_{1}(\mathbf{z})+t^{2} g_{2}(\mathbf{z})$ ), if $f$ satisfies the Thom inequalities (see Definition 2.3) and if $\Sigma \operatorname{in}\left(f_{0}\right) \nsubseteq C\left(V\left(g_{2}\right)\right)$, then the family $\left\{f_{t}\right\}$ is equimultiple.

Second proof of Theorem 4.2. As in the second proof of Theorem 3.2, by [13, Corollary 4.6], if $0 \ll N_{1} \ll N_{2} \ll \cdots \ll N_{d}$ (where $d=\operatorname{dim}_{0} \Sigma f_{t}$ ), then the functions

$$
f_{t}+z_{1}^{N_{1}}+\cdots+z_{d}^{N_{d}}=f_{0}+z_{1}^{N_{1}}+\cdots+z_{d}^{N_{d}}+t g_{1}+t^{2} g_{2}
$$

form a $\mu$-constant family of isolated singularities as $t$ varies. As the integers $N_{1}, \ldots, N_{d}$ are arbitrarily large, $\operatorname{in}\left(f_{0}+z_{1}^{N_{1}}+\cdots+z_{d}^{N_{d}}\right)=\operatorname{in}\left(f_{0}\right)$, and therefore $\Sigma \operatorname{in}\left(f_{0}+z_{1}^{N_{1}}+\cdots+z_{d}^{N_{d}}\right) \nsubseteq C\left(V\left(g_{2}\right)\right)$. Hence, by Theorem 4.1, the family $\left\{f_{t}+z_{1}^{N_{1}}+\cdots+z_{d}^{N_{d}}\right\}$ is equimultiple. Again, as $N_{1}, \ldots, N_{d}$ are arbitrarily large, this implies that the family $\left\{f_{t}\right\}$ is also equimultiple.

REmark 4.5. Unlike the first proof, in this second approach one really needs to assume that the family $\left\{f_{t}\right\}$ is $\lambda_{\mathbf{z}}$-constant in order to apply [13, Corollary 4.6].

In the special case of a family with aligned singularities, Theorems 4.1 and 4.2 have the following corollary.

Corollary 4.6. Assume again that $f_{t}(\mathbf{z})=f_{0}(\mathbf{z})+t g_{1}(\mathbf{z})+t^{2} g_{2}(\mathbf{z})$, with $g_{2} \neq 0$. Also suppose here that, for all sufficiently small $t$, the function $f_{t}$ has a d-dimensional aligned singularity at $\mathbf{0}$. Under these conditions, if the family $\left\{f_{t}\right\}$ is topologically $V$-constant and such that $\Sigma \operatorname{in}\left(f_{0}\right) \nsubseteq C\left(V\left(g_{2}\right)\right)$, then it is equimultiple.

Proof. We proceed as in the proof of Corollary 3.6. If there exists a set of coordinates which is aligning for $f_{t}$ at $\mathbf{0}$, for all sufficiently small $t$, then, by [13, Corollary 7.8] the family $\left\{f_{t}\right\}$ is $\lambda$-constant with respect to this coordinates system, and the result follows immediately from Theorem 4.2. Otherwise, as in the proof of [13, Theorem 7.9], we can show that, for $0 \ll N_{1} \ll N_{2} \ll \cdots \ll N_{d}$, the family of functions

$$
f_{t}+z_{1}^{N_{1}}+\cdots+z_{d}^{N_{d}}=f_{0}+z_{1}^{N_{1}}+\cdots+z_{d}^{N_{d}}+t g_{1}+t^{2} g_{2}
$$

is a $\mu$-constant family of isolated singularities. Then, we conclude as in the second proof of Theorem 4.2.

## $\S 5$. $\lambda_{\mathrm{z}}$-constant deformations and hyperplane sections

In this section, we investigate the behavior of $\lambda_{\mathbf{z}}$-constant families under hyperplane sections. By Corollary 2.4, we know that $\lambda_{\mathbf{z}}$-constant families satisfy the Thom inequalities (see Definition 2.3). We show here that, under some appropriate conditions, hyperplane sections of $\lambda_{\mathbf{z}}$-constant families satisfy Thom's inequalities as well. Using this fact, we prove equimultiplicity for new families of nonisolated hypersurface singularities of the form $f_{t}(\mathbf{z})=$ $h_{t}\left(\mathbf{z}^{\prime}\right)+z_{n}^{2} k_{t}(\mathbf{z})$, where $\mathbf{z}^{\prime}:=\left(z_{1}, \ldots, z_{n-1}\right)$.

### 5.1. Thom's inequalities and hyperplane sections

Let $H$ be the hyperplane in $\mathbb{C}^{n}$ defined by $z_{i_{0}}=0$ for some $i_{0}$. Set

$$
\Xi f:=\left\{(\mathbf{z}, t) \in \mathbb{C}^{n} \times \mathbb{C} ; \frac{\partial f}{\partial z_{i}}(\mathbf{z}, t)=0,1 \leq i \leq n\right\}
$$

and

$$
\Xi\left(f_{\mid H \times \mathbb{C}}\right):=\left\{(\mathbf{z}, t) \in \mathbb{C}^{n} \times \mathbb{C} ; z_{i_{0}}=0, \frac{\partial f}{\partial z_{i}}(\mathbf{z}, t)=0,1 \leq i \leq n, i \neq i_{0}\right\}
$$

We will denote by $\mathscr{I}(\Xi f \cap(H \times \mathbb{C}))$ the ideal in $\mathbb{C}\{\mathbf{z}, t\}$ generated by $\left\{z_{i_{0}}, \partial f / \partial z_{i} ; 1 \leq i \leq n\right\}$. Similarly, $\mathscr{I}\left(\Xi\left(f_{\mid H \times \mathbb{C}}\right)\right)$ will be the ideal in $\mathbb{C}\{\mathbf{z}, t\}$ generated by $\left\{z_{i_{0}}, \partial f / \partial z_{i} ; 1 \leq i \leq n, i \neq i_{0}\right\}$.

Theorem 5.1. We suppose that $\mathscr{I}\left(\Xi\left(f_{\mid H \times \mathbb{C}}\right)\right)=\mathscr{I}(\Xi f \cap(H \times \mathbb{C}))$. In this case, if the family $\left\{f_{t}\right\}$ is $\lambda_{\mathbf{z}}$-constant, then, for any holomorphic curve

$$
\gamma:(\mathbb{C}, 0) \rightarrow((B \cap H) \times D,(\mathbf{0}, 0))
$$

not contained in $\Sigma\left(f_{\mid H \times \mathbb{C}}\right)$, we have

$$
\begin{equation*}
\operatorname{ord}\left(\frac{\partial f_{\mid H \times \mathbb{C}}}{\partial t} \circ \gamma\right)>\inf _{\substack{1 \leq i \leq n \\ i \neq i_{0}}} \operatorname{ord}\left(\frac{\partial f_{\mid H \times \mathbb{C}}}{\partial z_{i}} \circ \gamma\right) \tag{5.1}
\end{equation*}
$$

In the special case of a family with isolated singularities, the result was first proved by Greuel and Pfister in [7, Lemma 3.1]. Note that, in this case, the conclusion (5.1) is equivalent to the $\mu$-constancy of the family $\left\{f_{t \mid H}\right\}$.

Proof of Theorem 5.1. It is similar to the proof of [7, Lemma 3.1]. Let

$$
\gamma:(\mathbb{C}, 0) \rightarrow((B \cap H) \times D,(\mathbf{0}, 0)), \quad s \mapsto \gamma(s)=\left(\gamma_{1}(s), \gamma_{2}(s)\right)
$$

be any holomorphic curve not contained in $\Sigma\left(f_{\mid H \times \mathbb{C}}\right)$. As $\mathscr{I}\left(\Xi\left(f_{\mid H \times \mathbb{C}}\right)\right)=$ $\mathscr{I}(\Xi f \cap(H \times \mathbb{C}))$, the partial derivative $\partial f / \partial z_{i_{0}}$ must belong to $\mathscr{I}\left(\Xi\left(f_{\mid H \times \mathbb{C}}\right)\right)$, and since $\gamma(\mathbb{C}) \subseteq H \times D$, this implies that

$$
\begin{equation*}
\operatorname{ord}\left(\frac{\partial f}{\partial z_{i_{0}}} \circ \gamma\right) \geq \inf _{\substack{1 \leq i \leq n \\ i \neq i_{0}}} \operatorname{ord}\left(\frac{\partial f}{\partial z_{i}} \circ \gamma\right) \tag{5.2}
\end{equation*}
$$

Now, as $\left\{f_{t}\right\}$ is $\lambda_{\mathbf{z}}$-constant, Corollary 2.4 shows that

$$
\operatorname{ord}\left(\frac{\partial f}{\partial t} \circ \gamma\right)>\inf _{1 \leq i \leq n} \operatorname{ord}\left(\frac{\partial f}{\partial z_{i}} \circ \gamma\right) \stackrel{(5.2)}{=} \inf _{\substack{1 \leq i \leq n \\ i \neq i_{0}}} \operatorname{ord}\left(\frac{\partial f}{\partial z_{i}} \circ \gamma\right),
$$

and since $\gamma(s) \in H \times D$, we have (5.1).
Remark 5.2. In fact, the proof of Theorem 5.1 shows that, under the hypothesis $\mathscr{I}\left(\Xi\left(f_{\mid H \times \mathbb{C}}\right)\right)=\mathscr{I}(\Xi f \cap(H \times \mathbb{C}))$, if $f$ satisfies the Thom inequalities (2.1), then $f_{\mid H \times \mathbb{C}}$ satisfies the Thom inequalities (5.1).
5.2. Deformations of the form $f_{t}(\mathbf{z})=h_{t}\left(\mathbf{z}^{\prime}\right)+z_{n}^{2} k_{t}(\mathbf{z})$

Throughout this section, we assume that $f$ can be written in the form $f(\mathbf{z}, t)=h\left(\mathbf{z}^{\prime}, t\right)+z_{n}^{2} k(\mathbf{z}, t)$, where $h$ and $k$ are holomorphic functions and $\mathbf{z}^{\prime}:=\left(z_{1}, \ldots, z_{n-1}\right)$. As usual, we set $h_{t}\left(\mathbf{z}^{\prime}\right):=h\left(\mathbf{z}^{\prime}, t\right)$ and $k_{t}(\mathbf{z}):=k(\mathbf{z}, t)$. We will assume that $h_{t}$ is reduced and that $n \geq 3$. The interest in families of this form (already studied by Greuel and Pfister in [7] in the special case of isolated singularities) is that they satisfy the condition $\mathscr{I}\left(\Xi\left(f_{\mid H \times \mathbb{C}}\right)\right)=$ $\mathscr{I}(\Xi f \cap(H \times \mathbb{C}))$ of Theorem 5.1, with the hyperplane $H$ defined by $z_{n}=0$. Then, by this theorem or by [7, Lemma 3.1], in many interesting cases the equimultiplicity problem for the family $\left\{f_{t}\right\}$ can be reduced to one for the family $\left\{h_{t}\right\}$.

For example, let us consider the following four conditions:
(C1) for all $t$ sufficiently small, $h_{t}$ is convenient and has a nondegenerate Newton principal part with respect to $\mathbf{z}^{\prime}$ (see [9] for the definition);
(C2) for all $t$ sufficiently small, $h_{t}$ is of the form

$$
h_{t}\left(\mathbf{z}^{\prime}\right)=h_{0}\left(\mathbf{z}^{\prime}\right)+\xi(t) \ell\left(\mathbf{z}^{\prime}\right),
$$

where $\xi$ and $\ell$ are holomorphic functions with $\xi(0)=0$;
(C3) $h_{0}$ is a semiquasihomogeneous polynomial with respect to $\mathbf{z}^{\prime}$;
(C4) $n=3$ (i.e., $\left\{h_{t}\right\}$ is a family of plane curve singularities).
In [3], the first author proved the following equimultiplicity result for nonisolated singularities.

Theorem 5.3 ([3, Theorem 2]). Suppose that $\left\{f_{t}\right\}$ is a topologically $V$-constant family of d-dimensional aligned singularities, at $\mathbf{0}$, of the form $f_{t}(\mathbf{z})=h_{t}\left(\mathbf{z}^{\prime}\right)+z_{n}^{2} k_{t}(\mathbf{z})$. Let $\left\{t_{k}\right\}$ be an infinite sequence of points in $\mathbb{C}$ approaching the origin. Suppose that the coordinates $\mathbf{z}=\left(z_{1}, \ldots, z_{n}\right)$, or some cyclic permutation of them, form an aligning set of coordinates at $\mathbf{0}$ for $f_{0}$ and for $f_{t_{k}}$ for all $k$. Under these conditions, if at least one of the four conditions (C1)-(C4) above is satisfied, then the family $\left\{h_{t}\right\}$ is equimultiple. In particular, if, in addition, $\operatorname{ord}\left(h_{t}\right) \leq \operatorname{ord}\left(z_{n}^{2} k_{t}\right)$, then the family $\left\{f_{t}\right\}$ is equimultiple too.

In the special case of a family with isolated singularities, the result was first proved by Greuel and Pfister in [7, Proposition 3.2].

Actually, the proof of Theorem 5.3 shows the next result.
Theorem 5.4. Suppose that the family $\left\{f_{t}\right\}$ is $\lambda_{\mathbf{z}}$-constant and of the form $f_{t}(\mathbf{z})=h_{t}\left(\mathbf{z}^{\prime}\right)+z_{n}^{2} k_{t}(\mathbf{z})$. If at least one of the four conditions (C1)(C4) above is satisfied, then the family $\left\{h_{t}\right\}$ is equimultiple.

As above, if, in addition to the hypotheses of Theorem 5.4, we also have $\operatorname{ord}\left(h_{t}\right) \leq \operatorname{ord}\left(z_{n}^{2} k_{t}\right)$, then the family $\left\{f_{t}\right\}$ is equimultiple too. (A similar remark applies to the theorems below as well.)

Proof of Theorem 5.4. By [13, Corollary 4.6], for all integers $0 \ll N_{1} \ll$ $N_{2} \ll \cdots \ll N_{d}$ (where $d=\operatorname{dim}_{0} \Sigma f_{t}$ ), the family $\left\{f_{t}+z_{1}^{N_{1}}+\cdots+z_{d}^{N_{d}}\right\}$ is a $\mu$-constant family of isolated singularities. Applying [7, Lemma 3.1], with the hyperplane $z_{n}=0$, gives that the family $\left\{h_{t}+z_{1}^{N_{1}}+\cdots+z_{d}^{N_{d}}\right\}$ is also a $\mu$ constant family of isolated singularities. As $N_{1}, \ldots, N_{d}$ are arbitrarily large, if $h_{t}$ satisfies one of the conditions (C1)-(C4), then so does $h_{t}+z_{1}^{N_{1}}+\cdots+$ $z_{d}^{N_{d}}$. But in each case, (C1)-(C4), the Zariski multiplicity conjecture is true if we deal with families of isolated singularities (the references for that are [1], [6], [15], [17], [19], [21]). In other words, the family $\left\{h_{t}+z_{1}^{N_{1}}+\cdots+z_{d}^{N_{d}}\right\}$ is equimultiple. Again, as $N_{1}, \ldots, N_{d}$ are arbitrarily large, we deduce that the family $\left\{h_{t}\right\}$ is also equimultiple.

In the same vein, we can also prove the next theorem.
Theorem 5.5. Suppose that the family $\left\{f_{t}\right\}$ is $\lambda_{\mathbf{z}}$-constant and of the form $f_{t}(\mathbf{z})=h_{t}\left(\mathbf{z}^{\prime}\right)+z_{n}^{2} k_{t}(\mathbf{z})$, where $h_{t}\left(\mathbf{z}^{\prime}\right)=h_{0}\left(\mathbf{z}^{\prime}\right)+t \ell_{1}\left(\mathbf{z}^{\prime}\right)+t^{2} \ell_{2}\left(\mathbf{z}^{\prime}\right)$ for some holomorphic functions $\ell_{1}$ and $\ell_{2}$, with $\ell_{2} \neq 0$. Suppose also that $\Sigma \operatorname{in}\left(h_{0}\right) \nsubseteq C\left(V\left(\ell_{2}\right)\right)$. Under these conditions, the family $\left\{h_{t}\right\}$ is equimultiple.

To prove this theorem, we can proceed exactly as in the proof of Theorem 5.4, first by applying the Massey-Iomdine-Lê formula and the GreuelPfister lemma in order to reduce the problem to one dealing with $\mu$-constant families of isolated singularities, and then by invoking Theorem 4.1. The details of this proof are left to the reader. Theorem 5.5 can be also obtained as a corollary of Theorem 5.1 (or Remark 5.2) and Remark 4.4. With this second approach, the $\lambda_{\mathbf{z}}$-constancy of $\left\{f_{t}\right\}$, in Theorem 5.5, can be replaced by the condition " $f$ satisfies the Thom inequalities" (see Definition 2.3). The details are as follows.

Proof of Theorem 5.5. By Theorem 5.1 (or Remark 5.2), applied to the family $\left\{f_{t}\right\}$ and the hyperplane $H$ defined by $z_{n}=0$, for any holomorphic curve $\gamma:(\mathbb{C}, 0) \rightarrow((B \cap H) \times D,(\mathbf{0}, 0))$ not contained in $\Sigma\left(f_{\mid H \times \mathbb{C}}\right) \approx \Sigma h$, the

Thom inequality (5.1) holds. That is, by abuse of notation, ${ }^{\dagger}$

$$
\operatorname{ord}\left(\frac{\partial h}{\partial t} \circ \gamma\right)>\inf _{1 \leq i \leq n-1} \operatorname{ord}\left(\frac{\partial h}{\partial z_{i}} \circ \gamma\right)
$$

As $\Sigma \operatorname{in}\left(h_{0}\right) \nsubseteq C\left(V\left(\ell_{2}\right)\right)$, this implies that the family $\left\{h_{t}\right\}$ is equimultiple (see Remark 4.4).

Focusing on aligned singularities, we get the following result.
Theorem 5.6. Suppose that $\left\{f_{t}\right\}$ is a topologically $V$-constant family of d-dimensional aligned singularities, at $\mathbf{0}$, of the form $f_{t}(\mathbf{z})=h_{t}\left(\mathbf{z}^{\prime}\right)+$ $z_{n}^{2} k_{t}(\mathbf{z})$, where $h_{t}\left(\mathbf{z}^{\prime}\right)=h_{0}\left(\mathbf{z}^{\prime}\right)+t \ell_{1}\left(\mathbf{z}^{\prime}\right)+t^{2} \ell_{2}\left(\mathbf{z}^{\prime}\right)$ for some holomorphic functions $\ell_{1}$ and $\ell_{2}$, with $\ell_{2} \neq 0$. Let $\left\{t_{k}\right\}$ be an infinite sequence of points in $\mathbb{C}$ approaching the origin. Suppose that the coordinates $\mathbf{z}=\left(z_{1}, \ldots, z_{n}\right)$, or some cyclic permutation of them, form an aligning set of coordinates at $\mathbf{0}$ for $f_{0}$ and for $f_{t_{k}}$ for all $k$. Finally, suppose that $\Sigma \operatorname{in}\left(h_{0}\right) \nsubseteq C\left(V\left(\ell_{2}\right)\right)$. Under these conditions, the family $\left\{h_{t}\right\}$ is equimultiple.

Proof. As cyclic permutations of the coordinates do not alter the special form of the function $f_{t}$, we can suppose that the aligning set of coordinates for $f_{0}$ and for $f_{t_{k}}$, for all $k$, is the set $\mathbf{z}=\left(z_{1}, \ldots, z_{n}\right)$. Then, by [13, Corollary 7.8], $\lambda_{f_{t_{k}}, \mathbf{z}}^{i}(\mathbf{0})=\lambda_{f_{0}, \mathbf{z}}^{i}(\mathbf{0})$ for all large $k$. As in the proof of Corollary 3.6, this implies that, for all integers $0 \ll N_{1} \ll N_{2} \ll \cdots \ll N_{d}$, the functions $f_{t}+z_{1}^{N_{1}}+\cdots+z_{d}^{N_{d}}$ form a $\mu$-constant family of isolated singularities as $t$ varies. Then, applying [7, Lemma 3.1], with the hyperplane $z_{n}=0$, gives that the family $\left\{h_{t}+z_{1}^{N_{1}}+\cdots+z_{d}^{N_{d}}\right\}$ is also a $\mu$-constant family of isolated singularities. As $N_{1}, \ldots, N_{d}$ are arbitrarily large, $\operatorname{in}\left(h_{0}+z_{1}^{N_{1}}+\cdots+z_{d}^{N_{d}}\right)=\operatorname{in}\left(h_{0}\right)$, and therefore $\Sigma \operatorname{in}\left(h_{0}+z_{1}^{N_{1}}+\cdots+z_{d}^{N_{d}}\right) \nsubseteq C\left(V\left(\ell_{2}\right)\right)$. Hence, by Theorem 4.1, the family $\left\{h_{t}+z_{1}^{N_{1}}+\cdots+z_{d}^{N_{d}}\right\}$ is equimultiple. Again, as $N_{1}, \ldots, N_{d}$ are arbitrarily large, we deduce that the family $\left\{h_{t}\right\}$ is also equimultiple.

## Appendix A. Lê numbers

The Lê numbers generalize to nonisolated hypersurface singularities the data given by the Milnor number for an isolated singularity. They were introduced about 25 years ago by Massey. (For a detailed exposition, see [13], [14]). For its convenience, we also briefly recall the definition hereafter.

[^2]The Lê numbers are intersection numbers of certain analytic cycles (socalled Le cycles) with certain affine subspaces. The definition of the Lê cycles, in turn, is based on the notion of gap sheaf. We start this section by explaining what analytic cycle and gap sheaf mean.

## A. 1 Analytic cycles

Let $\left(X, \mathscr{O}_{X}\right)$ be a complex analytic space. An analytic cycle in $X$ is a finite formal sum $\sum m_{V}[V]$, where the $V$ 's are distinct irreducible analytic subsets of $X$ and where the $m_{V}$ 's are nonzero integers. The analytic cycle associated to $X$ is the cycle $[X]:=\sum m_{V}[V]$ obtained when the $V$ 's run over all the irreducible components of $X$ and when the $m_{V}$ 's are defined as follows. Take a point $\mathbf{x} \in V$, and consider the germ $V_{\mathbf{x}}$ of $V$ at $\mathbf{x}$. Then, if $V_{\mathbf{x}}^{0}$ is any irreducible germ component of $V_{\mathbf{x}}$, the integer $m_{V}$ is defined to be the length of the local ring of $X$ at $\mathbf{x}$ localized at the prime ideal corresponding to $V_{\mathbf{x}}^{0}$. Of course, this definition is independent of the choices of the point $\mathbf{x}$ and the component $V_{\mathbf{x}}^{0}$. (Hereafter, we will always use brackets [.] to denote analytic cycles.)

If $V$ and $W$ are irreducible analytic subsets of a connected complex analytic manifold $M$, then we say that $V$ and $W$ intersect properly in $M$ if, for each irreducible component $Z$ of $V \cap W$, we have

$$
\operatorname{codim}_{M} Z=\operatorname{codim}_{M} V+\operatorname{codim}_{M} W
$$

When this is the case, the intersection product of $[V]$ and $[W]$ in $M$ (denoted by $[V] \cdot[W])$ is characterized axiomatically by four properties: openness, transversality, projection, and continuity (see [14, Appendix A] and [5, Example 11.4.4] for details). Now, if $\sum m_{i}\left[V_{i}\right]$ and $\sum n_{j}\left[W_{j}\right]$ are two cycles in $M$ intersecting properly (i.e., $V_{i}$ and $W_{j}$ intersect properly for all $i, j$ ), then we define their intersection product as

$$
\left(\sum m_{i}\left[V_{i}\right]\right) \cdot\left(\sum n_{j}\left[W_{j}\right]\right):=\sum m_{i} n_{j}\left(\left[V_{i}\right] \cdot\left[W_{j}\right]\right)
$$

Finally, if $C_{1}$ and $C_{2}$ are two cycles intersecting properly and if

$$
C_{1} \cdot C_{2}=\sum p_{k}\left[Z_{k}\right]
$$

then the intersection number $\left(C_{1} \cdot C_{2}\right)_{Z_{k}}$ of $C_{1}$ and $C_{2}$ at $Z_{k}$ is defined by

$$
\left(C_{1} \cdot C_{2}\right)_{Z_{k}}:=p_{k}
$$

In other words, $\left(C_{1} \cdot C_{2}\right)_{Z_{k}}$ represents the number of times $Z_{k}$ occurs in the intersection, counted with multiplicity.

## A. 2 Gap sheaves

Let $\left(X, \mathscr{O}_{X}\right)$ be a complex analytic space, let $W \subseteq X$ be an analytic subset of $X$, and let $\mathscr{I}$ be a coherent sheaf of ideals in $\mathscr{O}_{X}$. As usual, we will denote by $V(\mathscr{I})$ the analytic space defined by the vanishing of $\mathscr{I}$. At each point $\mathbf{x} \in V(\mathscr{I})$ we want to consider scheme-theoretically those components of $V(\mathscr{I})$ which are not contained in $W$. For this purpose, we look at a minimal primary decomposition of the stalk $\mathscr{I}_{\mathbf{x}}$ of $\mathscr{I}$ in the local ring $\mathscr{O}_{X, \mathbf{x}}$, and we consider the ideal $\mathscr{I}_{\mathbf{x}} \neg W$ in $\mathscr{O}_{X, \mathbf{x}}$ consisting of the intersection of those (possibly embedded) primary components $Q$ of $\mathscr{I}_{\mathbf{x}}$ such that $V(Q) \nsubseteq W$. Note that if $S$ is the multiplicatively closed set

$$
\mathscr{O}_{X, \mathbf{x}} \backslash \bigcup P
$$

where the union is taken over all the associated prime ideals $P$ of $\mathscr{O}_{X, \mathbf{x}} / \mathscr{I}_{\mathbf{x}}$ such that $V(P) \nsubseteq W$, then

$$
\mathscr{I}_{\mathbf{x}} \neg W=S^{-1} \mathscr{I}_{\mathbf{x}} \cap \mathscr{O}_{X, \mathbf{x}},
$$

where $S^{-1} \mathscr{I}_{\mathbf{x}}$ is the ring of fractions of $\mathscr{I}_{\mathbf{x}}$ with denominators in $S$. In particular, the definition of $\mathscr{I}_{\mathbf{x}} \neg W$ does not depend on the choice of the minimal primary decomposition of $\mathscr{I}_{\mathbf{x}}$. Now, if we perform the operation described above at the point $\mathbf{x}$ simultaneously at all points of $V(\mathscr{I})$, then we obtain a coherent sheaf of ideals called a gap sheaf and denoted by $\mathscr{I} \neg W$. Hereafter, we shall denote by $V(\mathscr{I}) \neg W$ the scheme (i.e., the complex analytic space) $V(\mathscr{I} \neg W)$ defined by the vanishing of the gap sheaf $\mathscr{I} \neg W$.

## A. 3 Lê cycles and Lê numbers

Now, we are ready to define the Lê cycles and the Lê numbers. Consider a holomorphic function $h:(U, \mathbf{0}) \rightarrow(\mathbb{C}, 0)$, where $U$ is an open neighborhood of $\mathbf{0}$ in $\mathbb{C}^{n}$, and fix a system of linear coordinates $\mathbf{z}=\left(z_{1}, \ldots, z_{n}\right)$ for $\mathbb{C}^{n}$. Let $\Sigma h$ be the critical locus of $h$. For $0 \leq i \leq n-1$, the ith (relative) polar variety of $h$ with respect to $\mathbf{z}$ is the scheme

$$
\Gamma_{h, \mathbf{z}}^{i}:=V\left(\frac{\partial h}{\partial z_{i+1}} \cdots \frac{\partial h}{\partial z_{n}}\right) \neg \Sigma h .
$$

Clearly, for $i=0, \Gamma_{h, \mathbf{z}}^{0}=\emptyset$. Also, it can be shown easily that

$$
\left(\Gamma_{h, \mathbf{z}}^{i+1} \cap V\left(\frac{\partial h}{\partial z_{i+1}}\right)\right) \neg \Sigma h=\Gamma_{h, \mathbf{z}}^{i}
$$

as schemes, and therefore, all the components of the cycle

$$
\begin{equation*}
\left[\Gamma_{h, \mathbf{z}}^{i+1} \cap V\left(\frac{\partial h}{\partial z_{i+1}}\right)\right]-\left[\Gamma_{h, \mathbf{z}}^{i}\right] \tag{A.1}
\end{equation*}
$$

are contained in $\Sigma h$. The cycle (A.1) is called the ith Lê cycle of $h$ with respect to $\mathbf{z}$. It is denoted by $\left[\Lambda_{h, \mathbf{z}}^{i}\right]$.

Definition A.1. The ith Lê number $\lambda_{h, \mathbf{z}}^{i}(\mathbf{p})$ of $h$ at $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right)$ with respect to the coordinates system $\mathbf{z}$ is defined to be the intersection number

$$
\begin{equation*}
\lambda_{h, \mathbf{z}}^{i}(\mathbf{p}):=\left(\left[\Lambda_{h, \mathbf{Z}}^{i}\right] \cdot\left[V\left(z_{1}-p_{1}, \ldots, z_{i}-p_{i}\right)\right]\right)_{\mathbf{p}} \tag{A.2}
\end{equation*}
$$

provided that this intersection is 0 -dimensional or empty at $\mathbf{p}$; otherwise, we say that $\lambda_{h, \mathbf{z}}^{i}(\mathbf{p})$ is undefined.

For $i=0$, the relation (A.2) means that

$$
\lambda_{h, \mathbf{z}}^{0}(\mathbf{p})=\left(\left[\Lambda_{h, \mathbf{z}}^{0}\right] \cdot U\right)_{\mathbf{p}}=\left[\Gamma_{h, \mathbf{z}}^{1} \cap V\left(\frac{\partial h}{\partial z_{1}}\right)\right]_{\mathbf{p}}
$$

The last term is also equal to the intersection number

$$
\left(\left[\Gamma_{h, \mathbf{z}}^{1}\right] \cdot\left[V\left(\frac{\partial h}{\partial z_{1}}\right)\right]\right)_{\mathbf{p}}
$$

whenever $\Gamma_{h, \mathbf{z}}^{1}$ is 1-dimensional at $\mathbf{p}$.
Remark A.2. The Lê numbers have the following properties.
(1) For a generic choice of coordinates all the Lê numbers are defined.
(2) For $\operatorname{dim}_{\mathbf{p}} \Sigma h<i \leq n-1, \lambda_{h, \mathbf{z}}^{i}(\mathbf{p})=0$. For this reason, we usually only consider the Lê numbers

$$
\lambda_{h, \mathbf{z}}^{0}(\mathbf{p}), \ldots, \lambda_{h, \mathbf{z}}^{\operatorname{dim}_{\mathbf{p}} \Sigma h}(\mathbf{p})
$$

(3) Finally, if $\mathbf{p}$ is an isolated singularity of $h$, then $\lambda_{h, \mathbf{z}}^{0}(\mathbf{p})$ (which is the only possible nonzero Lê number) equals the Milnor number of $h$ at $\mathbf{p}$.

## Appendix B. Aligned singularities

Aligned singularities were also introduced by Massey in [13]. They include isolated singularities and line singularities. To give the definition, we first need to introduce the notion of good stratification.

Let $h:(U, \mathbf{0}) \rightarrow(\mathbb{C}, 0)$ be a holomorphic function, where $U$ is an open neighborhood of $\mathbf{0}$ in $\mathbb{C}^{n}$. A good stratification for $h$ at $\mathbf{0}$ is an analytic stratification $\mathscr{S}$ of the hypersurface $V(h)$ in a neighborhood $W \subseteq U$ of $\mathbf{0}$ such that
(1) the smooth part of $V(h)$ is a stratum;
(2) $\mathscr{S}$ satisfies Thom's $a_{h}$ condition with respect to $W \backslash V(h)$; that is, if $\left\{\mathbf{p}_{k}\right\}$ is a sequence of points in $W \backslash V(h)$ such that $\mathbf{p}_{k} \rightarrow \mathbf{p} \in S$ (where $S$ is a stratum) and the tangent space $T_{\mathbf{p}_{k}} V\left(h-h\left(\mathbf{p}_{k}\right)\right) \rightarrow T$, then $T_{\mathbf{p}} S \subseteq T$.
Such a stratification always exists (see [8]).
An aligned good stratification for $h$ at $\mathbf{0}$ is a good stratification for $h$ at $\mathbf{0}$ in which the closure of each stratum of the singular set $\Sigma h$ of $h$ is smooth at the origin. If such an aligned good stratification exists and if $\operatorname{dim}_{\mathbf{0}} \Sigma h=d$, then we say that $h$ has a $d$-dimensional aligned singularity at $\mathbf{0}$.

Now, if $\mathscr{S}$ is an aligned good stratification for $h$ at $\mathbf{0}$, then we say that a linear choice of coordinates $\mathbf{z}=\left(z_{1}, \ldots, z_{n}\right)$ is an aligning set of coordinates for $\mathscr{S}$ if, for each $i$, the $(n-i)$-plane $V\left(z_{1}, \ldots, z_{i}\right)$ in $\mathbb{C}^{n}$ intersects transversely the closure of each stratum of dimension at least $i$ at the origin. We say that a set of coordinates $\mathbf{z}=\left(z_{1}, \ldots, z_{n}\right)$ is aligning for $h$ at $\mathbf{0}$ if there exists an aligned good stratification for $h$ at $\mathbf{0}$ with respect to which $\mathbf{z}$ is aligning.

REmark B.1. Given an aligned singularity, aligning sets of coordinates are generic.

Our main interest in aligned singularities and aligning sets of coordinates comes from the following theorem by Massey.

Theorem B. 2 ([13, Corollary 7.8]). Let $U$ be an open neighborhood of $\mathbf{0}$ in $\mathbb{C}^{n}$, and let $h_{1}, h_{2}:(U, \mathbf{0}) \rightarrow(\mathbb{C}, 0)$ be two reduced holomorphic functions with a d-dimensional aligned singularity at $\mathbf{0}$. Let $\mathbf{z}$ and $\tilde{\mathbf{z}}$ be aligning sets of coordinates at $\mathbf{0}$ for $h_{1}$ and $h_{2}$, respectively. If $h_{1}$ and $h_{2}$ are topologically $V$-equivalent (i.e., if there exist open neighborhoods $U_{1}, U_{2} \subseteq U$ around the origin together with a homeomorphism $\varphi:\left(U_{1}, \mathbf{0}\right) \rightarrow\left(U_{2}, \mathbf{0}\right)$ such that $\left.\varphi\left(V\left(h_{1}\right) \cap U_{1}\right)=V\left(h_{2}\right) \cap U_{2}\right)$, then

$$
\lambda_{h_{1}, \mathbf{z}}^{i}(\mathbf{0})=\lambda_{h_{2}, \tilde{\mathbf{z}}}^{i}(\mathbf{0})
$$

for all $i$.
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[^0]:    $\dagger$ These singularities were introduced by Massey in [13, Definition 7.1]. They include, for instance, isolated singularities and line singularities. We recall the definition in Appendix B.

[^1]:    ${ }^{\dagger}$ Throughout, for any subsets $A, B \subseteq \mathbb{C}^{n}$ containing $\mathbf{0}$, by " $A \nsubseteq B$ " we mean that $A \nsubseteq B$ in an arbitrarily small neighborhood of $\mathbf{0}$. Similarly, for any function $h$, by " $h \neq 0$ " we mean $h \neq 0$ near the origin.

[^2]:    ${ }^{\dagger}$ We have identified the $(n+1)$-tuple $\gamma(s)=\left(\gamma_{1,1}(s), \ldots, \gamma_{1, n-1}(s), 0, \gamma_{2}(s)\right)$ with the $n$-tuple ( $\left.\gamma_{1,1}(s), \ldots, \gamma_{1, n-1}(s), \gamma_{2}(s)\right)$.

