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#### Abstract

We establish a $q$-Titchmarsh-Weyl theory for singular $q$-SturmLiouville problems. We define $q$-limit-point and $q$-limit circle singularities, and we give sufficient conditions which guarantee that the singular point is in a limit-point case. The resolvent is constructed in terms of Green's function of the problem. We derive the eigenfunction expansion in its series form. A detailed worked example involving Jackson $q$-Bessel functions is given. This example leads to the completeness of a wide class of $q$-cylindrical functions.


## §1. Introduction and preliminaries

The work in singular Sturm-Liouville problems of the type

$$
\begin{equation*}
-y^{\prime \prime}+\nu(x) y=\lambda y, \quad 0 \leq x<\infty \tag{1.1}
\end{equation*}
$$

was established in the works of Weyl ([48]-[50]), although, according to Titchmarsh [47], it may go back to Sturm and Liouville. Here $\nu(\cdot) \in C[0, \infty)$, $\alpha \in[0, \pi)$, and $\lambda \in \mathbb{C}$ is the eigenvalue parameter. Several problems are associated with (1.1) and (1.2). First is the limit-point, limit-circle classification, which goes back to Weyl [50]. The eigenfunction expansion theorem has been tackled in different ways independently by many authors and using different techniques. The first study of the eigenfunction expansion problem is by Weyl [50] using Fredholm's theory of integral equations. Operator theoretic approaches could be found in the works of Stone ([40], [41]), Naimark [39], and Berezanskii [13]. Titchmarsh used function theory techniques as in [47]. The problem is also investigated using other techniques by Yosida ([51], [52]), Levinson [35], and Levitan and Sargsjan ([36], [37]).

[^0]Our goal is to establish a study of singular Sturm-Liouville $q$-difference operators when the derivative in (1.1) and (1.2) is replaced by Jackson's $q$ difference operator $D_{q}$ (definitions are given below). We follow Titchmarsh's technique (see [47, Chapter 2]). We define the limit-point, limit-circle cases in the $q$-setting and give a classification criterion. We construct Green's function and derive eigenfunction expansion theorems. We introduce detailed worked examples involving $q$-Bessel eigenvalue problems. This leads us to the completeness of several families of $q$-Bessel and cylindrical functions. We would like to mention here that the completeness and asymptotics of families of the third-type $q$-Bessel functions have received lots of attention in many recent studies (see [1]-[4], [8], [10], [11], [31], [32], [45]). In many interesting examples, the potential $\nu(\cdot)$ has singularities at one or both endpoints of the interval $[0, a]$, or the interval is extended to infinity. In this paper we discuss in detail the case of the infinite interval $(0, \infty), \nu$ as continuous at zero. The case of a finite interval with singularity at one endpoint or both is basically similar. The proofs concerning the expansion theorems are established by means of contour integration and the calculus of residues. This technique was established by Cauchy and was implemented by Weyl [48] and Titchmarsh [46] to prove the expansions of the singular classical Sturm-Liouville problem (see [46], [47], [50]). It is worthwhile to mention that the problem of expendability of functions in terms of $q$-orthogonal functions, which seems to be first discussed by Carmichael ([18]-[20]), has attracted the work of several authors (see, e.g., [16], [17], [28], [42], [43]). Due to the speciality of the $q$-theory, general results from the operator theory (see, e.g., [13]) might not be directly applicable. In fact, as is seen below, even direct investigations need the derivations of $q$-analogs of several classical results. Also, the application of other approaches like those of [36] and [37] needs special investigation of $q$-analogs of classical analysis concepts and results, like the $q$-analog of functions of bounded variation and related results.

Now we introduce some of the $q$-notations and $q$-results which will be used throughout the paper. Hereafter, $q \in(0,1)$ is fixed. We use the standard notations found in [7] and [27]. A set $A \subseteq \mathbb{R}$ is called $q$-geometric if, for every $x \in A, q x \in A$. Let $f$ be a real- or complex-valued function defined on a $q$-geometric set $A$. The $q$-difference operator is defined by

$$
\begin{equation*}
D_{q} f(x):=\frac{f(x)-f(q x)}{x(1-q)}, \quad x \neq 0 . \tag{1.3}
\end{equation*}
$$

If $0 \in A$, the $q$-derivative at zero is defined to be

$$
\begin{equation*}
D_{q} f(0):=\lim _{n \rightarrow \infty} \frac{f\left(x q^{n}\right)-f(0)}{x q^{n}}, \quad x \in A \tag{1.4}
\end{equation*}
$$

if the limit exists and does not depend on $x$. Since the formulation of selfadjoint eigenvalue problems requires $D_{q^{-1}}$, we define it for $x \in A$ to be

$$
D_{q^{-1}} f(x):= \begin{cases}\frac{f(x)-f\left(q^{-1} x\right)}{x\left(1-q^{-1}\right)}, & x \neq 0 \\ D_{q} f(0), & x=0\end{cases}
$$

provided that $D_{q} f(0)$ exists. A right inverse, $q$-integration of the $q$-difference operator $D_{q}$ is defined by Jackson [30] as

$$
\begin{equation*}
\int_{0}^{x} f(t) d_{q} t:=x(1-q) \sum_{n=0}^{\infty} q^{n} f\left(x q^{n}\right), \quad x \in A \tag{1.5}
\end{equation*}
$$

provided that the series converges. In general,

$$
\int_{a}^{b} f(t) d_{q} t:=\int_{0}^{b} f(t) d_{q} t-\int_{0}^{a} f(t) d_{q} t, \quad a, b \in A
$$

There is no unique canonical choice for the $q$-integration over $[0, \infty)$. Hahn [24] defined the $q$-integration for a function $f$ over $[0, \infty)$ by

$$
\int_{0}^{\infty} f(t) d_{q} t=(1-q) \sum_{n=-\infty}^{\infty} q^{n} f\left(q^{n}\right)
$$

while Matsuo [38] defined $q$-integration on the interval $[0, \infty)$ by

$$
\int_{0}^{\infty} f(t) d_{q} t:=b(1-q) \sum_{n=-\infty}^{\infty} q^{n} f\left(b q^{n}\right), \quad b>0
$$

provided that the series converges. From now on, we will only deal with Hahn $q$-integration on $(0, \infty)$. A $q$-analog of the fundamental theorem of calculus is given by

$$
\begin{equation*}
D_{q} \int_{0}^{x} f(t) d_{q} t=f(x), \quad \int_{0}^{x} D_{q} f(t) d_{q} t=f(x)-\lim _{n \rightarrow \infty} f\left(x q^{n}\right) \tag{1.6}
\end{equation*}
$$

where $\lim _{n \rightarrow \infty} f\left(x q^{n}\right)$ can be replaced by $f(0)$ if $f$ is $q$-regular at zero, that is, if

$$
\lim _{n \rightarrow \infty} f\left(x q^{n}\right)=f(0), \quad \text { for all } x \in A
$$

Corollary 1.1. Let $f$ be a function defined on a q-geometric set $A$. If $x \in q A:=\{q t: t \in A\}$, then

$$
\begin{align*}
D_{q^{-1}} \int_{0}^{x} f(t) d_{q} t & =q f\left(q^{-1} x\right) \\
\int_{0}^{x} D_{q^{-1}} f(t) d_{q} t & =q f\left(q^{-1} x\right)-q \lim _{n \rightarrow \infty} f\left(x q^{n-1}\right) \tag{1.7}
\end{align*}
$$

Proof. For any $x \in q A$, we have

$$
D_{q^{-1}} f(x)=D_{q, q^{-1} x} f\left(q^{-1} x\right)=q D_{q, x} f\left(q^{-1} x\right)
$$

Then, applying (1.6), we obtain

$$
D_{q^{-1}} \int_{0}^{x} f(t) d_{q} t=q D_{q, x} \int_{0}^{q^{-1} x} f(t) d_{q} t=q f\left(q^{-1} x\right)
$$

and

$$
\int_{0}^{x} D_{q^{-1}} f(t) d_{q} t=q \int_{0}^{x} D_{q, x} f\left(q^{-1} t\right) d_{q} t=q f\left(q^{-1} x\right)-q \lim _{n \rightarrow \infty} f\left(x q^{n-1}\right)
$$

The $q$-type product formula which we apply in this paper is the $q$-Leibnitz formula,

$$
D_{q}(f g)(x)=g(x) D_{q} f(x)+f(q x) D_{q} g(x)
$$

and hence the $q$-integration by parts is given by

$$
\begin{equation*}
\int_{0}^{a} g(x) D_{q} f(x) d_{q} x=(f g)(a)-\lim _{n \rightarrow \infty}(f g)\left(x q^{n}\right)-\int_{0}^{a} f(q x) D_{q} g(x) d_{q} x \tag{1.8}
\end{equation*}
$$

The symmetric Leibnitz formula is

$$
D_{q}(f g)(x)=g(x) D_{q} f(x)+f(x) D_{q} g(x)-x(1-q) D_{q} f(x) D_{q} g(x)
$$

If $f, g$ are $q$-regular at zero, then $\lim _{n \rightarrow \infty}(f g)\left(x q^{n}\right)$ in (1.8) will be replaced by $(f g)(0)$. If $g(x) \neq 0$ for all $x \in A$, then the $q$-derivative of the quotient $f / g$ is given by

$$
\begin{equation*}
D_{q}\left(\frac{f}{g}\right)=\frac{g(x) D_{q} f(x)-f(x) D_{q} g(x)}{g(x) g(q x)}, \quad x \in A \tag{1.9}
\end{equation*}
$$

Let $L_{q}^{2}(0, a)$ be the space of all complex-valued functions defined on $[0, a]$ such that

$$
\int_{0}^{a}|f(t)|^{2} d_{q} t<\infty
$$

The space $L_{q}^{2}(0, a)$ associated with the inner product

$$
\langle f, g\rangle_{0}=\int_{0}^{a} f(t) \overline{g(t)} d_{q} t, \quad f, g \in L_{q}^{2}(0, a)
$$

is a separable Hilbert space (see [8]). Let $L_{q}^{2}(0, \infty)$ be the space of all functions $f$ defined on $[0, \infty)$ for which

$$
\int_{0}^{\infty}|f(t)|^{2} d_{q} t<\infty
$$

Let $\mathcal{H}:=L_{q}^{2}((0, \infty),\langle\cdot, \cdot\rangle)$ be the space $L_{q}^{2}(0, \infty)$ associated with the inner product $\langle\cdot, \cdot\rangle$ defined by

$$
\begin{equation*}
\langle f, g\rangle:=\int_{0}^{\infty} f(x) \overline{g(x)} d_{q} x, \quad f, g \in L_{q}^{2}(0, \infty) \tag{1.10}
\end{equation*}
$$

If $f \in \mathcal{H}$, then $f \in L_{q}^{2}\left(0, q^{-m}\right)$ for all $m \in \mathbb{N}$.
Lemma 1.2. Let $(X,\langle\cdot, \cdot\rangle)$ be an inner product space over $\mathbb{C}$. Then for any $x, y$ in $X$ and $\alpha \in \mathbb{C}$, we have

$$
\begin{equation*}
\|x+\alpha y\|^{2} \geq \frac{1}{2}|\alpha|^{2}\|y\|^{2}-\|x\|^{2} \tag{1.11}
\end{equation*}
$$

Proof. Since

$$
\left(\|x\|-\frac{|\alpha|}{2}\|y\|\right)^{2} \geq 0, \quad|\Re \bar{\alpha}\langle x, y\rangle| \leq|\alpha|\|x\|\|y\|
$$

then

$$
\begin{equation*}
\Re \bar{\alpha}\langle x, y\rangle \geq-|\alpha|\|x\|\|y\| \geq-\|x\|^{2}-\frac{|\alpha|^{2}}{4}\|y\|^{2} \tag{1.12}
\end{equation*}
$$

But

$$
\begin{equation*}
\|x+\alpha y\|^{2}=\|x\|^{2}+2 \Re \bar{\alpha}\langle x, y\rangle+|\alpha|^{2}\|y\|^{2} . \tag{1.13}
\end{equation*}
$$

Substituting from (1.12) into (1.13) implies (1.11).

In [9], the regular $q$-Sturm-Liouville problem

$$
\begin{align*}
& -\frac{1}{q} D_{q^{-1}} D_{q} y(x)+u(x) y(x)=\lambda y(x),  \tag{1.14}\\
& U_{1}(y):=a_{11} y(0)+a_{12} D_{q^{-1}} y(0)=0,  \tag{1.15}\\
& U_{2}(y):=a_{21} y(a)+a_{22} D_{q^{-1}} y(a)=0 \tag{1.16}
\end{align*}
$$

is studied where $0 \leq x \leq a<\infty, \lambda \in \mathbb{C}$, and $u(\cdot)$ is a continuous at zero realvalued function. The numbers $\left\{a_{i j}\right\}, i, j \in\{1,2\}$ are arbitrary real numbers such that the rank of the matrix $\left(a_{i j}\right)_{1 \leq i, j \leq 2}$ is 2 . It is proved that problem (1.14)-(1.16) has a denumerable set of real and simple eigenvalues $\left\{\lambda_{n}\right\}_{n=0}^{\infty}$ and that the set of corresponding normalized eigenfunctions, $\left\{\psi_{n}(\cdot)\right\}_{n=0}^{\infty}$, is an orthonormal basis in the Hilbert space $L_{q}^{2}(0, a)$. The theory of regular $q$-Sturm-Liouville problems has been applied in quantum mechanical problems (see, e.g., [34]). It is expected that the theory developed in the present paper will be applied in more $q$-models since, as far as we know, it is the first treatment of the half-line theory. A spectral theory for $q$-Sturm-Liouville problems based on the Askey-Wilson operator is still under investigation. There are few publications in that direction. (For some solutions and applications on $q$-Sturm-Liouville problems of Askey-Wilson operators, see [14], [15], [43], [21].)

## §2. Fundamental solutions

In this section we investigate the properties of fundamental solutions of the second-order $q$-difference equation (1.14) on $x \in[0, \infty)$. The existence of a fundamental set of solutions of (1.14) was proved in [9] on a finite interval of the form $[0, a], 0<a<\infty$. One can see that the proof is similar when the finite interval is extended to the half-line $[0, \infty)$. So we introduce the following theorem without proof. We first define the class $C_{q}^{2}(0, \infty)$ to be the set of all functions $y$ defined on $\left[0, \infty\left[\right.\right.$ such that $y(\cdot)$ and $D_{q} y(\cdot)$ are continuous at zero. Recall that continuity at zero implies $q$-regularity at zero, but the converse is not necessarily true.

Theorem 2.1. For $c_{1}, c_{2} \in \mathbb{C}$, equation (1.14) has a unique solution $y(\cdot, \lambda) \in C_{q}^{2}(0, \infty)$ which satisfies

$$
\begin{equation*}
y(0, \lambda)=c_{1}, \quad D_{q^{-1}} y(0, \lambda)=c_{2}, \quad \lambda \in \mathbb{C} . \tag{2.1}
\end{equation*}
$$

Moreover, $y(x, \lambda)$ is entire in $\lambda$ for all $x \in[0, \infty)$.

For convenience, let

$$
\begin{equation*}
L_{x}:=-\frac{1}{q} D_{q^{-1}} D_{q}+u(x) \tag{2.2}
\end{equation*}
$$

We also denote by $W_{q}(y, z)$ the $q$-Wronskian of any two solutions of equation (1.14); that is (see, e.g., [5], [45]),

$$
W_{q}(y, z)(\cdot):=y(\cdot) D_{q} z(\cdot)-z(\cdot) D_{q} y(\cdot)
$$

Remark 2.2. The function $y(\cdot, \lambda)$ satisfies the $q$-regularity condition

$$
\begin{equation*}
\lim _{n \rightarrow \infty} y\left(x q^{n}, \lambda\right)=y(0, \lambda) \tag{2.3}
\end{equation*}
$$

uniformly on any compact subset of the $\lambda$ plane, for any $x>0$. This result is not proved in [9], so we outline its proof here. Indeed, the solution $y(\cdot, \lambda)$ is the uniform limit as $m \rightarrow \infty$ of the sequence of successive approximations

$$
\begin{aligned}
y_{1}(x, \lambda)= & c_{1} \varphi_{1}(x, \lambda)+c_{2} \varphi_{2}(x, \lambda) \\
y_{m+1}(x, \lambda)= & c_{1} \varphi_{1}(x, \lambda)+c_{2} \varphi_{2}(x, \lambda) \\
& -q \int_{0}^{x}\left\{\varphi_{2}(x, \lambda) \varphi_{1}(q t, \lambda)-\varphi_{1}(x, \lambda) \varphi_{2}(q t, \lambda)\right\} \\
& \times u(q t) y_{m}(q t, \lambda) d_{q} t,
\end{aligned}
$$

where $\varphi_{1}(\cdot, \lambda)$ and $\varphi_{1}(\cdot, \lambda)$ are, respectively, the $q$-cosine and $q$-sine functions

$$
\begin{align*}
& \varphi_{1}(x, \lambda)=\cos (s x ; q):=\sum_{n=0}^{\infty}(-1)^{n} \frac{q^{n^{2}}(s x(1-q))^{2 n}}{(q ; q)_{2 n}},  \tag{2.4}\\
& \varphi_{2}(x, \lambda)= \begin{cases}\frac{\sin (s x ; q)}{s}:=s^{-1} \sum_{n=0}^{\infty}(-1)^{n} \frac{q^{n(n+1)}(x(1-q))^{2 n+1}}{(q ; q)_{2 n+1}}, & \lambda \neq 0 \\
x, & \lambda=0\end{cases} \tag{2.5}
\end{align*}
$$

and $s:=\sqrt{\lambda}$ is defined to be the principal branch. The functions $\left\{\varphi_{i}(\cdot, \lambda)\right\}_{i=1}^{2}$ form a fundamental set of solutions for the equation

$$
\frac{1}{q} D_{q^{-1}} D_{q} y(x)+\lambda y(x)=0
$$

with the $q$-Wronskian $W_{q}\left(\varphi_{1}(\cdot, \lambda), \varphi_{2}(\cdot, \lambda)\right) \equiv 1$. Using that $\lim _{n \rightarrow \infty} \varphi_{i}\left(x q^{n}\right.$, $\lambda)=\varphi_{i}(0, \lambda)$ uniformly on any compact subset of $\mathbb{C}, i=1,2$, one can prove that $y_{m}(\cdot, \lambda), m \in \mathbb{N}$, have the same regularity property. Then, so does $y(\cdot, \lambda)$ because it is the uniform limit of $y_{m}(\cdot, \lambda)$ on any closed subinterval [0,a],a> 0 and any compact subset of $\mathbb{C}$.

Let $\alpha \in \mathbb{R}$ be fixed, and let $\{\phi(\cdot, \lambda), \theta(\cdot, \lambda)\}$ be the fundamental set of solutions of (1.14) determined subject to the initial conditions

$$
\begin{align*}
\phi(0, \lambda)=\cos \alpha, & D_{q^{-1}} \phi(0, \lambda)=\sin \alpha  \tag{2.6}\\
\theta(0, \lambda)=\sin \alpha, & D_{q^{-1}} \theta(0, \lambda)=-\cos \alpha \tag{2.7}
\end{align*}
$$

Lemma 2.3. For $x \in[0, \infty)$ and $\lambda \in \mathbb{C}$, we have

$$
\overline{\phi(x, \lambda)}=\phi(x, \bar{\lambda}), \quad \overline{\theta(x, \lambda)}=\theta(x, \bar{\lambda}) .
$$

Proof. It suffices to prove the lemma for $\phi(\cdot, \lambda)$. Since $\phi(\cdot, \lambda)$ is a solution of (1.14), then

$$
-\frac{1}{q} D_{q^{-1}} D_{q} \phi(x, \lambda)+u(x) \phi(x, \lambda)=\lambda \phi(x, \lambda), \quad x \in[0, \infty)
$$

Taking the complex conjugate, we obtain

$$
-\frac{1}{q} D_{q^{-1}} D_{q} \overline{\phi(x, \lambda)}+u(x) \overline{\phi(x, \lambda)}=\bar{\lambda} \overline{\phi(x, \lambda)}, \quad x \in[0, \infty) .
$$

Then $\overline{\phi(x, \lambda)}$ is a solution of the equation

$$
\begin{equation*}
-\frac{1}{q} D_{q^{-1}} D_{q} z(x)+u(x) z(x)=\bar{\lambda} z(x), \quad x \in[0, \infty) \tag{2.8}
\end{equation*}
$$

with the initial conditions (2.6). But $z=\phi(x, \bar{\lambda})$ is also a solution of (2.8) with the same initial conditions (2.6). From the uniqueness of solutions, the lemma follows for $\phi(x, \lambda)$.

Lemma 2.4. For any two functions $y$ and $z$ in $C_{q}^{2}(0, \infty)$, we have Green's identity

$$
\begin{equation*}
\int_{0}^{x}\left(y L_{t} z-z L_{t} y\right) d_{q} t=W_{q}(y, z)(0)-W_{q}(y, z)\left(x q^{-1}\right) \tag{2.9}
\end{equation*}
$$

for all $x \in(0, \infty)$.
Proof. From (2.2) and (1.7), we obtain for any $x>0$,

$$
\begin{aligned}
\int_{0}^{x} y L_{t} z-z L_{t} y d_{q} t & =\frac{-1}{q} \int_{0}^{x}\left(y(t) D_{q^{-1}} D_{q} z(t)-z(t) D_{q^{-1}} D_{q} y(t)\right) d_{q} t \\
& =\frac{-1}{q} \int_{0}^{x} D_{q^{-1}} W_{q}(y, z)(t) d_{q} t \\
& =\lim _{n \rightarrow \infty} W_{q}(y, z)\left(x q^{n}\right)-W_{q}(y, z)\left(x q^{-1}\right)
\end{aligned}
$$

Since $y, z \in C_{q}^{2}(0, \infty)$, then $y, z, D_{q} y$, and $D_{q} z$ are continuous at zero. Consequently,

$$
\lim _{n \rightarrow \infty} W_{q}(y, z)\left(x q^{n}\right)=W_{q}(y, z)(0)
$$

which completes the proof.
Lemma 2.5. For each $\lambda \in \mathbb{C}$, the $q$-Wronskian $W_{q}(y(\cdot, \lambda), z(\cdot, \lambda))(x)$ is independent of $x, 0 \leq x<\infty$ for any two solutions $y, z$ of equation (1.14). Moreover,

$$
\begin{equation*}
W_{q}(y(\cdot, \lambda), z(\cdot, \lambda))(x) \equiv W_{q}(y(\cdot, \lambda), z(\cdot, \lambda))(0), \quad x \in[0, \infty) \tag{2.10}
\end{equation*}
$$

Proof. Let $\lambda, \lambda^{\prime} \in \mathbb{C}, \lambda \neq \lambda^{\prime}$. Substituting with $L_{t} y=\lambda y$ and $L_{t} z=\lambda^{\prime} z$ in Green's formula (2.9), we conclude that

$$
\begin{align*}
\left(\lambda^{\prime}-\lambda\right) \int_{0}^{x} y(t, \lambda) z\left(t, \lambda^{\prime}\right) d_{q} t= & W_{q}\left(y(\cdot, \lambda), z\left(\cdot, \lambda^{\prime}\right)\right)(0)  \tag{2.11}\\
& -W_{q}\left(y(\cdot, \lambda), z\left(\cdot, \lambda^{\prime}\right)\right)\left(x q^{-1}\right)
\end{align*}
$$

Letting $\lambda^{\prime} \rightarrow \lambda$ and noting that the left-hand side of (2.11) vanishes, we obtain (2.10) as required.

Lemma 2.6. If $y(\cdot, \lambda)$ is a solution of (1.14), then for $\lambda \in \mathbb{C}$, we have for any $b>0$,

$$
\int_{0}^{b}|y(x, \lambda)|^{2} d_{q} x=\frac{1}{2 i v}\left(W_{q}(y, \bar{y})(0, \lambda)-W_{q}(y, \bar{y})\left(b q^{-1}, \lambda\right)\right), \quad v:=\Im(\lambda)
$$

Proof. The lemma follows directly by substituting with $\lambda^{\prime}=\bar{\lambda}$ and $z(x, \lambda)=y(x, \bar{\lambda})$ in (2.11).

## §3. Classification of singular points

In this section we introduce the limit-point and limit-circle classifications of the singular point, $x=\infty$ of the $q$-difference equation (1.14). Our analysis will be a $q$-analog of that established in [47] and [52]. We consider families of regular $q$-Sturm-Liouville problems on $\left[0, q^{-n}\right], n \in \mathbb{N}$. Then we define a family of circles that converge either to a point or a circle. For any number $\eta, \phi(\cdot, \lambda)+\eta \theta(\cdot, \lambda)$ is the general solution of (1.14). So for every $n \in \mathbb{N}$, we can choose a number $\eta_{n}$ such that $\phi(\cdot, \lambda)+\eta_{n} \theta(\cdot, \lambda)$ satisfies the boundary condition

$$
\begin{equation*}
y\left(q^{-n}, \lambda\right) \cos \beta+D_{q} y\left(q^{-n}, \lambda\right) \sin \beta=0 . \tag{3.1}
\end{equation*}
$$

For $n \in \mathbb{N}$, we denote $\eta_{n}$ by $l_{q^{-n}}(\lambda)$. Then $l_{q^{-n}}(\lambda)$ satisfies the relation

$$
\begin{equation*}
l_{q^{-n}}(\lambda)=-\frac{\phi\left(q^{-n}, \lambda\right) \cos \beta+D_{q} \phi\left(q^{-n}, \lambda\right) \sin \beta}{\theta\left(q^{-n}, \lambda\right) \cos \beta+D_{q} \theta\left(q^{-n}, \lambda\right) \sin \beta} \tag{3.2}
\end{equation*}
$$

Since $\phi(x, \lambda), \theta(x, \lambda), D_{q} \phi(x, \lambda)$, and $D_{q} \theta(x, \lambda)$ are entire functions of $\lambda$, then $l_{q^{-n}}(\lambda)$ is a meromorphic function of $\lambda$. Furthermore, all poles of $l_{q^{-n}}(\lambda)$ are real and simple and lie on the nonnegative part of the real axis of the $\lambda$-plane since these poles are eigenvalues of a regular $q$-Sturm-Liouville problem on $\left[0, q^{-n}\right]$ (see [9], [12]). For $\lambda \in \mathbb{C}$, define

$$
\begin{equation*}
l_{q^{-n}}(\lambda, z)=-\frac{\phi\left(q^{-n}, \lambda\right) z+D_{q} \phi\left(q^{-n}, \lambda\right)}{\theta\left(q^{-n}, \lambda\right) z+D_{q} \theta\left(q^{-n}, \lambda\right)}, \quad z \in \mathbb{C} . \tag{3.3}
\end{equation*}
$$

From (2.10), we have

$$
\begin{aligned}
& \phi\left(q^{-n}, \lambda\right) D_{q} \theta\left(q^{-n}, \lambda\right)-\theta\left(q^{-n}, \lambda\right) D_{q} \phi\left(q^{-n}, \lambda\right) \\
& \quad=W_{q}(\phi, \theta)\left(q^{-n}\right)=W_{q}(\phi, \theta)(0) \\
& \quad=1 \neq 0 .
\end{aligned}
$$

From the theory of Möbius transformations (see [22]), (3.3) is a one-to-one conformal mapping in $z$ for every $\lambda$. Therefore, if $\Im(\lambda) \neq 0$, then $l_{q^{-n}}(\lambda, z)$ varies on a circle $C_{q^{-n}}(\lambda)$ with a finite radius in the $l$-plane as $z$ varies over the real axis of the $z$-plane. The following theorem calculates the center and the radius of the circle $C_{q^{-n}}(\lambda)$.

Theorem 3.1. Let $\lambda \in \mathbb{C}, v:=\Im(\lambda) \neq 0$. Then the center of the circle $C_{q^{-n}}(\lambda), P_{n}(\lambda)$, and its radius, $R_{n}(\lambda)$, are given as follows:

$$
\begin{align*}
P_{n}(\lambda) & =-\frac{W_{q}\left(\phi\left(q^{-n}, \lambda\right), \bar{\theta}\left(q^{-n}, \lambda\right)\right)}{W_{q}\left(\theta\left(q^{-n}, \lambda\right), \bar{\theta}\left(q^{-n}, \lambda\right)\right)} \\
R_{n}(\lambda) & =\frac{1}{2|v| \int_{0}^{q^{-n}}|\theta(x, \lambda)|^{2} d_{q} x} \tag{3.4}
\end{align*}
$$

Proof. First, the center of the circle $C_{q^{-n}}(\lambda), P_{n}(\lambda)$, is the symmetric point of the point at $\infty$. Thus, if $z^{\prime}, z^{\prime \prime}$ are in the $z$-plane such that

$$
l_{q^{-n}}\left(\lambda, z^{\prime}\right)=\infty, \quad l_{q^{-n}}\left(\lambda, z^{\prime \prime}\right)=P_{n}(\lambda)
$$

then $z^{\prime}, z^{\prime \prime}$ must be symmetric with respect to the real axis of the $z$-plane; that is, $z^{\prime}=\overline{z^{\prime \prime}}$. But $l_{q^{-n}}\left(\lambda, z^{\prime}\right)=\infty$ if and only if $z^{\prime}=-\left(D_{q} \theta\left(q^{-n}, \lambda\right)\right) /$ $\left(\theta\left(q^{-n}, \lambda\right)\right)$. Therefore, $P_{n}(\lambda)$ is given by

$$
\begin{aligned}
P_{n}(\lambda) & =l_{q^{-n}}\left(\lambda,-\frac{\overline{D_{q} \theta\left(q^{-n}, \lambda\right)}}{\overline{\theta\left(q^{-n}, \lambda\right)}}\right) \\
& =-\frac{\phi\left(q^{-n}, \lambda\right)\left(-\frac{\overline{D_{q} \theta\left(q^{-n}, \lambda\right)}}{\overline{\theta\left(q^{-n}, \lambda\right)}}\right)+D_{q} \phi\left(q^{-n}, \lambda\right)}{\theta\left(q^{-n}, \lambda\right)\left(-\frac{\overline{D_{q} \theta\left(q^{-n}, \lambda\right)}}{\overline{\theta\left(q^{-n}, \lambda\right)}}\right)+D_{q} \theta\left(q^{-n}, \lambda\right)} \\
& =-\frac{W_{q}\left(\phi\left(q^{-n}, \lambda\right), \bar{\theta}\left(q^{-n}, \lambda\right)\right)}{W_{q}\left(\theta\left(q^{-n}, \lambda\right), \bar{\theta}\left(q^{-n}, \lambda\right)\right)}
\end{aligned}
$$

Now, the radius of the circle $C_{q^{-n}}(\lambda), R_{n}(\lambda)$, is the distance between the center of $C_{q^{-n}}(\lambda)$ and the point $l_{q^{-n}}(\lambda, 0)$ on $C_{q^{-n}}(\lambda)$. Therefore,

$$
\begin{aligned}
R_{n}(\lambda) & =\left|\frac{D_{q} \phi\left(q^{-n}, \lambda\right)}{D_{q} \theta\left(q^{-n}, \lambda\right)}-\frac{W_{q}\left(\phi\left(q^{-n}, \lambda\right), \bar{\theta}\left(q^{-n}, \lambda\right)\right)}{W_{q}\left(\theta\left(q^{-n}, \lambda\right), \bar{\theta}\left(q^{-n}, \lambda\right)\right)}\right| \\
& =\left|\frac{\bar{\theta}\left(q^{-n}, \lambda\right)}{\theta\left(q^{-n}, \lambda\right)}\right|\left|\frac{W_{q}\left(\phi\left(q^{-n}, \lambda\right), \theta\left(q^{-n}, \lambda\right)\right)}{W_{q}\left(\theta\left(q^{-n}, \lambda\right), \bar{\theta}\left(q^{-n}, \lambda\right)\right)}\right| \\
& =\left|\frac{W_{q}\left(\phi\left(q^{-n}, \lambda\right), \theta\left(q^{-n}, \lambda\right)\right)}{W_{q}\left(\theta\left(q^{-n}, \lambda\right), \bar{\theta}\left(q^{-n}, \lambda\right)\right)}\right|=\frac{1}{\left|W_{q}\left(\theta\left(q^{-n}, \lambda\right), \bar{\theta}\left(q^{-n}, \lambda\right)\right)\right|},
\end{aligned}
$$

since

$$
W_{q}\left(\phi\left(q^{-n}, \lambda\right), \theta\left(q^{-n}, \lambda\right)\right)=W_{q}(\phi(0, \lambda), \theta(0, \lambda))=\sin ^{2} \alpha+\cos ^{2} \alpha=1
$$

From Lemma 2.6, we obtain

$$
\begin{equation*}
2 i v \int_{0}^{q^{-n}}|\theta(x, \lambda)|^{2} d_{q} x=-W_{q}\left(\theta\left(q^{-n}, \lambda\right), \bar{\theta}\left(q^{-n}, \lambda\right)\right) \tag{3.5}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\left|W_{q}(\theta, \bar{\theta})\left(q^{-n}, \lambda\right)\right|=2|v| \int_{0}^{1}|\theta(x, \lambda)|^{2} d_{q} x \tag{3.6}
\end{equation*}
$$

completing the proof.

Next we study the geometric properties of the family of circles $\left\{C_{q^{-n}}(\lambda), n \in\right.$ $\mathbb{N}\}$. We notice that

$$
\int_{0}^{q^{-n}}|\theta(x, \lambda)|^{2} d_{q} x
$$

is a positive number.
Theorem 3.2. If $v=\Im(\lambda)>0$, then the interior of the circle $C_{q^{-n}}(\lambda)$ is mapped onto the lower half-plane of the z-plane by $l_{q^{-n}}$.

Proof. Since the real axis of the $z$-plane is the image of the circle $C_{q^{-n}}(\lambda)$ by the Möbius transformation (3.3), then the interior of $C_{q^{-n}}(\lambda)$ is mapped either onto the upper half-plane or onto the lower half of the $z$-plane, and further, $\infty$ of the $l$-plane is mapped onto the point $-D_{q} \theta\left(q^{-n}, \lambda\right) / \theta\left(q^{-n}, \lambda\right)$ of the $z$-plane. From the definition of the $q$-Wronskian and equation (3.5), we obtain

$$
\begin{aligned}
\Im\left(-\frac{D_{q} \theta\left(q^{-n}, \lambda\right)}{\theta\left(q^{-n}, \lambda\right)}\right) & =\frac{-i}{2}\left\{-\frac{D_{q} \theta\left(q^{-n}, \lambda\right)}{\theta\left(q^{-n}, \lambda\right)}+\frac{\overline{D_{q} \theta\left(q^{-n}, \lambda\right)}}{\overline{\theta\left(q^{-n}, \lambda\right)}}\right\} \\
& =\frac{-i}{2} \frac{W_{q}(\theta, \bar{\theta})\left(q^{-n}, \lambda\right)}{\left|\theta\left(q^{-n}, \lambda\right)\right|^{2}} \\
& =\frac{v \int_{0}^{q^{-n}}|\theta(x, \lambda)|^{2} d_{q} x}{\left|\theta\left(q^{-n}, \lambda\right)\right|^{2}}>0
\end{aligned}
$$

Thus, $-D_{q} \theta\left(q^{-n}, \lambda\right) / \theta\left(q^{-n}, \lambda\right)$ belongs to the upper half-plane of the $z-$ plane. Hence, $\infty$, which doesn't belong to the interior of $C_{q^{-n}}(\lambda)$, is mapped into the upper half-plane.

Since $W_{q}(\phi, \theta)\left(q^{-n}, \lambda\right) \neq 0, n \in \mathbb{N}$, then the transformation in (3.3) has a unique inverse, which is

$$
\begin{equation*}
z=-\frac{D_{q} \theta\left(q^{-n}, \lambda\right) l_{q^{-n}}+D_{q} \phi\left(q^{-n}, \lambda\right)}{\theta\left(q^{-n}, \lambda\right) l_{q^{-n}}+\phi\left(q^{-n}, \lambda\right)} \tag{3.7}
\end{equation*}
$$

In view of this, we can prove the following theorem.
Theorem 3.3. If $v=\Im(\lambda)>0$, then $l$ belongs to the interior of the circle $C_{q^{-n}}(\lambda)$ if and only if

$$
\begin{equation*}
\int_{0}^{q^{-n}}|\phi(x, \lambda)+l \theta(x, \lambda)|^{2} d_{q} x<\frac{\Im(l)}{v} \tag{3.8}
\end{equation*}
$$

and lies on the circle $C_{q^{-n}}(\lambda)$ if and only if

$$
\begin{equation*}
\int_{0}^{q^{-n}}|\phi(x, \lambda)+l \theta(x, \lambda)|^{2} d_{q} x=\frac{\Im(l)}{v} \tag{3.9}
\end{equation*}
$$

Proof. Easy calculations yield, for $l \in \mathbb{C}$,

$$
\begin{aligned}
W_{q}(\phi+l \theta, \overline{\phi+l \theta})(0, \lambda)= & W_{q}(\phi, \bar{\phi})(0, \lambda)+l W_{q}(\theta, \bar{\phi})(0, \lambda) \\
& +\bar{l} W_{q}(\phi, \bar{\theta})(0, \lambda)+|l|^{2} W_{q}(\theta, \bar{\theta})(0, \lambda) \\
= & -l+\bar{l}=-2 i \Im(l)
\end{aligned}
$$

Applying Lemma 2.6 to the function $\phi+l \theta$ together with the previous equation, we obtain

$$
\begin{equation*}
2 v \int_{0}^{q^{-n}}|\phi(x, \lambda)+l \theta(x, \lambda)|^{2} d_{q} x=2 \Im(l)-i W_{q}(\phi+l \theta, \overline{\phi+l \theta})\left(q^{-n}, \lambda\right) \tag{3.10}
\end{equation*}
$$

By Theorem 3.2, if $v=\Im(\lambda)>0$, then $l$ belongs to the interior of the circle $C_{q^{-n}}(\lambda)$ if $\Im(z)<0$, that is, if $i(z-\bar{z})>0$. From the inverse relation (3.7),

$$
\begin{aligned}
i(z-\bar{z}) & =i\left\{-\frac{D_{q} \theta\left(q^{-n}, \lambda\right) l+D_{q} \phi\left(q^{-n}, \lambda\right)}{\theta\left(q^{-n}, \lambda\right) l+\phi\left(q^{-n}, \lambda\right)}+\frac{D_{q} \bar{\theta}\left(q^{-n}, \lambda\right) \bar{l}+D_{q} \bar{\phi}\left(q^{-n}, \lambda\right)}{\bar{\theta}\left(q^{-n}, \lambda\right) \bar{l}+\bar{\phi}\left(q^{-n}, \lambda\right)}\right\} \\
& =i \frac{W_{q}(\phi+l \theta, \overline{\phi+l \theta})\left(q^{-n}, \lambda\right)}{\left|\theta\left(q^{-n}, \lambda\right) l+\phi\left(q^{-n}, \lambda\right)\right|^{2}}
\end{aligned}
$$

Then $\Im(z)<0$ if and only if

$$
\begin{equation*}
i W_{q}(\phi+l \theta, \bar{\phi}+\overline{l \theta})\left(q^{-n}, \lambda\right)>0 \tag{3.11}
\end{equation*}
$$

Comparing (3.11) with (3.10) gives (3.8). On the other hand, $l$ lies on the circle $C_{q^{-n}}(\lambda)$ if and only if $\Im(z)=0$; that is, $i(z-\bar{z})=0$. Hence,

$$
W_{q}(\phi+l \theta, \overline{\phi+l \theta})\left(q^{-n}, \lambda\right)=0
$$

Substituting in (3.10) implies (3.9) and the rest of the proof as well.
Theorem 3.3 also holds when $v=\Im(\lambda)<0$. Since $n$ is arbitrary, the previous procedure can be repeated throughout $\mathbb{N}$ to end with a family of circles $\left\{C_{q^{-n}}\right\}_{n \in \mathbb{N}}$ with the following property.

Theorem 3.4. If $v=\Im(\lambda) \neq 0$ and $m, n \in \mathbb{N}$ such that $m<n$, then

$$
\overline{C_{q^{-n}}(\lambda)} \subseteq \overline{C_{q^{-m}}(\lambda)},
$$

where $\overline{C_{q^{-j}}(\lambda)}, j \in \mathbb{N}$, is the set composed of the circle $C_{q^{-j}}(\lambda)$ and its interior.

Proof. Let $m, n \in \mathbb{N}$ be such that $m<n$, and let $l$ belong to the interior of $C_{q^{-n}}(\lambda)$. Since

$$
\int_{0}^{q^{-m}}|\phi(x, \lambda)+l \theta(x, \lambda)|^{2} d_{q} x \leq \int_{0}^{q^{-n}}|\phi(x, \lambda)+l \theta(x, \lambda)|^{2} d_{q} x<\frac{\Im(l)}{v}
$$

then $l$ belongs to the interior of $C_{q^{-n}}(\lambda)$, implying that $l$ belongs to the interior of $C_{q^{-m}}(\lambda)$.

Remark 3.5. Theorem 3.4 and the theorem of nested spheres imply that if $v=\Im(\lambda) \neq 0$, then

$$
C_{\infty}(\lambda):=\lim _{n \rightarrow \infty} C_{q^{-n}}(\lambda)=\bigcap_{n \in \mathbb{N}} \overline{C_{q^{-n}}(\lambda)}
$$

is either a point or a closed circle with a finite radius.
Definition 3.6. The singular point $x=\infty$ is said to be in the limit-point case or in the limit-circle case according to whether $C_{\infty}(\lambda)$ is a point or a circle, respectively.

## §4. $q$-Titchmarsh-Weyl function $m(\lambda)$

This section involves more investigations on the limit-point, limit-circle classifications and the associated $q$-integrable solutions. We state and prove a condition on $u(\cdot)$ that guarantees that the singularity is of the limit-point type. The $q$-Titchmarsh-Weyl function will be introduced here. We first discuss the independence of the classification with $\lambda$ and $u(\cdot)$. Although according to Definition 3.6 above the classification seems to depend on both $u(\cdot)$ and $\lambda$, we will see that it depends only on $u(\cdot)$, as is shown in the following theorem.

Theorem 4.1. We have the following.
(i) If, for some $\lambda_{0}, \Im\left(\lambda_{0}\right)=v \neq 0$, every solution of the equation

$$
\begin{equation*}
L_{x} y(x)=\lambda_{0} y(x), \quad 0 \leq x<\infty \tag{4.1}
\end{equation*}
$$

is in $\mathcal{H}$, then the point $x=\infty$ is in the limit-circle case for this $\lambda_{0}$.
(ii) If, for some $\lambda_{0}, \Im\left(\lambda_{0}\right)=v \neq 0$, the point $x=\infty$ is in the limit-circle case, then for every $\lambda$, every solution $y$ of the equation

$$
\begin{equation*}
L_{x} y(x)=\lambda y(x), \quad 0 \leq x<\infty \tag{4.2}
\end{equation*}
$$

is in $\mathcal{H}$.
Proof. We start by proving (i). Since $\theta\left(\cdot, \lambda_{0}\right)$ is a nontrivial solution of the equation (4.1), then by assumption,

$$
0<\int_{0}^{\infty}\left|\theta\left(x, \lambda_{0}\right)\right|^{2} d_{q} x<\infty
$$

Hence, the radii $R_{n}$ of the circles $C_{q^{-n}}\left(\lambda_{0}\right)$ approach a positive limit as $n \longrightarrow \infty$; that is, $x=\infty$ is in the limit-circle case for this $\lambda_{0}$. To prove (ii), let $x=\infty$ be in the limit-circle case for some $\lambda_{0}, \Im\left(\lambda_{0}\right)=v \neq 0$. We first prove that every solution $z\left(\cdot, \lambda_{0}\right)$ of (4.2) when $\lambda=\lambda_{0}$ is in $\mathcal{H}$. Indeed, if $l_{1}$ and $l_{2}$ are two distinct points on $C_{\infty}\left(\lambda_{0}\right)$, then the functions $\left\{z_{i}\left(\cdot, \lambda_{0}\right)\right\}_{i=1}^{2}$ defined by

$$
z_{i}\left(x, \lambda_{0}\right):=\phi\left(x, \lambda_{0}\right)+l_{i} \theta\left(x, \lambda_{0}\right), \quad i=1,2
$$

form a fundamental set of solutions of (4.1). Moreover, from Theorem 3.3, we have

$$
\begin{align*}
& \int_{0}^{\infty}\left|z_{i}\left(x, \lambda_{0}\right)\right|^{2} d_{q} x \\
& \quad=\int_{0}^{\infty}\left|\theta\left(x, \lambda_{0}\right) l_{i}+\phi\left(x, \lambda_{0}\right)\right|^{2} d_{q} x \leq \frac{\Im\left(l_{i}\right)}{v}<\infty, \quad i=1,2 \tag{4.3}
\end{align*}
$$

That is, $z_{i}\left(\cdot, \lambda_{0}\right) \in \mathcal{H}, i=1,2$. Consequently every solution $z\left(\cdot, \lambda_{0}\right)$ of (4.1) is in $\mathcal{H}$. Next we prove that, for any $\lambda$, every solution of (4.2) is in $\mathcal{H}$. To prove this, let $z_{1}(\cdot, \lambda)$ and $z_{2}(\cdot, \lambda)$ be two linearly independent solutions of (4.1) for arbitrary $\lambda$ such that $W_{q}\left(z_{1}(0, \lambda), z_{1}(0, \lambda)\right)=1$. Using the method of variation of parameters (see [5]), the solution of the initial value problem

$$
\begin{equation*}
-\frac{1}{q} D_{q^{-1}} D_{q} z(x)+\{-\lambda+u(x)\} z(x)=f(x), \quad z(0)=D_{q} z(0)=0 \tag{4.4}
\end{equation*}
$$

where $f$ is any function in $\mathcal{H}$, is given by

$$
z(x)=c_{1}(x) z_{1}(x, \lambda)+c_{2}(x) z_{2}(x, \lambda)
$$

and $c_{1}(\cdot)$ and $c_{2}(\cdot)$ satisfy the first-order $q$-difference equations

$$
D_{q, x} c_{1}(x)=\frac{q z_{2}(q x, \lambda) f(q x)}{W_{q}\left(z_{1}, z_{2}\right)(x, \lambda)}, \quad D_{q, x} c_{2}(x)=-\frac{q z_{1}(q x, \lambda) f(q x)}{W_{q}\left(z_{1}, z_{2}\right)(x, \lambda)}
$$

But $W_{q}\left(z_{1}, z_{2}\right)(x, \lambda) \equiv W_{q}\left(z_{1}, z_{2}\right)(0, \lambda)=1$; consequently,

$$
D_{q, x} c_{1}(x)=q z_{2}(q x, \lambda) f(q x), \quad D_{q, x} c_{2}(x)=-q z_{1}(q x, \lambda) f(q x)
$$

Solving this first-order system, we obtain

$$
\begin{aligned}
& c_{1}(x)=c_{1}(0)+q \int_{0}^{x} z_{2}(q t, \lambda) f(q t) d_{q} t \\
& c_{2}(x)=c_{2}(0)-q \int_{0}^{x} z_{1}(q t, \lambda) f(q t) d_{q} t
\end{aligned}
$$

Thus,

$$
\begin{aligned}
z(x)= & \left(c_{1}(0)+q \int_{0}^{x} z_{2}(q t, \lambda) f(q t) d_{q} t\right) z_{1}(x, \lambda) \\
& +\left(c_{2}(0)-q \int_{0}^{x} z_{1}(q t, \lambda) f(q t) d_{q} t\right) z_{2}(x, \lambda)
\end{aligned}
$$

From the initial conditions $z(0)=D_{q} z(0)=0$, we obtain the equations

$$
\begin{align*}
& 0=c_{1}(0) z_{1}(0, \lambda)+c_{2}(0) z_{2}(0, \lambda) \\
& 0=c_{1}(0) D_{q} z_{1}(0, \lambda)+c_{2}(0) D_{q} z_{2}(0, \lambda) \tag{4.5}
\end{align*}
$$

Since $W_{q}\left(z_{1}, z_{2}\right)(0) \neq 0$, then $c_{1}(0)=c_{2}(0)=0$. Hence,

$$
\begin{equation*}
z(x)=(K f)(x)=q \int_{0}^{x} k(x, q s, \lambda) f(q s) d_{q} s=\int_{0}^{x} k(x, s, \lambda) f(s) d_{q} s \tag{4.6}
\end{equation*}
$$

where $k(x, s, \lambda)$ is the kernel

$$
k(x, s, \lambda)=z_{1}(x, \lambda) z_{2}(s, \lambda)-z_{2}(x, \lambda) z_{1}(s, \lambda)
$$

Now let $z(x, \lambda)$ be a solution of the initial value problem

$$
\begin{equation*}
L_{x} z=\lambda z, \quad z(0)=\gamma, D_{q} z(0)=\delta, 0 \leq x<\infty \tag{4.7}
\end{equation*}
$$

Since for each fixed $x, z(x, \lambda)$ is an entire function of $\lambda$, then $z(x, \lambda)$ can be expanded in the Taylor series

$$
\begin{equation*}
z(x, \lambda)=z_{0}(x)+\left(\lambda-\lambda_{0}\right) z_{1}(x)+\left(\lambda-\lambda_{0}\right)^{2} z_{2}(x)+\cdots \tag{4.8}
\end{equation*}
$$

In the following we prove that the functions $z_{i}(x), i=1,2, \ldots$ are solutions of the system of initial value problems

$$
\begin{equation*}
L_{x} z_{n}-\lambda_{0} z_{n}=z_{n-1}, \quad z_{n}(0)=0, D_{q} z_{n}(0)=0, n \geq 1 \tag{4.9}
\end{equation*}
$$

First of all, the initial conditions

$$
z_{0}(0)=\gamma, \quad D_{q} z_{0}(0)=\delta ; \quad z_{n}(0)=D_{q} z_{n}(0)=0, \quad n \geq 1
$$

result directly from (4.8). Applying $L_{x}$ to (4.8), we obtain

$$
\begin{equation*}
L_{x} z(x, \lambda)=L_{x} z_{0}(x)+L_{x}\left\{\left(\lambda-\lambda_{0}\right) z_{1}(x)+\left(\lambda-\lambda_{0}\right)^{2} z_{2}(x)+\cdots\right\} . \tag{4.10}
\end{equation*}
$$

By equation (4.7), we have

$$
\begin{equation*}
L_{x} z(x, \lambda)=\lambda z(x)=\lambda z_{0}(x)+\lambda\left\{\left(\lambda-\lambda_{0}\right) z_{1}(x)+\left(\lambda-\lambda_{0}\right)^{2} z_{2}(x)+\cdots\right\} . \tag{4.11}
\end{equation*}
$$

Subtracting (4.7) from (4.11) and substituting with $\lambda=\lambda_{0}$, we obtain

$$
\begin{equation*}
L_{x} z_{0}=\lambda_{0} z_{0}, \quad z_{0}(0)=\gamma, D_{q} z_{0}(0)=\delta, 0 \leq x<\infty . \tag{4.12}
\end{equation*}
$$

Now substituting from (4.12) in (4.10) and using (4.11) yield

$$
\begin{align*}
0= & \left(\lambda_{0}-\lambda\right) z_{0}(x)+\left(\lambda-\lambda_{0}\right) L_{x} z_{1}(x)-\lambda\left(\lambda-\lambda_{0}\right) z_{1}(x) \\
& +L_{x}\left\{\left(\lambda-\lambda_{0}\right)^{2} z_{2}(x)+\left(\lambda-\lambda_{0}\right)^{3} z_{3}(x)+\cdots\right\}  \tag{4.13}\\
& -\lambda\left\{\left(\lambda-\lambda_{0}\right)^{2} z_{2}(x)+\left(\lambda-\lambda_{0}\right)^{3} z_{3}(x)+\cdots\right\} .
\end{align*}
$$

Dividing on $\left(\lambda-\lambda_{0}\right), \lambda \neq \lambda_{0}$, and substituting again with $\lambda=\lambda_{0}$ give

$$
L_{x} z-\lambda_{0} z=z_{0}
$$

Continuing this procedure, we obtain the system of initial value problems (4.9). From (4.6) we have

$$
\begin{equation*}
z_{n}(x)=\left(K z_{n-1}\right)(x), \quad n=1,2, \ldots \tag{4.14}
\end{equation*}
$$

Since

$$
\int_{0}^{\infty}\left|z_{i}\left(x, \lambda_{0}\right)\right|^{2} d_{q} x<\infty, \quad i=1,2
$$

then

$$
\begin{equation*}
\int_{0}^{\infty} k\left(x, \lambda_{0}\right) d_{q} x<\infty, \quad k\left(x, \lambda_{0}\right)=\int_{0}^{x}\left|K\left(x, s, \lambda_{0}\right)\right|^{2} d_{q} s . \tag{4.15}
\end{equation*}
$$

We prove by induction on $m$ that

$$
\begin{aligned}
\left|z_{n}\left(q^{m}\right)\right|^{2} \leq & \frac{\left\|z_{0}\right\|^{2}}{n!} k\left(q^{m+1}, \lambda_{0}\right) \\
& \times \int_{0}^{q^{m+1}} \int_{0}^{x_{1}} \int_{0}^{x_{2}} \cdots \int_{0}^{x_{n-2}} k\left(x_{1}, \lambda_{0}\right) \\
& \times k\left(x_{2}, \lambda_{0}\right) \cdots k\left(x_{n}, \lambda_{0}\right) d x_{1} d x_{2} \cdots d x_{n-1},
\end{aligned}
$$

$n \geq 2, m \in \mathbb{Z}$, where hereafter $\|\cdot\|$ denotes the norm of $\mathcal{H}$. By CauchySchwarz's inequality, we obtain for $m \in \mathbb{Z}$,

$$
\begin{align*}
\left|z_{1}\left(q^{m}\right)\right|^{2} & =\int_{0}^{q^{m+1}} k\left(q^{m}, s, \lambda_{0}\right) z_{0}(s) d_{q} s \\
& \leq\left\|z_{0}\right\|^{2} \int_{0}^{q^{m+1}}\left|k\left(q^{m}, s, \lambda_{0}\right)\right|^{2} d_{q} s \leq\left\|z_{0}\right\|^{2} k\left(q^{m}, \lambda_{0}\right) . \tag{4.16}
\end{align*}
$$

Also,

$$
\begin{align*}
\left|z_{2}\left(q^{m}\right)\right|^{2} & =\left|\int_{0}^{q^{m+1}} k\left(q^{m}, s, \lambda_{0}\right) z_{1}(s) d_{q} s\right|^{2} \\
& \leq\left\|z_{0}\right\|^{2}\left(\int_{0}^{q^{m+1}}\left|k\left(q^{m}, s, \lambda_{0}\right)\right|^{2} d_{q} s\right)\left(\int_{0}^{q^{m+1}} k\left(s, \lambda_{0}\right) d_{q} s\right)  \tag{4.17}\\
& \leq\left\|z_{0}\right\|^{2} k\left(q^{m}, \lambda_{0}\right) \int_{0}^{q^{m}} k\left(s, \lambda_{0}\right) d s .
\end{align*}
$$

Suppose that (4.16) holds for $n \in \mathbb{N}$. Then using (4.14) and the induction hypothesis, we obtain

$$
\begin{aligned}
\left|z_{n+1}\left(q^{m}\right)\right|^{2} & =\left|\int_{0}^{q^{m+1}} k\left(x, s, \lambda_{0}\right) z_{n}(s) d_{q} s\right|^{2} \\
& \leq\left(\int_{0}^{q^{m+1}}\left|k\left(x, s, \lambda_{0}\right)\right|^{2} d_{q} s\right)\left(\int_{0}^{q^{m+1}}\left|z_{n}(s)\right|^{2} d_{q} s\right) \\
& \leq k\left(q^{m}, \lambda_{0}\right) \int_{0}^{q^{m+1}}\left|z_{n}(s)\right|^{2} d_{q} s
\end{aligned}
$$

$$
\begin{aligned}
\leq & \frac{\left\|z_{0}\right\|^{2} k\left(q^{m}, \lambda_{0}\right)}{n!} \int_{0}^{q^{m+1}} \int_{0}^{x_{1}} \int_{0}^{x_{2}} \cdots \int_{0}^{x_{n-1}} k\left(x_{1}, \lambda_{0}\right) \\
& \times k\left(x_{2}, \lambda_{0}\right) \cdots k\left(x_{n}, \lambda_{0}\right) d_{q} t d_{q} x_{1} \cdots d_{q} x_{n} .
\end{aligned}
$$

Hence, (4.16) holds for all $n \in \mathbb{N}, n \geq 2$, and $m \in \mathbb{Z}$. Set

$$
\varepsilon:=\int_{0}^{\infty} k\left(s, \lambda_{0}\right) d_{q} s
$$

then

$$
\begin{aligned}
& \left|\int_{0}^{q^{m+1}} \int_{0}^{x_{1}} \int_{0}^{x_{2}} \cdots \int_{0}^{x_{n-2}} k\left(x_{1}, \lambda_{0}\right) k\left(x_{2}, \lambda_{0}\right) \cdots k\left(x_{n}, \lambda_{0}\right) d x_{1} d x_{2} \cdots d x_{n-1}\right| \\
& \quad \leq\left(\int_{0}^{\infty} k\left(s, \lambda_{0}\right) d_{q} s\right)^{n-1}=\epsilon^{n-1}, \quad n=2,3, \cdots
\end{aligned}
$$

One can also verify that the previous inequality holds also at $n=1$. Thus,

$$
\sum_{m=-\infty}^{\infty} q^{m}(1-q)\left|z_{n}\left(q^{m}\right)\right|^{2} \leq \frac{\varepsilon^{n-1}}{n!} \sum_{m=-\infty}^{\infty} q^{m}(1-q) k\left(q^{m}, \lambda_{0}\right)=\frac{\varepsilon^{n}}{n!}
$$

That is, $z_{n} \in \mathcal{H}$ for all $n \in \mathbb{N}$. From (4.8), we obtain

$$
\|z\| \leq\left\|z_{0}\right\|+\left|\lambda-\lambda_{0}\right|\left\|z_{1}\right\|+\left|\lambda-\lambda_{0}\right|^{2}\left\|z_{2}\right\|+\cdots \leq\left\|z_{0}\right\| \sum_{n=0}^{\infty}\left|\lambda-\lambda_{0}\right|^{n} \frac{\varepsilon^{n}}{n!}
$$

The previous series is absolutely convergent for all $\lambda \in \mathbb{C}$. Hence, $z(\cdot, \lambda) \in \mathcal{H}$.

In the following we define the Titchmarsh-Weyl function $m(\lambda)$ associated with (1.14). As in the classical case, it will be a single-valued function in the limit-point case, and it is a multivalued function in the limit-circle case.

Theorem 4.2. Let $m=m(\lambda)$ be the limit-point or any point on the limit circle. Then, for every nonreal $\lambda$, the solution

$$
\begin{equation*}
\psi(x, \lambda):=\phi(x, \lambda)+m(\lambda) \theta(x, \lambda) \tag{4.18}
\end{equation*}
$$

of (1.14) belongs to $\mathcal{H}$.
Proof. From Theorem 3.3 above, we have for every $n \in \mathbb{N}$,

$$
\int_{0}^{q^{-n}}|\phi(x, \lambda)+m(\lambda) \theta(x, \lambda)|^{2} d_{q} x<\frac{\Im(m(\lambda))}{v} .
$$

Then letting $n \longrightarrow \infty$, we obtain

$$
\int_{0}^{\infty}|\phi(x, \lambda)+m(\lambda) \theta(x, \lambda)|^{2} d_{q} x \leq \frac{\Im(m(\lambda))}{v}
$$

Thus,

$$
\psi(x, \lambda)=\phi(x, \lambda)+m(\lambda) \theta(x, \lambda) \in \mathcal{H} .
$$

Notice that in the limit-circle case, since $R_{n}(\lambda)$ tends to positive values as $n \longrightarrow \infty$, then by (3.4), $\theta(x, \lambda) \in \mathcal{H}$. Consequently,

$$
\phi(x, \lambda)=\psi(x, \lambda)-m(\lambda) \theta(x, \lambda) \in \mathcal{H}
$$

Hence, every solution of (1.14) belongs to $\mathcal{H}$. The function $m(\lambda)$ is called the Titchmarsh-Weyl function. In the classical Sturm-Liouville theory, there are many studies concerning possible necessary and/or sufficient conditions on $u(\cdot)$ to classify the type of the singular points. A useful sufficient condition for the operator $L_{x}$ to be in the limit-point case is given in the following theorem. We first prove the following lemma.

Lemma 4.3. Let $u\left(q^{m}\right) \geq-k\left(1+q^{2 m}\right)$ for all $m \in \mathbb{Z}$, where $k$ is a positive number. If $\phi \in \mathcal{H}$ is a solution of the $q$-difference equation $L_{x} y=0$, then $\left(D_{q} \phi(x)\right) /(1+q x) \in \mathcal{H}$.

Proof. Let $\phi \in \mathcal{H}$ be a solution of the $q$-difference equation $L_{x} y=0$; then

$$
-\frac{1}{q} D_{q^{-1}} D_{q} \phi(x)+u(x) \phi(x)=0, \quad x \in(0, \infty) .
$$

Since $D_{q^{-1}} D_{q} \phi(x)=D_{q}^{2} \phi\left(q^{-1} x\right)$, then replacing $x$ by $q x$ in the last equality gives

$$
-D_{q}^{2} \phi(x)+q u(q x) \phi(q x)=0, \quad x \in(0, \infty)
$$

Hence,

$$
\begin{align*}
\int_{0}^{q^{-n}} \frac{D_{q}^{2} \phi(x) \phi(q x)}{(1+q x)^{2}} d_{q} x & =q \int_{0}^{q^{-n}} \frac{u(q x) \phi^{2}(q x)}{(1+q x)^{2}} d_{q} x \\
& \geq-q k \int_{0}^{q^{-n}} \phi^{2}(q x) d_{q} x  \tag{4.19}\\
& >-q k \int_{0}^{\infty} \phi^{2}(q x) d_{q} x=k_{1}
\end{align*}
$$

Applying $q$-integration by parts to

$$
\int_{0}^{q^{-n}} \frac{D_{q}^{2} \phi(x) \phi(q x)}{(1+q x)^{2}} d_{q} x
$$

we obtain

$$
\begin{aligned}
-\int_{0}^{q^{-n}} \frac{D_{q}^{2} \phi(x) \phi(q x)}{(1+q x)^{2}} d_{q} x= & \phi(0) D_{q} \phi(0)-\frac{\phi\left(q^{-n}\right) D_{q} \phi\left(q^{-n}\right)}{\left(1+\left(q^{-n}\right)\right)^{2}} \\
& +\int_{0}^{q^{-n}} D_{q} \phi(x) D_{q}\left(\frac{\phi(x)}{(1+x)^{2}}\right) d_{q} x
\end{aligned}
$$

From (1.9), we obtain

$$
\begin{align*}
-\int_{0}^{q^{-n}} \frac{D_{q}^{2} \phi(x) \phi(q x)}{(1+q x)^{2}} d_{q} x= & -\frac{\phi\left(q^{-n}\right) D_{q} \phi\left(q^{-n}\right)}{\left(1+\left(q^{-n}\right)\right)^{2}} \\
& +\int_{0}^{q^{-n}} \frac{\left(D_{q} \phi(x)\right)^{2}}{(1+q x)^{2}} d_{q} x+\phi(0) D_{q} \phi(0)  \tag{4.20}\\
& -\int_{0}^{q^{-n}} \frac{\phi(x) D_{q} \phi(x)(2+x(1+q))}{(1+x)^{2}(1+q x)^{2}} d_{q} x .
\end{align*}
$$

Set

$$
k_{2}:=k_{1}-\phi(0) D_{q} \phi(0), \quad H_{n}:=\int_{0}^{q^{-n}} \frac{\left(D_{q} \phi(x)\right)^{2}}{(1+q x)^{2}} d_{q} x .
$$

Inequality (4.19) leads to

$$
\begin{equation*}
-\frac{\phi\left(q^{-n}\right) D_{q} \phi\left(q^{-n}\right)}{\left(1+\left(q^{-n}\right)\right)^{2}}+H_{n}-\int_{0}^{q^{-n}} \frac{\phi(x) D_{q} \phi(x)(2+x(1+q))}{(1+x)^{2}(1+x)^{2}} d_{q} x<k_{2} . \tag{4.21}
\end{equation*}
$$

Applying Cauchy-Schwarz's inequality to the $q$-integral on the left-hand side of (4.21) yields

$$
\left|\int_{0}^{q^{-n}} \frac{\phi(x) D_{q} \phi(x)(2+x(1+q))}{(1+x)^{2}(1+q x)^{2}} d_{q} x\right|^{2}
$$

$$
\begin{equation*}
\leq\left(\int_{0}^{q^{-n}}|\phi(x)|^{2} d_{q} x\right)\left(\int_{0}^{q^{-n}}\left|D_{q} \phi(x)\right|^{2}\left(\frac{(2+x(1+q))}{(1+x)^{2}(1+q x)^{2}}\right)^{2} d_{q} x\right) \tag{4.22}
\end{equation*}
$$

Since

$$
\frac{(2+x(1+q))}{(1+x)^{2}(1+q x)^{2}} \leq \frac{2}{1+q x}, \quad x>0
$$

then

$$
\begin{aligned}
\int_{0}^{q^{-n}} & \left|D_{q} \phi(x)\right|^{2}\left(\frac{(2+x(1+q))}{(1+x)^{2}(1+q x)^{2}}\right)^{2} d q x \\
& \leq \int_{0}^{q^{-n}}\left|D_{q} \phi(x)\right|^{2}\left(\frac{2}{(1+q x)}\right)^{2} d_{q} x \\
& =4 H_{n}
\end{aligned}
$$

Substituting from the last inequality in (4.22) implies that

$$
\begin{aligned}
& \left|\int_{0}^{q^{-n}} \frac{\phi(x) D_{q} \phi(x)(2+x(1+q))}{(1+x)^{2}(1+q x)^{2}} d_{q} x\right|^{2} \\
& \quad \leq 4 H_{n} \int_{0}^{q^{-n}}|\phi(x)|^{2} d_{q} x \\
& \quad \leq 4 H_{n} \int_{0}^{\infty}|\phi(x)|^{2} d_{q} x
\end{aligned}
$$

that is, that

$$
-k_{3} H_{n}^{1 / 2}<\int_{0}^{q^{-n}} \frac{\phi(x) D_{q} \phi(x)(2+x(1+q))}{(1+x)^{2}(1+q x)^{2}} d_{q} x<k_{3} H_{n}^{1 / 2}
$$

where $k_{3}=2\|\phi\|$. Combining the last inequality and (4.21), we obtain

$$
-\frac{\phi\left(b q^{-n}\right) D_{q} \phi\left(q^{-n}\right)}{\left(1+\left(q^{-n}\right)\right)^{2}}+H_{n}-k_{3} H_{n}^{1 / 2}<k_{2}
$$

Suppose, on the contrary, that $\left(D_{q} \phi(x)\right) /(1+q x) \notin \mathcal{H}$, that is, that $H_{n} \rightarrow \infty$ as $n \rightarrow \infty$. Then

$$
\lim _{n \rightarrow \infty} \frac{\left(H_{n}-k_{3} H_{n}^{1 / 2}-k_{2}\right)}{H_{n}}=1
$$

It follows that

$$
\begin{equation*}
\frac{\phi\left(q^{-n}\right) D_{q} \phi\left(q^{-n}\right)}{\left(1+\left(q^{-n}\right)\right)^{2}}>\frac{1}{2} H_{n} \tag{4.23}
\end{equation*}
$$

for sufficiently large $n$. Substituting with

$$
\begin{equation*}
D_{q} \phi\left(q^{-n}\right)=\frac{1-\frac{\phi\left(q^{-n+1}\right)}{\phi\left(q^{-n}\right)}}{q^{-n}(1-q)} \phi\left(q^{-n}\right) \tag{4.24}
\end{equation*}
$$

in (4.23) gives

$$
\frac{1-\frac{\phi\left(q^{-n+1}\right)}{\phi\left(q^{-n}\right)}}{q^{-n}(1-q)\left(1+\left(q^{-n}\right)\right)^{2}} \phi^{2}\left(q^{-n}\right)>\frac{1}{2} H_{n}
$$

From (4.23), the functions $\phi\left(q^{-n}\right)$ and $D_{q} \phi\left(q^{-n}\right)$ have the same sign for large $n$. Consequently, $0<1-\left(\phi\left(q^{-n+1}\right)\right) /\left(\phi\left(q^{-n}\right)\right)<1$ for sufficiently large $n$. Therefore,

$$
q^{n} \phi^{2}\left(q^{-n}\right)>\frac{(1-q)}{2} H_{n}
$$

for sufficiently large $n$. That is,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} q^{n} \phi^{2}\left(q^{-n}\right)=\infty \tag{4.25}
\end{equation*}
$$

This contradicts the assumption that $\phi \in \mathcal{H}$.
Theorem 4.4. If $u\left(q^{m}\right) \geq-k\left(1+q^{m}\right)^{2}$, where $k$ is a positive constant and $m \in \mathbb{Z}$, then the operator $L_{x}$ is in the limit-point case.

Proof. We prove the theorem by showing that the equation $L_{x} y=0$ does not have two linearly independent solutions in $\mathcal{H}$. Suppose the contrary, and let $\phi(\cdot), \psi(\cdot) \in \mathcal{H}$ be two real linearly independent solutions of the equation $L_{x} y=0$ in $\mathcal{H}$. We also can assume without any loss of generality that $W_{q}(\phi, \psi)(x) \equiv 1$ for all $x \in[0, \infty)$. Consequently,

$$
\phi(x) D_{q} \psi(x)-\psi(x) D_{q} \phi(x) \equiv 1 ;
$$

dividing by $(1+q x)$ yields

$$
\phi(x) \frac{D_{q} \psi(x)}{(1+q x)}-\psi(x) \frac{D_{q} \phi(x)}{(1+q x)}=\frac{1}{(1+q x)} .
$$

Then,

$$
\int_{0}^{\infty} \frac{1}{(1+q x)} d_{q} x=\int_{0}^{\infty} \phi(x) \frac{D_{q} \psi(x)}{(1+q x)} d_{q} x-\int_{0}^{\infty} \psi(x) \frac{D_{q} \phi(x)}{(1+q x)} d_{q} x .
$$

Applying the triangle and Cauchy-Schwarz inequalities yields

$$
\begin{align*}
\left|\int_{0}^{\infty} \frac{1}{(1+q x)} d_{q} x\right| \leq & \left|\int_{0}^{\infty} \phi(x) \frac{D_{q} \psi(x)}{(1+q x)} d_{q} x\right|+\left|\int_{0}^{\infty} \psi(x) \frac{D_{q} \phi(x)}{(1+q x)} d_{q} x\right| \\
.26) & \left(\int_{0}^{\infty}|\phi(x)|^{2} d_{q} x\right)^{\frac{1}{2}}\left(\int_{0}^{\infty} \frac{\left|D_{q} \psi(x)\right|^{2}}{(1+q x)^{2}} d_{q} x\right)^{\frac{1}{2}}  \tag{4.26}\\
& +\left(\int_{0}^{\infty}|\psi(x)|^{2} d_{q} x\right)^{\frac{1}{2}}\left(\int_{0}^{\infty} \frac{\left|D_{q} \phi(x)\right|^{2}}{(1+q x)^{2}} d_{q} x\right)^{\frac{1}{2}} .
\end{align*}
$$

From Lemma 4.3, the functions $\left|D_{q} \phi(x)\right| /(1+q x)$ and $\left|D_{q} \psi(x)\right| /(1+q x)$ are $\mathcal{H}$ functions. Then so is $1 /(1+q x)$, which is a contradiction, and the theorem follows.

Lemma 4.5. The function $m(\lambda)$ is an analytic in the upper (or lower) half of the $\lambda$-plane. Moreover,

$$
\begin{equation*}
m(\lambda)=O\left(\frac{1}{v}\right), \quad v=\Im(\lambda), \quad \text { as } v \longrightarrow 0 \tag{4.27}
\end{equation*}
$$

Consequently, if $m(\lambda)$ has real poles, they must be simple.
Proof. Since the poles of $l_{q^{-n}}(\lambda)$ are the zeros of $\theta\left(q^{-n}, \lambda\right) \cos \beta+D_{q} \times$ $\theta\left(q^{-n}, \lambda\right) \sin \beta$, then for a given $\beta, l_{q^{-n}}(\lambda)$ is a meromorphic function whose poles lie on the real axis. Also, on the circle $C_{q^{-n}}($ if $v>0)$,

$$
\begin{equation*}
\int_{0}^{q^{-n}}\left|\phi(x, \lambda)+l_{q^{-n}}(\lambda) \theta(x, \lambda)\right|^{2} d_{q} x=-\frac{\Im\left(l_{q^{-n}}\right)}{v} \leq \frac{\left|l_{q^{-n}}(\lambda)\right|}{v} \tag{4.28}
\end{equation*}
$$

On the other hand, from (1.11), we have

$$
\begin{aligned}
& \int_{0}^{q^{-n}}\left|\phi(x, \lambda)+l_{q^{-n}}(\lambda) \theta(x, \lambda)\right|^{2} d_{q} x \\
& \quad \geq \frac{1}{2}\left|l_{q^{-n}}\right|^{2} \int_{0}^{q^{-n}}\left|\theta^{2}(x)\right| d_{q} x-\int_{0}^{q^{-n}}\left|\phi^{2}(x)\right| d_{q} x
\end{aligned}
$$

Combining this inequality with (4.28), we obtain

$$
\frac{\left|l_{q^{-n}}\right|}{v} \geq \frac{1}{2}\left|l_{q^{-n}}\right|^{2} \int_{0}^{q^{-n}}\left|\theta^{2}(t)\right| d_{q} t-\int_{0}^{q^{-n}}\left|\phi^{2}(t)\right| d_{q} t
$$

for every $n \in \mathbb{N}$. Solving the last quadratic inequality for $\left|l_{q^{-n}}(\lambda)\right|$ gives

$$
\begin{align*}
\left|l_{q^{-n}}(\lambda)\right| \leq & \frac{1}{v \int_{0}^{q^{-n}}|\theta(x, \lambda)|^{2} d_{q} x} \\
& +\left(\frac{2 \int_{0}^{q^{-n}}|\phi(x, \lambda)|^{2} d_{q} x}{\int_{0}^{q^{-n}}|\theta(x, \lambda)|^{2} d_{q} x}+\frac{1}{v^{2}\left(\int_{0}^{q^{-n}}|\theta(x, \lambda)|^{2} d_{q} x\right)^{2}}\right)^{\frac{1}{2}} \tag{4.29}
\end{align*}
$$

From the theory developed in [9], the poles of every $l_{q^{-n}}$ are real and simple. For a given nonreal $\lambda$, the plane is covered with circles $C_{q^{-n}}$ under the effect of $l_{q^{-n}}$, and these circles shrink as $n$ increases. Therefore, the family $\left\{l_{q^{-n}}\right\}_{n \in \mathbb{N}}$ is uniformly bounded on each bounded domain in the $\lambda$-plane which lies entirely in the upper (or lower) half $\lambda$-plane; that is, $\left\{l_{q^{-n}}\right\}_{n \in \mathbb{N}}$ is a normal family (see, e.g., [6]). Hence, $\left\{l_{q^{-n}}\right\}_{n \in \mathbb{N}}$ approaches an analytic function $m(\lambda)$ in the upper (or lower) half $\lambda$-plane in the limit-point case. If (1.14) is in the limit-circle case, we pick a subsequence $\left\{q^{-n_{k}}\right\}_{k \in \mathbb{N}}$ and independent numbers $\beta_{k}$ such that $\left\{l_{q^{-n_{k}}}\right\}_{n \in \mathbb{N}}$ with this $\beta_{k}$ has a limit $m(\lambda)$. For the same reasons, $m(\lambda)$ is analytic in the upper (or lower) half $\lambda$-plane. The right-hand side of (4.29) has the asymptotic relation $O(1 / v)$ as $v \rightarrow 0$; it follows that $m(\lambda)=O(1 / v)$. If $\lambda_{n}$ is a real pole of $m(\lambda)$, then for sufficiently large $v, \lambda=\lambda_{n}+i v, v=-i\left(\lambda-\lambda_{n}\right)$, and

$$
\left(\lambda-\lambda_{n}\right) m(\lambda)=O(1), \quad \text { as } v \rightarrow \infty .
$$

Therefore, $\lambda_{n}$ must be simple.
The functions denoted by $m(\lambda)$ in the upper and lower half-planes are not necessarily analytic continuations of each other. In this paper we assume that $m(\lambda)$ is a single meromorphic function whose singularities are poles on the real axis. Let us denote these poles by $\lambda_{0}, \lambda_{1}, \lambda_{2}, \ldots$, and their corresponding residues by $r_{0}, r_{1}, r_{2}, \ldots$; that is,

$$
\begin{equation*}
r_{k}:=\lim _{\lambda \rightarrow \lambda_{k}}\left(\lambda-\lambda_{k}\right) m(\lambda), \quad k \in \mathbb{N}_{0} . \tag{4.30}
\end{equation*}
$$

The set $\left\{r_{n}\right\}_{r=0}^{\infty}$ is a set of real numbers. Indeed, using (3.2) and Lemma 2.3,

$$
\overline{r_{k}}=\overline{\lim _{\lambda \rightarrow \lambda_{k}}\left(\lambda-\lambda_{k}\right) m(\lambda)}=\lim _{\bar{\lambda} \rightarrow \lambda_{k}}\left(\bar{\lambda}-\lambda_{k}\right) m(\bar{\lambda})=r_{n}, \quad n=0,1, \ldots
$$

## §5. Eigenfunction expansions

In this section we prove eigenfunction expansion theorems in $\mathcal{H}$. We start with some preliminary results.

Lemma 5.1. Let $\lambda$ and $\lambda^{\prime}$ be fixed nonreal numbers. Then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} W_{q}\left(\psi(\cdot, \lambda), \psi\left(\cdot, \lambda^{\prime}\right)\right)\left(q^{-n}\right)=0 \tag{5.1}
\end{equation*}
$$

Proof. Let $n \in \mathbb{N}$. Since the function $\phi(\cdot, \lambda)+l_{q^{-n}}(\lambda) \theta(\cdot, \lambda)$ satisfies the boundary condition (3.1) at $x=q^{-n}$, independent of $\lambda$, then

$$
\begin{equation*}
W_{q}\left(\phi(\cdot, \lambda)+l_{q^{-n}}(\lambda) \theta(\cdot, \lambda), \phi\left(\cdot, \lambda^{\prime}\right)+l_{q^{-n}}\left(\lambda^{\prime}\right) \theta\left(\cdot, \lambda^{\prime}\right)\right)\left(q^{-n}\right)=0 \tag{5.2}
\end{equation*}
$$

From (5.27),

$$
\phi\left(q^{-n}, \eta\right)=\psi\left(q^{-n}, \eta\right)-m(\lambda) \theta\left(q^{-n}, \eta\right), \quad \eta \in\left\{\lambda, \lambda^{\prime}\right\} .
$$

Substituting in (5.2) yields
$W_{q}\left(\left(\psi+\left(l_{q^{-n}}(\lambda)-m(\lambda)\right) \theta\right)(\cdot, \lambda),\left(\psi+\left(l_{q^{-n}}\left(\lambda^{\prime}\right)-m\left(\lambda^{\prime}\right)\right) \theta\right)\left(\cdot, \lambda^{\prime}\right)\right)\left(q^{-n}\right)=0$.
That is,

$$
\begin{align*}
& W_{q}\left(\psi(\cdot, \lambda), \psi\left(\cdot, \lambda^{\prime}\right)\right)\left(q^{-n}\right)+\left\{l_{q^{-n}}(\lambda)-m(\lambda)\right\} W_{q}\left(\theta(\cdot, \lambda), \psi\left(\cdot, \lambda^{\prime}\right)\right)\left(q^{-n}\right) \\
& \quad .3) \quad+\left\{l_{q^{-n}}\left(\lambda^{\prime}\right)-m\left(\lambda^{\prime}\right)\right\} W_{q}\left(\psi(\cdot, \lambda), \theta\left(\cdot, \lambda^{\prime}\right)\right)\left(q^{-n}\right)  \tag{5.3}\\
& \quad+\left\{l_{q^{-n}}(\lambda)-m(\lambda)\right\}\left\{l_{q^{-n}}\left(\lambda^{\prime}\right)-m\left(\lambda^{\prime}\right)\right\} W_{q}\left(\theta(\cdot, \lambda), \theta\left(\cdot, \lambda^{\prime}\right)\right)\left(q^{-n}\right)=0
\end{align*}
$$

Using Green's identity, (2.11),

$$
\begin{aligned}
W_{q}\left(\theta(\cdot, \lambda), \psi\left(\cdot, \lambda^{\prime}\right)\right)\left(q^{-n}\right)= & W_{q}\left(\theta(\cdot, \lambda), \psi\left(\cdot, \lambda^{\prime}\right)\right)(0) \\
& +\left(\lambda^{\prime}-\lambda\right) \int_{0}^{b q^{-n+1}} \theta(x, \lambda) \psi\left(x, \lambda^{\prime}\right) d_{q} x \\
= & O(1)+O\left(\int_{0}^{\infty}|\theta(x, \lambda)|^{2} d_{q} x\right)^{\frac{1}{2}}
\end{aligned}
$$

as $n \rightarrow \infty, \lambda$ and $\lambda^{\prime}$ being fixed. In the limit-point case, we have

$$
\left|l_{q^{-n}}(\lambda)-m(\lambda)\right| \leq 2 R_{n}(\lambda)=\left(v \int_{0}^{q^{-n}}|\theta(x, \lambda)|^{2} d_{q} x\right)^{-1}, \quad \text { for all } n \in \mathbb{N}
$$

so that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left|l_{q^{-n}}(\lambda)-m(\lambda)\right| W_{q}\left(\theta(\cdot, \lambda), \psi\left(\cdot, \lambda^{\prime}\right)\right)\left(q^{-n}\right)=0 \tag{5.4}
\end{equation*}
$$

Equation (5.4) also holds in the limit-circle case, if $l_{q^{-n}}(\lambda) \rightarrow m(\lambda)$, since $\theta(\cdot, \lambda)$ is an $\mathcal{H}$-function. Similarly, the other terms in (5.3) tend to zero as $n$ tends to $\infty$, and (5.1) follows.

Corollary 5.2. If $\lambda$ and $\lambda^{\prime}$ are nonreal numbers, then

$$
\begin{align*}
\int_{0}^{\infty} \psi\left(x, \lambda^{\prime}\right) \psi(x, \lambda) d_{q} x & =\frac{m\left(\lambda^{\prime}\right)-m(\lambda)}{\lambda-\lambda^{\prime}}  \tag{5.5}\\
\int_{0}^{\infty}|\psi(x, \lambda)|^{2} d_{q} x & =-\frac{\Im(m(\lambda))}{v} \tag{5.6}
\end{align*}
$$

Proof. From Green's identity, (2.11), we obtain

$$
\begin{align*}
& \left(\lambda-\lambda^{\prime}\right) \int_{0}^{q^{-n+1}} \psi(x, \lambda) \psi\left(x, \lambda^{\prime}\right) d_{q} x  \tag{5.7}\\
& \quad=W_{q}\left(\psi(\cdot, \lambda), \psi\left(\cdot, \lambda^{\prime}\right)\right)(0)-W_{q}\left(\psi(\cdot, \lambda), \psi\left(\cdot, \lambda^{\prime}\right)\right)\left(q^{-n}\right)
\end{align*}
$$

From the initial conditions (2.6) and (2.7), we have

$$
\begin{aligned}
W_{q}\left(\psi(\cdot, \lambda), \psi\left(\cdot, \lambda^{\prime}\right)\right)(0) & =\psi(0, \lambda) D_{q} \psi\left(0, \lambda^{\prime}\right)-\psi\left(0, \lambda^{\prime}\right) D_{q} \psi(0, \lambda) \\
& =m\left(\lambda^{\prime}\right)-m(\lambda)
\end{aligned}
$$

If $\lambda$ and $\lambda^{\prime}$ are not real, then from Lemma 5.1 we have

$$
\lim _{n \rightarrow \infty} W_{q}\left(\psi(\cdot, \lambda), \psi\left(\cdot, \lambda^{\prime}\right)\right)\left(q^{-n}\right)=0
$$

Consequently, taking the limit as $n \rightarrow \infty$ in (5.7) yields (5.5). In particular, taking $\lambda^{\prime}=\bar{\lambda}$ and using Lemma 2.3, we obtain (5.6), and the proof is complete.

Definition 5.3. Let $f$ and $f_{n}, n \in \mathbb{N}$ be functions defined on $\mathbb{R}$. We say that $\left\{f_{n}\right\}_{n=1}^{\infty}$ converges uniformly in $q$-mean to the function $f$ if, for any $X>0$,

$$
\lim _{n \rightarrow \infty} \int_{0}^{X}\left|f_{n}(t)-f(t)\right|^{2} d_{q} t=0
$$

LEMMA 5.4. Let $\left\{f_{n}\right\}_{n=1}^{\infty}$ be a sequence of functions in $\mathcal{H}$ which converges uniformly in $q$-mean to $f$. If there exists a positive real number $K$ such that

$$
\begin{equation*}
\int_{0}^{\infty}\left|f_{n}(x)\right|^{2} d_{q} x \leq K \tag{5.8}
\end{equation*}
$$

then $f \in \mathcal{H}$. Moreover, for any function $g \in \mathcal{H}$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{0}^{\infty} f_{n}(x) g(x) d_{q} x=\int_{0}^{\infty} f(x) g(x) d_{q} x \tag{5.9}
\end{equation*}
$$

Proof. Since $\left\{f_{n}\right\}_{n=1}^{\infty}$ converges to $f$ uniformly in $q$-mean, then given $\varepsilon>0$ and $m \in \mathbb{N}$, there exists $n_{0} \in \mathbb{N}, n_{0}=n_{0}(\varepsilon, m)$ such that

$$
\begin{equation*}
\int_{0}^{q^{-m}}\left|f_{n}(t)-f(t)\right|^{2} d_{q} t<\varepsilon \tag{5.10}
\end{equation*}
$$

for all $n \geq n_{0}$. Consequently, from Cauchy-Schwarz's inequality we have

$$
\begin{aligned}
\left(\int_{0}^{q^{-m}}|f(x)|^{2} d_{q} x\right)^{1 / 2} \leq & \left(\int_{0}^{q^{-m}}\left|f_{n_{0}}(x)\right|^{2} d_{q} x\right)^{1 / 2} \\
& +\left(\int_{0}^{q^{-m}}\left|f(x)-f_{n_{0}}(x)\right|^{2} d_{q} x\right)^{1 / 2} \\
\leq & \sqrt{K}+\sqrt{\varepsilon}
\end{aligned}
$$

for all $m \in \mathbb{N}$. Since $\varepsilon$ is arbitrary, then taking the limit as $m \rightarrow \infty$ yields

$$
\int_{0}^{\infty}|f(x)|^{2} d_{q} x \leq K
$$

hence, $f \in \mathcal{H}$. Identity (5.9) follows directly from the continuity of the inner product $\langle\cdot, \cdot\rangle$ of $\mathcal{H}$ defined on (1.10) above.

LEmma 5.5. Let $y(x, \lambda)$ be the solution of the initial value problem (1.14), and let (2.1) be valid for $x \in[0, \infty)$ and $\lambda \in \mathbb{C}$. If $\left\{\mu_{k}\right\}_{k=1}^{\infty}$ is a sequence of complex numbers that converges to $\mu \in \mathbb{C}$, then $\left\{y\left(x, \mu_{k}\right)\right\}_{k=1}^{\infty}$ converges uniformly in $q$-mean to $y(x, \mu)$.

Proof. From Remark 2.2, we conclude that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} y\left(x q^{n}, \lambda\right)=y(0, \lambda), \quad x>0 \tag{5.11}
\end{equation*}
$$

uniformly on any compact subset of $\mathbb{C}$. Let $x_{0}$ be a positive number. Let $\epsilon>0$. Since the set $\left\{\mu_{k}, \mu, k \in \mathbb{N}\right\}$ is a compact subset of $\mathbb{C}$, then from (5.11), we can choose $n_{0} \in \mathbb{N}$ sufficiently large such that

$$
\begin{align*}
& \left|y\left(x_{0} q^{j}, \mu_{k}\right)-y\left(0, \mu_{k}\right)\right|<\frac{\epsilon}{\sqrt{2 x_{0} q^{n_{0}}}},  \tag{5.12}\\
& \quad\left|y\left(x_{0} q^{j}, \mu\right)-y(0, \mu)\right|<\frac{\epsilon}{\sqrt{2 x_{0} q^{n_{0}}}}, \quad j \geq n_{0}
\end{align*}
$$

for all $k \in \mathbb{N}$. Now

$$
\begin{align*}
\int_{0}^{x_{0}}\left|y\left(t, \mu_{k}\right)-y(t, \mu)\right|^{2} d_{q} t= & \sum_{j=0}^{n_{0}-1} x_{0} q^{j}(1-q)\left|y\left(x_{0} q^{j}, \mu_{k}\right)-y\left(x_{0} q^{j}, \mu\right)\right|^{2} \\
& +\int_{0}^{x_{0} q^{n_{0}}}\left|y\left(t, \mu_{k}\right)-y(t, \mu)\right|^{2} d_{q} t \tag{5.13}
\end{align*}
$$

But for each fixed $x, y(x, \lambda)$ is entire. Then the limit of the finite sum in (5.13) as $k \rightarrow \infty$ is zero. Therefore, the lemma follows if we prove that the integral on the right-hand side of (5.13) tends to zero as $k \rightarrow \infty$. Since $y(0, \mu)=y\left(0, \mu_{k}\right)$, then from the Minkowski inequality, we have

$$
\begin{aligned}
\left(\int_{0}^{x_{0} q^{n_{0}}}\left|y\left(t, \mu_{k}\right)-y(t, \mu)\right|^{2} d_{q} t\right)^{1 / 2} \leq & \left(\int_{0}^{x_{0} q^{n_{0}}}\left|y\left(t, \mu_{k}\right)-y\left(0, \mu_{k}\right)\right|^{2} d_{q} t\right)^{1 / 2} \\
& +\left(\int_{0}^{x_{0} q^{n_{0}}}|y(t, \mu)-y(0, \mu)|^{2} d_{q} t\right)^{1 / 2}
\end{aligned}
$$

Consequently, from (5.12), we have

$$
\int_{0}^{x_{0} q^{n_{0}}}\left|y\left(t, \mu_{k}\right)-y(t, \mu)\right|^{2} d_{q} t<\epsilon^{2}, \quad \text { for all } k \in \mathbb{N}
$$

that is,

$$
\lim _{k \rightarrow \infty} \int_{0}^{x_{0} q^{n_{0}}}\left|y\left(t, \mu_{k}\right)-y(t, \mu)\right|^{2}=0
$$

which proves the lemma.
Lemma 5.6. The functions

$$
\begin{equation*}
\psi_{n}(x)=\left|r_{n}\right|^{\frac{1}{2}} \theta\left(x, \lambda_{n}\right), \quad n \in \mathbb{N} \tag{5.14}
\end{equation*}
$$

form an orthonormal set in $\mathcal{H}$, where $r_{n}$ as given by (4.30) is the residue of $m(\lambda)$ at $\lambda_{n}$.

Proof. Let $n \in \mathbb{N}$ be fixed, and let $\lambda_{n}$ be an eigenvalue. We first assume that $r_{n}>0$. Let $\lambda_{n, k}=\lambda_{n}+i v_{k}, v_{k} \rightarrow 0$ as $k \rightarrow \infty$. Then for any fixed $m \in \mathbb{N}$,

$$
\begin{aligned}
\int_{0}^{b q^{-m}} & \left|v_{k} \psi\left(x, \lambda_{n, k}\right)+i r_{n} \theta\left(x, \lambda_{n}\right)\right|^{2} d_{q} x \\
= & \int_{0}^{b q^{-m}} \mid v_{k} \phi\left(x, \lambda_{n, k}\right)+\left\{v_{k} m\left(\lambda_{n, k}\right)+i r_{n}\right\} \theta\left(x, \lambda_{n, k}\right) \\
& \quad-\left.i r_{n}\left\{\theta\left(x, \lambda_{n, k}\right)-\theta\left(x, \lambda_{n}\right)\right\}\right|^{2} d_{q} x .
\end{aligned}
$$

Applying the Minkowski inequality yields

$$
\begin{aligned}
& \left(\int_{0}^{q^{-m}}\left|v_{k} \psi\left(x, \lambda_{n, k}\right)+i r_{n} \theta\left(x, \lambda_{n}\right)\right|^{2} d_{q} x\right)^{1 / 2} \\
& \quad \leq\left|v_{k}\right|\left(\int_{0}^{q^{-m}}\left|\phi\left(x, \lambda_{n, k}\right)\right|^{2} d_{q} x\right)^{1 / 2} \\
& \quad+\left|v_{k} m\left(\lambda_{n, k}\right)+i r_{n}\right|\left(\int_{0}^{q^{-m}}\left|\theta\left(x, \lambda_{n, k}\right)\right|^{2} d_{q} x\right)^{1 / 2} \\
& \quad+\left|r_{n}\right|\left(\int_{0}^{q^{-m}}\left|\theta\left(x, \lambda_{n, k}\right)-\theta\left(x, \lambda_{n}\right)\right|^{2} d_{q} x\right)^{1 / 2}
\end{aligned}
$$

Using the definition of $r_{n}(4.30), v_{k} m\left(\lambda_{n, k}\right)+i r_{n}$ tends to zero as $k \rightarrow \infty$. Also, from Lemma 2.3, we conclude that

$$
\lim _{m \rightarrow \infty} \int_{0}^{q^{-m}}\left|\theta\left(x, \lambda_{n, k}\right)-\theta\left(x, \lambda_{n}\right)\right|^{2} d_{q} x=0
$$

Hence, the sequence $v_{k} \psi\left(x, \lambda_{n, k}\right)$ converges in $q$-mean to the function $-i r_{n} \times$ $\theta\left(x, \lambda_{n}\right)$. Also, by (5.6) and (5.9),

$$
\int_{0}^{\infty}\left|v_{k} \psi\left(x, \lambda_{n, k}\right)\right|^{2} d_{q} x \leq\left|v_{k} m\left(\lambda_{n, k}\right)\right|=O(1)
$$

as $k \rightarrow 0$. Hence, applying Lemma 5.4 yields

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \int_{0}^{\infty} v_{k} \psi\left(x, \lambda_{n, k}\right) g(x) d_{q} x=-i r_{n} \int_{0}^{\infty} \theta\left(x, \lambda_{n}\right) g(x) d_{q} x \tag{5.15}
\end{equation*}
$$

for any function $g$ in $\mathcal{H}$. Set $g(x):=\psi(x, \lambda), \Im(\lambda) \neq 0$. Then from (5.5), we have

$$
\begin{align*}
\int_{0}^{\infty} \theta\left(x, \lambda_{n}\right) \psi(x, \lambda) d_{q} x & =\lim _{k \rightarrow \infty} \frac{i v_{k}}{r_{n}} \int_{0}^{\infty} \psi\left(x, \lambda_{n, k}\right) \psi(x, \lambda) d_{q} x \\
& =\lim _{k \rightarrow \infty} \frac{i v_{k}\left(m\left(\lambda_{n, k}\right)-m(\lambda)\right)}{r_{n}\left(\lambda-\lambda_{n, k}\right)}=\frac{1}{\lambda-\lambda_{n}} \tag{5.16}
\end{align*}
$$

Since

$$
\overline{\theta\left(x, \lambda_{m}\right)}=\theta\left(x, \bar{\lambda}_{m}\right)=\theta\left(x, \lambda_{m}\right),
$$

then substituting with $g(x):=\theta\left(x, \lambda_{m}\right)$ in (5.15) and using (5.16) imply that

$$
\begin{aligned}
\int_{0}^{\infty} \theta\left(x, \lambda_{n}\right) \overline{\theta\left(x, \lambda_{m}\right)} d_{q} x & =\lim _{k \rightarrow \infty} \frac{i v_{k}}{r_{n}} \int_{0}^{\infty} \psi\left(x, \lambda_{n, k}\right) \theta\left(x, \lambda_{m}\right) d_{q} x \\
& =\lim _{k \rightarrow \infty} \frac{i v_{k}}{r_{n}\left(\lambda_{n, k}-\lambda_{m}\right)}=0
\end{aligned}
$$

for all $m \neq n$. If in (5.15) we take $g(x)=\overline{\theta\left(x, \lambda_{n}\right)}=\theta\left(x, \lambda_{n}\right)$, then

$$
\int_{0}^{\infty}\left|\theta\left(x, \lambda_{n}\right)\right|^{2} d_{q} x=\lim _{k \rightarrow \infty} \frac{i v_{k}}{r_{n}\left(\lambda_{n, k}-\lambda_{n}\right)}=\frac{1}{r_{n}}
$$

Hence, we proved the required result in the case when $r_{n}>0$. Similarly, we prove the result in the case when $r_{n}<0$. We redefine the function $\psi(x, \lambda)$ to be

$$
\begin{equation*}
\psi(x, \lambda)=\phi(x, \lambda)-m(\lambda) \theta(x, \lambda) \tag{5.17}
\end{equation*}
$$

for any nonreal $\lambda$. In this case, the sequence $v_{k} \psi\left(x, \lambda_{n, k}\right)$ converges in $q$ mean to $-i\left|r_{n}\right| \theta\left(x, \lambda_{n}\right)$. Taking into consideration that according to (5.17), formula (5.5) will be

$$
\int_{0}^{\infty} \psi(x, \lambda) \psi\left(x, \lambda^{\prime}\right) d_{q} x=\frac{m(\lambda)-m\left(\lambda^{\prime}\right)}{\lambda-\lambda^{\prime}}
$$

Theorem 5.7. Let $f \in \mathcal{H}$. Then for $\lambda \neq \lambda_{n}$, the function

$$
\begin{equation*}
\Phi(x, \lambda):=\psi(x, \lambda) \int_{0}^{x} \theta(q t, \lambda) f(q t) d_{q} t+\theta(x, \lambda) \int_{x}^{\infty} \psi(q t, \lambda) f(q t) d_{q} t \tag{5.18}
\end{equation*}
$$

is the unique solution of the $q$-initial value problem

$$
\begin{align*}
L_{x} y(x)-\lambda y(x) & =f(x) \\
\Phi(0, \lambda) \cos \alpha+D_{q^{-1}} \Phi(0, \lambda) \sin \alpha & =0 \tag{5.19}
\end{align*}
$$

Moreover, $\Phi(x, \lambda)$ is a meromorphic function of $\lambda$ with simple poles at $\lambda_{n}$ with the residue $c_{n} \psi_{n}(x)$,

$$
\begin{equation*}
c_{n}:=\left\langle f, \psi_{n}\right\rangle=\int_{0}^{\infty} f(x) \psi_{n}(x) d_{q} x \tag{5.20}
\end{equation*}
$$

Proof. If $\lambda \neq \lambda_{n}$, then

$$
\begin{aligned}
-\frac{1}{q} D_{q^{-1}} D_{q} \Phi(x, \lambda)= & -\frac{1}{q} D_{q^{-1}} D_{q} \psi(x, \lambda) \int_{0}^{x} \theta(q t, \lambda) f(q t) d_{q} t \\
& -\frac{1}{q} D_{q^{-1}} D_{q} \theta(x, \lambda) \int_{x}^{\infty} \psi(q t, \lambda) f(q t) d_{q} t \\
& +\left|\begin{array}{cc}
\psi(x, \lambda) & \theta(x, \lambda) \\
D_{q} \psi\left(q^{-1} x, \lambda\right) & D_{q} \theta\left(q^{-1} x, \lambda\right)
\end{array}\right| f(x)
\end{aligned}
$$

Using that $g(x)=g\left(q^{-1} x\right)-x q^{-1}(1-q) D_{q} g\left(q^{-1} x\right)$ for any function defined on a $q$-geometric set and that $\psi(x, \lambda)=\phi(x, \lambda)+m(\lambda) \theta(x, \lambda)$, we obtain

$$
\begin{aligned}
\left|\begin{array}{cc}
\psi(x, \lambda) & \theta(x, \lambda) \\
D_{q} \psi\left(q^{-1} x, \lambda\right) & D_{q} \theta\left(q^{-1} x, \lambda\right)
\end{array}\right| & =\left|\begin{array}{cc}
\psi\left(q^{-1} x, \lambda\right) & \theta\left(q^{-1} x, \lambda\right) \\
D_{q} \psi\left(q^{-1} x, \lambda\right) & D_{q} \theta\left(q^{-1} x, \lambda\right)
\end{array}\right| \\
& =W(\psi, \theta)\left(q^{-1} x\right)=W(\phi, \theta)\left(q^{-1} x\right) \\
& =W(\phi, \theta)(0)=1 .
\end{aligned}
$$

Since $\theta(x, \lambda), \psi(x, \lambda)$ are solutions of (1.14), then

$$
-\frac{1}{q} D_{q^{-1}} D_{q} \Phi(x, \lambda)=(u(x)-\lambda) \Phi(x, \lambda)+f(x) .
$$

Also,

$$
\begin{aligned}
\Phi(0, \lambda) & =\theta(0, \lambda) \int_{0}^{\infty} \psi(q t, \lambda) f(q t) d_{q} t \\
D_{q^{-1}} \Phi(0, \lambda) & =D_{q^{-1}} \theta(0, \lambda) \int_{0}^{\infty} \psi(q t, \lambda) f(q t) d_{q} t
\end{aligned}
$$

then using the initial conditions (2.6)-(2.7), we get

$$
\Phi(0, \lambda) \cos \alpha+D_{q^{-1}} \Phi(0, \lambda) \sin \alpha=0 .
$$

Hence, $\Phi_{X}(x, \lambda)$ is the solution of (5.19). Now we study the analyticity of $\Phi(x, \lambda)$. Let $\Phi_{X}(x, \lambda)$ be the solution of (5.19) corresponding to the functions with $f(y)=0$ for $y>X, X \in\left\{q^{-m}, m \in \mathbb{N}\right\}$. Hence,

$$
\begin{aligned}
\Phi_{X}(x, \lambda)= & \phi(x, \lambda) \int_{0}^{x} \theta(q t, \lambda) f(q t) d_{q} t+\theta(x, \lambda) \int_{x}^{X} \phi(q t, \lambda) f(q t) d_{q} t \\
& +m(\lambda) \theta(x, \lambda) \int_{0}^{X} \theta(q t, \lambda) f(q t) d_{q} t
\end{aligned}
$$

This is analytic everywhere except at $\lambda=\lambda_{n}, n=0,1,2, \ldots$, where it has simple poles with residues

$$
c_{n, X}:=\lim _{n \rightarrow \infty}\left(\lambda-\lambda_{n}\right) \Phi_{X}(x, \lambda)=r_{n} \theta\left(x, \lambda_{n}\right) \int_{0}^{X} \theta\left(q t, \lambda_{n}\right) f(q t) d_{q} t
$$

Let $\mathcal{C}$ denote the rectangle

$$
\xi_{1} \leq \Re(z) \leq \xi_{2}, \quad-\eta \leq \Im(z) \leq \eta
$$

excluding all $\lambda_{n}$. Then by the Cauchy local formula (see [33]), we have

$$
\begin{equation*}
\Phi_{X}(x, \lambda)=\frac{1}{2 \pi i} \int_{\mathcal{C}} \frac{\Phi_{X}(x, z)}{z-\lambda} d z, \quad \lambda \in \operatorname{int} \mathcal{C} . \tag{5.21}
\end{equation*}
$$

If $\lambda$ is not real, then $\Phi_{X}(x, \lambda) \rightarrow \Phi(x, \lambda)$ as $X \rightarrow \infty$, and because $v=\Im(\lambda) \rightarrow$ $0, \lambda$ tends to a value that is not an eigenvalue, we obtain by using the Cauchy-Schwarz inequality and (5.6) that

$$
\begin{aligned}
\Phi_{X}(x, \lambda) & =O\left\{\int_{x}^{\infty} \psi(q t, \lambda) f(q t) d_{q} t\right\}=O\left\{\int_{0}^{\infty}|\psi(q t, \lambda)|^{2} d_{q} t\right\}^{\frac{1}{2}} \\
& =O\left(|v|^{-\frac{1}{2}}\right)
\end{aligned}
$$

Letting $X \rightarrow \infty$ in (5.21) and applying the dominated convergence theorem give

$$
\Phi(x, \lambda)=\frac{1}{2 \pi i} \int_{\mathcal{C}} \frac{\Phi(x, z)}{z-\lambda} d_{q} z
$$

Hence, $\Phi(x, \lambda)$ is analytic in $\mathcal{C}$; that is, the functions so denoted in the upper and lower half-planes are analytic continuations of each other. If $\mathcal{C}$ includes a point $\lambda_{n}$, then $\Phi(x, \lambda)$ has a simple pole at $\lambda_{n}$, and its residue there is the limit of $c_{n, X}$ as $X \rightarrow \infty$; that is,

$$
r_{n} \theta\left(x, \lambda_{n}\right) \int_{0}^{\infty} \theta\left(q t, \lambda_{n}\right) f(q t) d_{q} t=\psi_{n}(x) \int_{0}^{\infty} \psi_{n}(q t) f(q t) d_{q} t=c_{n} \psi_{n}(x)
$$

Let $\widetilde{\mathcal{H}}$ be the subspace of $\mathcal{H}$ of all functions $f$ such that
(1) $\tilde{f}(x):=u(x) f(x)-(1 / q) D_{q^{-1}} D_{q} f(x) \in \mathcal{H}$;
(2) $f(0) \cos \alpha+D_{q^{-1}} f(0) \sin \alpha=0$;
(3) $\lim _{n \rightarrow \infty} W_{q}(\psi(\cdot, \lambda), f(\cdot))\left(q^{-n}\right)=0$, for every nonreal $\lambda$.

The set $\widetilde{\mathcal{H}}$ is a subspace of $\mathcal{H}$. The subspace $\widetilde{\mathcal{H}}$ may be characterized using the $q$-analogs of the theories developed by [23] and [25]. However, this needs separate investigation. We first prove the expansion theorem for functions on the space $\widetilde{\mathcal{H}}$; then we prove it for any function on the space $\mathcal{H}$.

Lemma 5.8. Let $\lambda$ be a nonreal complex number. If $f \in \mathcal{H}$, then

$$
\int_{0}^{\infty}|\Phi(x, \lambda)|^{2} d_{q} x \leq \frac{1}{|v|} \int_{0}^{\infty}|f(x)|^{2} d_{q} x, \quad v:=\Im(\lambda)
$$

Proof. Assume first that $f\left(q^{-k}\right)=0$ for all $k>m, m \in \mathbb{N}$. We denote the corresponding $\Phi(\cdot, \lambda)$ and $f(\cdot)$ by $\Phi_{m}(\cdot, \lambda)$ and $f_{m}(\cdot)$, respectively. Then from (5.18), we have

$$
\begin{aligned}
\Phi_{m}(0, \lambda) & =\sin \alpha \int_{0}^{q^{-m}} \psi(q t, \lambda) f_{m}(q t) d_{q} t \\
D_{q} \Phi_{m}(0, \lambda) & =-\cos \alpha \int_{0}^{q^{-m}} \psi(q t, \lambda) f_{m}(q t) d_{q} t
\end{aligned}
$$

for any nonreal $\lambda$, and

$$
\begin{aligned}
\Phi_{m}\left(q^{-j}, \lambda\right) & =\psi\left(q^{-j}, \lambda\right) \int_{0}^{q^{-m}} \theta(q t, \lambda) f_{m}(q t) d_{q} t, \\
D_{q} \Phi_{m}\left(q^{-j}, \lambda\right) & =D_{q} \psi\left(q^{-j}, \lambda\right) \int_{0}^{q^{-m}} \theta(q t, \lambda) f_{m}(q t) d_{q} t
\end{aligned}
$$

for all $j \geq m$. Consequently,

$$
\begin{aligned}
W_{q}\left(\Phi_{m}(\cdot, \lambda), \Phi_{m}\left(\cdot, \lambda^{\prime}\right)\right)(0)= & 0 \\
W_{q}\left(\Phi_{m}(\cdot, \lambda), \Phi_{m}\left(\cdot, \lambda^{\prime}\right)\right)\left(q^{-j}\right)= & W_{q}\left(\psi(\cdot, \lambda), \psi\left(\cdot, \lambda^{\prime}\right)\right)\left(q^{-j}\right) \\
& \times \int_{0}^{q^{-m}} \theta(q t, \lambda) f_{m}(q t) d_{q} t
\end{aligned}
$$

From Lemma 5.1, we obtain

$$
\lim _{j \rightarrow \infty} W_{q}\left(\Phi_{m}(\cdot, \lambda), \Phi_{m}\left(\cdot, \lambda^{\prime}\right)\right)\left(q^{-j}\right)=0
$$

Substituting with $y(t)=\Phi_{m}(t, \lambda)$ and $z(t)=\Phi_{m}\left(t, \lambda^{\prime}\right)$ in (2.9) gives

$$
\begin{aligned}
& \int_{0}^{q^{-j}}\left(\Phi_{m}(t, \lambda) L_{t} \Phi_{m}\left(t, \lambda^{\prime}\right)-\Phi_{m}\left(t, \lambda^{\prime}\right) L_{t} \Phi_{m}(t, \lambda)\right) d_{q} t \\
& \quad=-W_{q}\left(\Phi_{m}(\cdot, \lambda), \Phi_{m}\left(\cdot, \lambda^{\prime}\right)\right)\left(q^{-j-1}\right)
\end{aligned}
$$

Letting $j \longrightarrow \infty$ in the above equation yields

$$
\int_{0}^{\infty} \Phi_{m}(t, \lambda) L_{t} \Phi_{m}\left(t, \lambda^{\prime}\right) d_{q} t=\int_{0}^{\infty} \Phi_{m}\left(t, \lambda^{\prime}\right) L_{t} \Phi_{m}(t, \lambda) d_{q} t
$$

If $\lambda^{\prime}=\bar{\lambda}$, then
$\int_{0}^{\infty} \Phi_{m}(t, \lambda)\left\{\bar{\lambda} \Phi_{m}(t, \bar{\lambda})-f_{m}(t)\right\} d_{q} t=\int_{0}^{\infty} \Phi_{m}(t, \bar{\lambda})\left\{\lambda \Phi_{m}(t, \lambda)-f_{m}(t)\right\} d_{q} t ;$ that is,

$$
(\lambda-\bar{\lambda}) \int_{0}^{\infty}\left|\Phi_{m}(t, \lambda)\right|^{2} d_{q} t=\int_{0}^{\infty}\left\{\Phi_{m}(t, \bar{\lambda})-\Phi_{m}(t, \lambda)\right\} f_{m}(t) d_{q} t
$$

Hence, if $\lambda=\mu+i v, v>0$, then

$$
\begin{aligned}
2 v \int_{0}^{\infty}\left|\Phi_{m}(t, \lambda)\right|^{2} d_{q} t & \leq 2 \int_{0}^{\infty}\left|\Phi_{m}(t, \lambda) f_{m}(t)\right| d_{q} t \\
& \leq 2\left\{\int_{0}^{\infty}\left|\Phi_{m}(t, \lambda)\right|^{2} d_{q} t \int_{0}^{\infty}\left|f_{m}(t)\right|^{2} d_{q} t\right\}^{\frac{1}{2}}
\end{aligned}
$$

That is,

$$
\int_{0}^{\infty}\left|\Phi_{m}(t, \lambda)\right|^{2} d_{q} t \leq \frac{1}{v^{2}} \int_{0}^{\infty}\left|f_{m}(t)\right|^{2} d_{q} t
$$

which is the required result for the terminated $f$. Now if $f$ is any function in $\mathcal{H}$, then for fixed $n \in \mathbb{N}$, we get

$$
\lim _{m \rightarrow \infty} \int_{0}^{q^{-n}}\left|\Phi_{m}(t, \lambda)\right|^{2} d_{q} t=\int_{0}^{q^{-n}}|\Phi(t, \lambda)|^{2} d_{q} t
$$

But

$$
\begin{aligned}
\int_{0}^{q^{-n}}\left|\Phi_{m}(t, \lambda)\right|^{2} d_{q} t & \leq \int_{0}^{\infty}\left|\Phi_{m}(t, \lambda)\right|^{2} d_{q} t \leq \frac{1}{v^{2}} \int_{0}^{\infty}\left|f_{m}(t)\right|^{2} d_{q} t \\
& =\frac{1}{v^{2}} \int_{0}^{q^{-m}}|f(t)|^{2} d_{q} t \leq \frac{1}{v^{2}} \int_{0}^{\infty}|f(t)|^{2} d_{q} t
\end{aligned}
$$

The result therefore follows by making $m \rightarrow \infty$ and then letting $n \rightarrow \infty$.

Lemma 5.9. If $f \in \widetilde{\mathcal{H}}$ and if $\Phi(x, \lambda)$, defined by (5.18), is also denoted by $\Phi(x, \lambda, f)$, then

$$
\begin{equation*}
\Phi\left(q^{n}, \lambda, f\right)=\frac{1}{\lambda}\left\{f\left(q^{n}\right)+\Phi\left(q^{n}, \lambda, \widetilde{f}\right)\right\}, \quad n \in \mathbb{Z} \tag{5.22}
\end{equation*}
$$

Proof. We have for any $x \in\left\{q^{-n}, n \in \mathbb{Z}\right\}$,

$$
\int_{0}^{x} \theta(q t, \lambda) f(q t) d_{q} t=\frac{1}{\lambda} \int_{0}^{x}\left(u(q t) \theta(q t, \lambda)-\frac{1}{q} D_{q}^{2} \theta(t, \lambda)\right) f(q t) d_{q} t .
$$

Using $q$-integration by parts, we have

$$
\begin{aligned}
\int_{0}^{x} D_{q}^{2} \theta(t, \lambda) f(q t) d_{q} t= & D_{q} \theta(x, \lambda) f(x)-D_{q} \theta(0, \lambda) f(0) \\
& -\int_{0}^{x} D_{q} \theta(t, \lambda) D_{q} f(t) d_{q} t \\
\int_{0}^{x} D_{q} \theta(t, \lambda) D_{q} f(t) d_{q} t= & \theta(x, \lambda) D_{q} f(x)-\theta(0, \lambda) D_{q} f(0) \\
& -\int_{0}^{x} \theta(q t, \lambda) D_{q}^{2} f(t) d_{q} t
\end{aligned}
$$

Hence,

$$
\int_{0}^{x} D_{q}^{2} \theta(t, \lambda) f(q t) d_{q} t=-\left[W_{q}(\theta(\cdot, \lambda), f(\cdot))(t)\right]_{0}^{x}-\int_{0}^{x} \theta(t, \lambda) D_{q}^{2} f(t) d_{q} t
$$

Since $f \in \widetilde{\mathcal{H}}$, then

$$
W_{q}(\theta(\cdot, \lambda), f(\cdot))(0)=W_{q}(\psi(\cdot, \lambda), f(\cdot))(0)=0
$$

Therefore,

$$
\begin{align*}
\int_{0}^{x} \theta(q t, \lambda) f(q t) d_{q} t= & \frac{1}{\lambda} W_{q}(\theta(\cdot, \lambda), f)(x) \\
& +\frac{1}{\lambda} \int_{0}^{x}\left(u(q t) f(q t)-\frac{1}{q} D_{q}^{2} f(t)\right) \theta(q t, \lambda) d_{q} t  \tag{5.23}\\
= & \frac{1}{\lambda} W_{q}(\theta(\cdot, \lambda), f)(x)+\frac{1}{\lambda} \int_{0}^{x} \widetilde{f}(q t) \theta(q t, \lambda) d_{q} t
\end{align*}
$$

Similarly,

$$
\begin{aligned}
\int_{x}^{\infty} \psi(q t, \lambda) f(q t) d_{q} t= & \frac{1}{\lambda}\left[\lim _{j \rightarrow \infty} W_{q}(\psi(\cdot, \lambda), f)\left(q^{j}\right)-W_{q}(\psi(\cdot, \lambda), f)(x)\right] \\
& +\frac{1}{\lambda} \int_{x}^{\infty} \widetilde{f}(q t) \psi(q t, \lambda) d_{q} t
\end{aligned}
$$

But $\lim _{j \rightarrow \infty} W_{q}(\psi(\cdot, \lambda), f)\left(b q^{j}\right)=0$. Hence,

$$
\begin{align*}
\int_{x}^{\infty} \psi(q t, \lambda) f(q t) d_{q} t= & -\frac{1}{\lambda} W_{q}(\psi(\cdot, \lambda), f)(x) \\
& +\frac{1}{\lambda} \int_{x}^{\infty} \widetilde{f}(q t) \psi(q t, \lambda) d_{q} t \tag{5.24}
\end{align*}
$$

Substituting from (5.23) and (5.24) in (5.18) gives

$$
\begin{align*}
\Phi(x, \lambda, f)= & \frac{1}{\lambda}\left(\psi(x, \lambda) W_{q}(\theta(\cdot, \lambda), f)(x)-\theta(x, \lambda) W_{q}(\psi(\cdot, \lambda), f)(x)\right)  \tag{5.25}\\
& +\frac{1}{\lambda} \Phi(x, \lambda, \widetilde{f})
\end{align*}
$$

Noting that

$$
\begin{aligned}
& \psi(x, \lambda) W_{q}(\theta(\cdot, \lambda), f)(x)-\theta(x, \lambda) W_{q}(\psi(\cdot, \lambda), f)(x) \\
& \quad=f(x) W_{q}(\theta(\cdot, \lambda), \phi(\cdot, \lambda))(x)=f(x) W_{q}(\theta(\cdot, \lambda), \phi(\cdot, \lambda))(0)=f(x)
\end{aligned}
$$

then (5.25) is the required identity and the lemma follows.
Remark 5.10. Mainly if $\lambda$ is not an eigenvalue of (1.14) and $\Phi(x, \lambda)$ is a solution of the boundary value problem (5.19), where $f \in \mathcal{H}$, then

$$
\Phi(x, \lambda, f)=\int_{0}^{\infty} G(x, q y, \lambda) f(q y) d_{q} y, \quad x \in\left\{0, q^{-n}, n \in \mathbb{N}\right\}
$$

where $G(x, y, \lambda)$ is Green's function of (5.19). So in our notation

$$
G(x, y, \lambda)= \begin{cases}\psi(x, \lambda) \theta(y, \lambda), & 0 \leq y \leq x<\infty \\ \theta(x, \lambda) \psi(y, \lambda), & 0 \leq x \leq y<\infty\end{cases}
$$

Also, we can restate

$$
\Phi(x, \lambda, \widetilde{f})=\int_{0}^{\infty} G(x, q y, \lambda) \widetilde{f}(q y) d_{q} y, \quad x \in\left\{0, q^{-n}, n \in \mathbb{N}\right\}
$$

Then (5.22) is

$$
\begin{equation*}
f(x)=\int_{0}^{\infty} G(x, q y, \lambda)(\widetilde{f}(q y)-\lambda f(q y)) d_{q} y, \quad x \in\left\{q^{m}, m \in \mathbb{Z}\right\} \tag{5.26}
\end{equation*}
$$

Bessel's inequality implies that if $f \in \mathcal{H}$, then

$$
\sum_{n=0}^{\infty} c_{n}^{2} \leq \int_{0}^{\infty}|f(y)|^{2} d_{q} y, \quad c_{n}=\left\langle f, \psi_{n}\right\rangle
$$

LEmma 5.11. Let $F(\lambda)$ be an analytic function of $\lambda=\mu+i v$, regular for $-r \leq \mu \leq r,-r \leq v \leq r$, and let

$$
|F(\lambda)| \leq \frac{M}{|v|}
$$

in this square. Then

$$
|F(\lambda)| \leq \frac{3 M}{r} \quad(\mu=0,-r \leq v \leq r)
$$

Proof. See [47, p. 35].
In the following we prove the expansion theorems for all functions in $\widetilde{\mathcal{H}}$. Since any complex-valued function $f$ has the representation $f=f_{1}+i f_{2}$, where $f_{1}$ and $f_{2}$ are real-valued functions, we prove the expansion theorems under the assumption that $\widetilde{\mathcal{H}}$ is real, and the results when $\widetilde{\mathcal{H}}$ is complex follow directly.

Theorem 5.12. If $f \in \widetilde{\mathcal{H}}$, then

$$
\int_{0}^{\infty}|f(x)|^{2} d_{q} x=\sum_{n=0}^{\infty}\left|c_{n}\right|^{2}
$$

Proof. Let $f \in \widetilde{\mathcal{H}}$, and assume that $f(x)=0$ for sufficiently large values of $x$. Let

$$
\Psi(\lambda)=\int_{0}^{\infty} f(x) \Phi(x, \lambda) d_{q} x
$$

Then $\Psi(\lambda)$ is regular except for simple poles at the points $\lambda_{n}$, where it has residues

$$
c_{n} \int_{0}^{\infty} f(x) \psi_{n}(x, \lambda) d_{q} x=c_{n}^{2}
$$

By (5.22), we have

$$
\begin{equation*}
\Psi(\lambda)=\frac{1}{\lambda} \int_{0}^{\infty}|f(x)|^{2} d_{q} x+\frac{1}{\lambda} \int_{0}^{\infty} \Phi(x, \lambda, \tilde{f}) f(x) d_{q} x \tag{5.27}
\end{equation*}
$$

Applying Lemma 5.8 to $\tilde{f}$ yields

$$
\begin{aligned}
\left|\frac{1}{\lambda} \int_{0}^{\infty} \Phi(x, \lambda, \widetilde{f}) f(x) d_{q} x\right| & \leq \frac{1}{|\lambda|}\left(\int_{0}^{\infty}|\Phi(x, \lambda, \widetilde{f})|^{2} d_{q} x \int_{0}^{\infty}|f(x)|^{2} d_{q} x\right)^{\frac{1}{2}} \\
& \leq \frac{1}{|\lambda v|}\|f\|^{2}
\end{aligned}
$$

Let $\mathcal{C}(R)$ denote the contour formed by the segments of lines $(R-i, R+i)$ and $(-R-i,-R+i)$, joined by the semicircles of radius $R$ and centers $\pm i$. Then

$$
\int_{\mathcal{C}(R)} \Psi(\lambda) d \lambda=2 \pi i \sum_{-R \leq \lambda_{n} \leq R} c_{n}^{2}
$$

if none of the $\lambda_{n}$ equals $\pm R$. On the upper semicircle in the first quadrant, we have

$$
\begin{equation*}
\lambda=i+R \exp (i \varphi) \quad\left(0 \leq \varphi \leq \frac{1}{2} \pi\right) \tag{5.28}
\end{equation*}
$$

We choose $R$ sufficiently large such that

$$
R \frac{\pi}{2}>1, \quad 1+R-R \frac{\pi}{2}>0
$$

Hence,

$$
1+R \sin \varphi>R \varphi, \quad \varphi \in\left[\frac{1}{R}, \frac{\pi}{2}\right]
$$

Hence, the last term in (5.27), integrated around the quadrant defined in (5.28), satisfies

$$
\begin{aligned}
O\left(\int_{0}^{\frac{1}{2} \pi} \frac{R \varphi}{R(1+R \sin \varphi)}\right) & =O\left(\int_{0}^{\frac{1}{R}} d \varphi\right)+O\left(\int_{\frac{1}{R}}^{\frac{1}{2} \pi} \frac{d \varphi}{R \varphi}\right) \\
& =O\left(\frac{1}{R}\right)+O\left(\frac{\log R}{R}\right)=o(1)
\end{aligned}
$$

as $R \rightarrow \infty$. A similar argument applies for the other quadrants. Hence, the integral of $\Psi(\lambda)$ along each semicircle tends to

$$
\pi i \int_{0}^{\infty}|f(x)|^{2} d_{q} x
$$

as $R \rightarrow \infty$. To prove the theorem, it suffices to show that

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \int_{R-i}^{R+i} \Psi(\lambda) d \lambda=0, \quad \lim _{R \rightarrow \infty} \int_{-R-i}^{-R+i} \Psi(\lambda) d \lambda=0 \tag{5.29}
\end{equation*}
$$

Let

$$
\chi(\lambda)=\Psi(\lambda)-\sum_{R-1 \leq \lambda_{n} \leq R+1} \frac{c_{n}^{2}}{\lambda-\lambda_{n}}
$$

Then $\chi(\lambda)$ is regular for $R-1 \leq \lambda \leq R+1$, and

$$
|\chi(\lambda)|<\frac{K}{|\lambda v|}+\frac{1}{|v|} \sum_{R-1 \leq \lambda_{n} \leq R+1} c_{n}^{2} \leq \frac{\epsilon(R)}{|v|}
$$

where $\epsilon(R) \rightarrow 0$ as $R \rightarrow \infty$. Therefore, by Lemma 5.11,

$$
|\chi(\lambda)| \leq 3 \epsilon(R)
$$

on the segment $(R-i, R+i)$. Hence,

$$
\lim _{R \rightarrow \infty} \int_{R-i}^{R+i} \chi(\lambda) d \lambda=0
$$

Also, since the path of integration can be replaced by a semicircle on the side opposite to $\lambda_{n}$, and on this semicircle the integrand is bounded, then

$$
\int_{R-i}^{R+i} \frac{d \lambda}{\lambda-\lambda_{n}}=O(1), \quad \text { as } R \rightarrow \infty
$$

Therefore,

$$
\int_{R-i}^{R+i} \sum_{R-1 \leq \lambda_{n} \leq R+1} \frac{c_{n}^{2}}{\lambda-\lambda_{n}} d \lambda=O\left(\sum_{R-1 \leq \lambda_{n} \leq R+1} c_{n}^{2}\right)=o(1)
$$

as $R \rightarrow \infty$. Thus, (5.29) is proved for the first integral. The second is similar, and the theorem follows.

Theorem 5.13. If $f \in \widetilde{\mathcal{H}}$, then

$$
\begin{equation*}
f(x)=\sum_{n=0}^{\infty} c_{n} \psi_{n}(x), \quad x \in\left\{q^{m}, m \in \mathbb{Z}\right\} \tag{5.30}
\end{equation*}
$$

is absolutely and uniformly convergent in any finite subset of $\left\{q^{m}, m \in \mathbb{Z}\right\}$.

Proof. Let $m \in \mathbb{N}$. From Green's identity (2.9), we obtain

$$
\begin{aligned}
\left(\lambda_{n}-\right. & \lambda) \int_{0}^{q^{-m}} \psi(x, \lambda) \theta\left(x, \lambda_{n}\right) d_{q} x \\
& =W_{q}\left(\psi(\cdot, \lambda), \theta\left(\cdot, \lambda_{n}\right)\right)(0)-W_{q}\left(\psi(\cdot, \lambda), \theta\left(\cdot, \lambda_{n}\right)\right)\left(q^{-m-1}\right)
\end{aligned}
$$

From (5.16), we have

$$
\left(\lambda_{n}-\lambda\right) \int_{0}^{\infty} \psi(x, \lambda) \theta\left(x, \lambda_{n}\right) d_{q} x=1
$$

Also,

$$
W_{q}\left(\psi(\cdot, \lambda), \theta\left(\cdot, \lambda_{n}\right)\right)(0)=W_{q}\left(\phi(\cdot, \lambda), \theta\left(\cdot, \lambda_{n}\right)\right)(0)=1
$$

Then

$$
\lim _{m \rightarrow \infty} W_{q}\left(\psi(\cdot, \lambda), \theta\left(\cdot, \lambda_{n}\right)\right)\left(q^{-m-1}\right)=0
$$

Substituting with $f=\psi_{n}$ in (5.26) and noting that $\widetilde{\psi}_{n}(y)=\lambda_{n} \psi_{n}(y)$, we obtain

$$
\int_{0}^{\infty} G(x, y, \lambda) \psi_{n}(y) d_{q} y=\frac{\psi_{n}(x)}{\lambda_{n}-\lambda}
$$

Also, for fixed $x=q^{-m_{0}}, m_{0} \in \mathbb{N}$ and fixed nonreal $\lambda$, we have

$$
\begin{aligned}
\int_{0}^{\infty}|G(x, t, \lambda)|^{2} d_{q} t= & |\psi(x, \lambda)|^{2} \int_{0}^{x}\left|\theta\left(t, \lambda_{n}\right)\right|^{2} d_{q} t \\
& +\left|\theta\left(x, \lambda_{n}\right)\right|^{2} \int_{x}^{\infty}|\psi(y, \lambda)|^{2} d_{q} y \leq K
\end{aligned}
$$

Hence, from Bessel's inequality,

$$
\begin{equation*}
\sum_{n=0}^{\infty}\left|\frac{\psi_{n}(x)}{\lambda_{n}-\lambda}\right|^{2} \leq K \tag{5.31}
\end{equation*}
$$

Let $f \in \widetilde{\mathcal{H}}$ be a real-valued function, and let $\lambda \in \mathbb{C}$. Define a function $g$ on $[0, \infty[$ by

$$
g(t, \lambda)=\widetilde{f}(t)-\lambda f(t)
$$

For $k \in \mathbb{N}$, set $\lambda_{n, k}=\lambda_{n}+i v_{k}$, where $v_{k} \rightarrow 0$ as $k \rightarrow \infty$. Since

$$
L_{x} \psi\left(x, \lambda_{n, k}\right)=\lambda_{n, k} \psi\left(x, \lambda_{n, k}\right)
$$

then

$$
\begin{align*}
\int_{0}^{\infty} \psi\left(t, \lambda_{n, k}\right) g\left(t, \lambda_{n, k}\right) d_{q} t & =\int_{0}^{\infty}\left(\psi(t, \lambda) \widetilde{f}(t)-f(t) L_{t} \psi(t, \lambda)\right) d_{q} t \\
& =\lim _{m \rightarrow \infty} W_{q}(f(\cdot), \psi(\cdot, \lambda))\left(q^{-m}\right)-W_{q}(f, \psi)(0)  \tag{5.32}\\
& =D_{q} f(0) \cos \alpha-f(0) \sin \alpha=0
\end{align*}
$$

for all $k \in \mathbb{N}$. Similar to Lemma 5.6,

$$
\left\|i v_{k} \psi\left(\cdot, \lambda_{n, k}\right)-r_{n} \theta_{n}(\cdot)\right\|, \quad\left\|g\left(\cdot, \lambda_{n, k}\right)-g\left(\cdot, \lambda_{n}\right)\right\|
$$

converge to zero as $k \rightarrow \infty$. Hence, from the continuity of the inner product, we obtain

$$
\lim _{k \rightarrow \infty}\left\langle i v_{k} \psi\left(\cdot, \lambda_{n, k}\right), g\left(\cdot, \lambda_{n, k}\right)\right\rangle=r_{n}\left\langle\theta_{n}(\cdot), g\left(\cdot, \lambda_{n}\right)\right\rangle
$$

So from (5.32), we obtain $\left\langle\psi_{n}(\cdot), g\left(\cdot, \lambda_{n}\right)\right\rangle=0$. Consequently,

$$
\int_{0}^{\infty} \widetilde{f}(t) \psi_{n}(t) d_{q} t=\lambda_{n} \int_{0}^{\infty} f(t) \psi_{n}(t) d_{q} t=\lambda_{n} c_{n}
$$

Hence, if $d_{n}$ is the Fourier coefficient of $g(x)$, then

$$
\begin{aligned}
d_{n} & =\int_{0}^{\infty} g(x) \psi_{n}(x) d_{q} x=\int_{0}^{\infty} \tilde{f}(x) \psi_{n}(x) d_{q}-\lambda \int_{0}^{\infty} f(x) \psi_{n}(x) d_{q} x \\
& =\left(\lambda_{n}-\lambda\right) c_{n}
\end{aligned}
$$

and

$$
\begin{equation*}
\sum\left|\lambda_{n}-\lambda\right|^{2} c_{n}^{2} \tag{5.33}
\end{equation*}
$$

is convergent. From (5.26), it follows that

$$
\begin{aligned}
f(x) & =\int_{0}^{\infty} G(x, y, \lambda) g(y, \lambda) d_{q} y=\langle G(x, \cdot, \lambda), g(\cdot, \lambda)\rangle \\
& =\frac{1}{4}\left(\|G(x, \cdot, \lambda)+g(\cdot, \lambda)\|^{2}+\|G(x, \cdot, \lambda)-g(\cdot, \lambda)\|^{2}\right) \\
& =\frac{1}{4}\left(\sum_{n=0}^{\infty}\left|c_{n}+d_{n}\right|^{2}+\sum_{n=0}^{\infty}\left|c_{n}-d_{n}\right|^{2}\right)=\sum_{n=0}^{\infty} c_{n} d_{n} \\
& =\sum_{n=0}^{\infty} \frac{\psi_{n}(x)}{\lambda_{n}-\lambda}\left(\lambda_{n}-\lambda\right) c_{n}=\sum_{n=0}^{\infty} c_{n} \psi_{n}(x)
\end{aligned}
$$

for all $x \in\left\{q^{m}, m \in \mathbb{Z}\right\}$. The absolute and uniform convergence of the series on any finite subset of $\left\{q^{m}, m \in \mathbb{Z}\right\}$ follows from (5.31) and the convergence of (5.33).

Theorems 5.12 and 5.13 are proved for the proper subspace $\widetilde{\mathcal{H}}$ of $\mathcal{H}$. They can be extended to all functions in $\mathcal{H}$.

Lemma 5.14. The space $\widetilde{\mathcal{H}}$ is a dense subspace of $\mathcal{H}$.
Proof. Let $f \in \mathcal{H}$, and let $\epsilon$ be a positive number. Let $n \in \mathbb{Z}$, and let $\varphi_{n}$ be defined on $[0, \infty)$ by

$$
\varphi_{n}(x)= \begin{cases}\frac{q^{-n / 2}}{\sqrt{1-q}}, & x=q^{n} \\ 0, & \text { otherwise }\end{cases}
$$

Obviously, $\varphi_{n}(0)=D_{q} \varphi_{n}(0)=1$, and

$$
-\frac{1}{q} D_{q^{-1}} D_{q} \varphi_{n}(x)+u(x) \varphi_{n}(x)= \begin{cases}\frac{q^{-n / 2}}{\sqrt{1-q}} u\left(q^{n}\right), & x=q^{n} \\ 0, & \text { otherwise }\end{cases}
$$

is an $\mathcal{H}$ - function. Moreover, since $W_{q}\left(\psi, \varphi_{n}\right)\left(q^{-m}\right)=0$ for all $m \neq n$, then

$$
\lim _{m \rightarrow \infty} W_{q}\left(\psi, \varphi_{n}\right)\left(q^{-m}\right)=0, \quad \text { for all } n \in \mathbb{Z}
$$

Hence, $\varphi_{n} \in \widetilde{\mathcal{H}}$. Proving that $\varphi_{n}$ is an orthonormal basis completes the proof. Indeed, for all $n \in \mathbb{Z}$, clearly

$$
\int_{0}^{\infty} \varphi_{n}(t) \varphi_{m}(t)=\delta_{n m}
$$

where $\delta_{n m}$ is the Kronecker delta. To prove the completeness of $\left\{\varphi_{n}: n \in \mathbb{Z}\right\}$ in $\mathcal{H}$, it suffices to prove that the only element in $\mathcal{H}$ which is orthogonal on $\left\{\varphi_{n}: n \in \mathbb{Z}\right\}$ is the zero element. So assume that there exists $f \in \mathcal{H}$ such that

$$
\int_{0}^{\infty} f(t) \varphi_{n}(t) d_{q}(t)=0, \quad \text { for all } n \in \mathbb{Z}
$$

Hence, $q^{n / 2}(1-q)^{1 / 2} f\left(q^{n}\right)=0$ for all $n \in \mathbb{Z}$. Hence, $f\left(q^{n}\right)=0$ for all $n \in \mathbb{Z}$, and the lemma follows.

Consequently, by the use of the triangle inequality, we obtain the following eigenfunctions expansion theorem.

Theorem 5.15. If $f \in \mathcal{H}$, then

$$
\begin{equation*}
f(x)=\sum_{n=0}^{\infty} c_{n} \psi_{n}(x) \tag{5.34}
\end{equation*}
$$

with convergence in the $\mathcal{H}$-norm. Moreover, Praseval's equality

$$
\|f\|^{2}=\sum_{n=0}^{\infty}\left|c_{n}\right|^{2}
$$

holds.

## §6. $q$-Bessel problems

In the following example, the function $u$ has a singularity at $x=0$, so the classification of the singular point is the same as the case of the classification of the singularity at $\infty$. But here $m(\lambda)$ would be the limit of $l_{a}(\lambda)$ as $a \rightarrow 0$. The Hilbert space of consideration here is the space $L_{q}^{2}(0, b)$, where $b$ is a fixed positive number.

Consider the second-order $q$-difference equation

$$
\begin{equation*}
D_{q}^{2} y(x)+\frac{1}{(1-q)^{2}}\left(q^{1-\nu} s^{2}-q^{-1} \frac{\left(1-q^{\nu+\frac{1}{2}}\right)\left(1-q^{\nu-\frac{1}{2}}\right)}{x^{2}}\right) y(q x)=0 \tag{6.1}
\end{equation*}
$$

A fundamental set of solutions of this equation is

$$
y_{1}(x)=x^{\frac{1}{2}} J_{\nu}^{(3)}\left(s x ; q^{2}\right), \quad y_{2}(x)=x^{\frac{1}{2}} Y_{\nu}\left(s x ; q^{2}\right)
$$

where $s:=\sqrt{\lambda}$ is defined with respect to the principal branch and where $Y_{\nu}(x ; q)$ is the function defined for $\nu \notin \mathbb{Z}$ by

$$
\begin{equation*}
Y_{\nu}(x ; q)=\frac{\Gamma_{q}(\nu) \Gamma_{q}(1-\nu)}{\pi}\left\{q^{\nu / 2} \cos \pi \nu J_{\nu}^{(3)}(x ; q)-J_{-\nu}^{(3)}\left(x q^{-\nu / 2} ; q\right)\right\} \tag{6.2}
\end{equation*}
$$

and for $n \in \mathbb{Z}$,

$$
Y_{n}(x ; q)=\lim _{\nu \rightarrow n} Y_{\nu}(x ; q)
$$

The function $J_{\nu}^{(3)}(\cdot ; q)$ is the third Jackson $q$-Bessel function defined by

$$
J_{\nu}^{(3)}(x ; q):=x^{\nu} \frac{\left(q^{\nu+1} ; q\right)_{\infty}}{(q ; q)_{\infty}} \sum_{n=0}^{\infty}(-1)^{n} \frac{q^{\frac{n(n+1)}{2}}}{(q ; q)_{n}\left(q^{\nu+1} ; q\right)_{n}} x^{2 n}, \quad \nu>-1
$$

(see [26], [29]). This function is called in some literature the Hahn-Exton $q$-Bessel function (see [44]). Also, we have (see [31], [45])

$$
W_{q}\left(J_{\nu}\left(\cdot ; q^{2}\right), Y_{\nu}\left(\cdot ; q^{2}\right)\right)(x) \equiv \frac{q^{\nu(\nu-1)}(1+q)}{\pi x}, \quad x \in \mathbb{R} \backslash\{0\}
$$

Since the other types of $q$-Bessel functions, that is, $J_{\nu}^{(1)}\left(\cdot ; q^{2}\right), J_{\nu}^{(2)}\left(\cdot ; q^{2}\right)$ (see [26]), will not be used here, from now on we will use the notation $J_{\nu}(\cdot)$ for $J_{\nu}^{(3)}\left(\cdot ; q^{2}\right)$ and $Y_{\nu}(\cdot)$ for $Y_{\nu}\left(\cdot ; q^{2}\right)$. Let $\theta(x, \lambda), \phi(x, \lambda)$ be the solutions which satisfy

$$
\begin{array}{ll}
\phi(b, \lambda)=1, & D_{q} \phi(b, \lambda)=0 \\
\theta(b, \lambda)=0, & D_{q} \theta(b, \lambda)=-1
\end{array}
$$

Hence,

$$
\begin{align*}
& \phi(x, \lambda)=c_{1} x^{\frac{1}{2}} s\left\{J_{\nu}(s x) D_{q} Y_{\nu}(s b)-Y_{\nu}(s x) D_{q} J_{\nu}(s b)\right\}+\frac{\theta(x, \lambda)}{(1+\sqrt{q}) b}  \tag{6.3}\\
& \theta(x, \lambda)=c_{1} q^{-\frac{1}{2}} x^{\frac{1}{2}}\left\{J_{\nu}(s x) Y_{\nu}(s b)-Y_{\nu}(s x) J_{\nu}(s b)\right\}
\end{align*}
$$

where $c_{1}:=\pi q^{-\nu(\nu-1)} \sqrt{b} /(1+q)$. If $\nu \geq 1$, the only solution of $L_{q}^{2}(0, b)$ is $x^{1 / 2} J_{\nu}(x s)$. So if we seek a solution in $L_{q}^{2}(0, b)$ of the form $\psi(x, \lambda)=\phi(x, \lambda)+$ $m(\lambda) \theta(x, \lambda)$, we should have

$$
m(\lambda)=-s q^{\frac{1}{2}} \frac{D_{q} J_{\nu}(s b)}{J_{\nu}(s b)}-\frac{1}{(1+\sqrt{q}) b}
$$

The eigenvalues $\lambda_{n}$ are the zeros of $J_{\nu}(s b)$. According to [31], these zeros are real, denumerable, and simple (see also [4], [16], [26]). Now

$$
\lim _{\lambda \rightarrow \lambda_{n}}\left(\lambda-\lambda_{n}\right)^{-1} J_{\nu}(b \sqrt{\lambda})=\frac{b}{2 \sqrt{\lambda_{n}}} J_{\nu}^{\prime}\left(b \sqrt{\lambda_{n}}\right)
$$

Hence, $m(\lambda)$ has a simple pole at $\lambda_{n}$ with residue $r_{n}$,

$$
r_{n}=\lim _{n \rightarrow \infty}\left(\lambda-\lambda_{n}\right) m(\lambda)=-2 \frac{q^{\frac{1}{2}} \lambda_{n}}{b} \frac{D_{q} J_{\nu}\left(b s_{n}\right)}{J_{\nu}^{\prime}\left(b s_{n}\right)}
$$

If $\lambda=\lambda_{n}=s_{n}^{2}$, then from (6.3)

$$
\theta\left(x, \lambda_{n}\right)=q^{-\frac{1}{2}} c_{1} x^{\frac{1}{2}} Y_{\nu}\left(s_{n} b\right) J_{\nu}\left(s_{n} x\right)
$$

and the normalized eigenfunction is

$$
\psi_{n}:=\left|r_{n}\right|^{\frac{1}{2}} \theta\left(\cdot, \lambda_{n}\right)
$$

Consequently, the Fourier-Bessel expansion is given by

$$
\begin{aligned}
f(x) & =\sum_{n=1}^{\infty}\left\langle f, \psi_{n}\right\rangle \psi_{n}(x) \\
& =\frac{2 c_{1}^{2}}{\sqrt{q} b} x^{\frac{1}{2}} \sum_{n=1}^{\infty}\left|\lambda_{n} \frac{D_{q} J_{\nu}\left(b s_{n}\right) Y_{\nu}^{2}\left(b s_{n}\right)}{J_{\nu}^{\prime}\left(b s_{n}\right)}\right| J_{\nu}\left(s_{n} x\right) \int_{0}^{b} t^{\frac{1}{2}} \overline{J_{\nu}\left(s_{n} t\right)} f(t) d_{q} t
\end{aligned}
$$

If $\nu= \pm 1 / 2$ there is no singularity. If $0 \leq \nu<1, \nu \neq 1 / 2$, all solutions of (6.1) belong to $L_{q}^{2}(0, b)$, and we are in the limit-circle case, as we will see below. Indeed, from (6.2), the functions $\theta(x, \lambda), \phi(x, \lambda)$ can be written as

$$
\begin{aligned}
\theta(x, \lambda)= & -c_{1} c_{2} q^{-\frac{1}{2}} x^{\frac{1}{2}}\left\{J_{\nu}(s x) J_{-\nu}\left(b s q^{-\nu / 2}\right)-J_{-\nu}\left(s x q^{-\nu / 2}\right) J_{\nu}(b s)\right\} \\
\phi(x, \lambda)= & -c_{1} c_{2} x^{\frac{1}{2}} s\left\{J_{\nu}(s x) D_{q} J_{-\nu}\left(b s q^{-\nu / 2}\right)-J_{-\nu}\left(s x q^{-\nu / 2}\right) D_{q} J_{\nu}(b s)\right\} \\
& +\frac{\theta(x, \lambda)}{(1+\sqrt{q}) b}
\end{aligned}
$$

where $c_{2}=\left(\Gamma_{q^{2}}(\nu) \Gamma_{q^{2}}(1-\nu)\right) / \pi$. The limit-circle is the limit of the circles

$$
l_{a}(\lambda)=-\frac{\phi(a, \lambda) \cot \beta+D_{q} \phi(a, \lambda)}{\theta(a, \lambda) \cot \beta+D_{q} \theta(a, \lambda)}
$$

as $a \rightarrow 0$. Now for each fixed $s$, we obtain as $x \rightarrow 0$ that

$$
\begin{aligned}
J_{\nu}(s x) & =\frac{\left(q^{2 \nu+2} ; q^{2}\right)_{\infty}}{\left(q^{2} ; q^{2}\right)_{\infty}}(x s)^{\nu}+O\left(x^{\nu+2}\right) \\
D_{q} J_{\nu}(s x) & =\frac{\left(q^{2 \nu+2} ; q^{2}\right)_{\infty}}{\left(q^{2} ; q^{2}\right)_{\infty}} s \frac{1-q^{\nu}}{1-q}(x s)^{\nu-1}+O\left(x^{\nu+1}\right)
\end{aligned}
$$

Hence, for sufficiently small $a$ we obtain

$$
\begin{align*}
\theta(a, \lambda) & \cot \beta+D_{q} \theta(a, \lambda) \\
= & -c_{1} c_{2} \frac{\left(q^{2 \nu+2} ; q^{2}\right)_{\infty}}{\left(q^{2} ; q^{2}\right)_{\infty}} q^{-\frac{1}{2}} s^{\nu} J_{-\nu}\left(b s q^{-\nu / 2}\right) \\
& \times\left(a^{\nu+\frac{1}{2}} \cot \beta+\left(\frac{1}{1+\sqrt{q}}+\frac{1-q^{\nu}}{1-q} q^{\frac{1}{2}}\right) a^{\nu-\frac{1}{2}}\right) \tag{6.4}
\end{align*}
$$

$$
\begin{aligned}
& +c_{1} c_{2} \frac{\left(q^{-2 \nu+2} ; q^{2}\right)_{\infty}}{\left(q^{2} ; q^{2}\right)_{\infty}} q^{-\frac{1}{2}} s^{-\nu} q^{\nu^{2} / 2} J_{\nu}(b s) \\
& \times\left(a^{-\nu+\frac{1}{2}} \cot \beta+\left(\frac{1}{1+\sqrt{q}}+\frac{1-q^{-\nu}}{1-q} q^{\frac{1}{2}}\right) a^{-\nu-\frac{1}{2}}\right) \\
& +O\left(a^{-\nu+\frac{1}{2}}\right)
\end{aligned}
$$

and

$$
\begin{align*}
\phi(a, \lambda) & \cot \beta+D_{q} \phi(a, \lambda)-\frac{1}{b \sqrt{1+q}}\left(\theta(a, \lambda) \cot \beta-D_{q} \theta(a, \lambda)\right) \\
= & -c_{1} c_{2} \frac{\left(q^{2 \nu+2} ; q^{2}\right)_{\infty}}{\left(q^{2} ; q^{2}\right)_{\infty}} q^{-\frac{1}{2}} s^{\nu+1} D_{q} J_{-\nu}\left(b s q^{-\nu / 2}\right) \\
& \times\left(a^{\nu+\frac{1}{2}} \cot \beta+\left(\frac{1}{1+\sqrt{q}}+\frac{1-q^{\nu}}{1-q} q^{\frac{1}{2}}\right) a^{\nu-\frac{1}{2}}\right) \\
& +c_{1} c_{2} \frac{\left(q^{-2 \nu+2} ; q^{2}\right)_{\infty}}{\left(q^{2} ; q^{2}\right)_{\infty}} q^{-\frac{1}{2}} s^{-\nu+1} q^{\nu^{2} / 2} D_{q} J_{\nu}(b s)  \tag{6.5}\\
& \times\left(a^{-\nu+\frac{1}{2}} \cot \beta+\left(\frac{1}{1+\sqrt{q}}+\frac{1-q^{-\nu}}{1-q}\right) a^{-\nu-\frac{1}{2}} q^{\frac{1}{2}}\right) \\
& +O\left(a^{-\nu+3 / 2}\right)
\end{align*}
$$

Now let

$$
\begin{aligned}
& \frac{\left(a^{\nu+\frac{1}{2}} \cot \beta+\left(\frac{1}{1+\sqrt{q}}+\frac{1-q^{\nu}}{1-q} q^{\frac{1}{2}}\right) a^{\nu-\frac{1}{2}}\right)}{\left(q^{-2 \nu+2} ; q^{2}\right)_{\infty}} \\
& \quad=c \frac{\left(a^{-\nu+\frac{1}{2}} \cot \beta+\left(\frac{1}{1+\sqrt{q}}+\frac{1-q^{-\nu}}{1-q} q^{\frac{1}{2}}\right) a^{-\nu-\frac{1}{2}}\right)}{\left(q^{2 \nu+2} ; q^{2}\right)_{\infty}}
\end{aligned}
$$

where $c$ is a constant. Then

$$
\begin{aligned}
\cot \beta & =\frac{c\left(q^{-2 \nu+2} ; q^{2}\right)_{\infty}\left(\frac{1}{1+\sqrt{q}}+\frac{1-q^{-\nu}}{1-q} q^{\frac{1}{2}}\right) a^{-\nu-\frac{1}{2}}-\left(q^{2 \nu+2} ; q^{2}\right)_{\infty}\left(\frac{1}{1+\sqrt{q}}+\frac{1-q^{\nu}}{1-q}\right) a^{\nu-\frac{1}{2}}}{\left(q^{2 \nu+2} ; q^{2}\right)_{\infty} a^{\nu+\frac{1}{2}}-c\left(q^{-2 \nu+2} ; q^{2}\right)_{\infty} a^{-\nu+\frac{1}{2}}} \\
& =O\left(\frac{1}{a}\right)
\end{aligned}
$$

as $a \rightarrow 0$ and

$$
a^{\nu+\frac{1}{2}} \cot \beta+\left(\frac{1}{1+\sqrt{q}}+\frac{1-q^{\nu}}{1-q} q^{\frac{1}{2}}\right) a^{\nu-\frac{1}{2}}=O\left(a^{\nu-\frac{1}{2}}\right)
$$

Hence, the O-terms in equations (6.4) and (6.5) are negligible if $3 / 2-\nu>$ $\nu-1 / 2$, that is, $\nu<1$. Consequently, as $a \rightarrow 0$,

$$
\begin{aligned}
m(\lambda)= & \lim _{a \rightarrow 0} l_{a}(\lambda) \\
= & -s \frac{q^{\nu^{2} / 2} s^{-\nu} D_{q} J_{\nu}(b s)-c s^{\nu} D_{q} J_{-\nu}\left(b s q^{-\nu / 2}\right)}{q^{\nu^{2} / 2} s^{-\nu} J_{\nu}(b s)-c s^{\nu} J_{-\nu}\left(b s q^{-\nu / 2}\right)} \\
& -\frac{1}{(1+\sqrt{q}) b}
\end{aligned}
$$

Since $c$ may have any value, $m$ describes the circles obtained by varying $c$, and so this is the limit-circle. For each value of $c, m$ is an even function of $s$ and so is a one-valued function of $\lambda$. Its only singularities are poles which are the zeros of the function $s^{-\nu} J_{\nu}(b s)-c s^{\nu} J_{-\nu}\left(b s q^{-\nu / 2}\right)$, which by using the same technique of [31] can be shown to be countable, real, and simple. Denoting these by $\lambda_{n}$, we have

$$
\begin{aligned}
\theta\left(x, \lambda_{n}\right)= & -\frac{q^{-\nu(\nu-1)-\frac{1}{2}} \sqrt{b}}{1+q} \Gamma_{q^{2}}(\nu) \Gamma_{q}^{2}(1-\nu) \\
& \times x^{\frac{1}{2}}\left\{J_{\nu}\left(x \sqrt{\lambda_{n}}\right) J_{-\nu}\left(b q^{-\nu / 2} \sqrt{\lambda_{n}}\right)-J_{-\nu}\left(x q^{-\nu / 2} \sqrt{\lambda_{n}}\right) J_{\nu}\left(b \sqrt{\lambda_{n}}\right)\right\} \\
= & -\frac{q^{-\nu(\nu-1)-\frac{1}{2}} \sqrt{b}}{1+q} \Gamma_{q^{2}}(\nu) \Gamma_{q}^{2}(1-\nu) x^{\frac{1}{2}} J_{\nu}\left(b \sqrt{\lambda_{n}}\right) \\
& \times\left\{c^{-1} \lambda_{n}^{-\nu} J_{\nu}\left(x \sqrt{\lambda_{n}}\right)-J_{-\nu}\left(x q^{-\nu / 2} \sqrt{\lambda_{n}}\right)\right\} .
\end{aligned}
$$

The normalized eigenfunctions are $\left|r_{n}\right|^{1 / 2} \theta\left(x, \lambda_{n}\right)$, where $r_{n}$ is the residue of $m(\lambda)$ at the point $\lambda_{n}$. For $c=\infty$ the expansion is the ordinary Fourier expansion of order $-\nu$, and for $c=0$ it is the expansion of order $-\nu$. In the case when $\nu=0$, we have (see [45])

$$
\begin{aligned}
Y_{0}(x ; q)=\frac{-(1-q)}{\pi(q ; q)_{\infty} \log q} & \left((q ; q)_{\infty}\left(\frac{1}{2} \log q+2 \log x\right) J_{0}(x ; q)\right. \\
& +2 \sum_{k=0}^{\infty}(-1)^{k} q^{k(k+1) / 2} F^{\prime}(k+1) \frac{x^{2 k}}{(q ; q)_{k}} \\
& \left.+(q ; q)_{\infty} \log q \sum_{n=0}^{\infty}(-1)^{n} n \frac{q^{n(n+1) / 2}}{(q ; q)_{n}^{2}} x^{2 n}\right)
\end{aligned}
$$

where $F(t):=\left(q^{t} ; q\right)_{\infty}, t \in \mathbb{C}$. Then for each fixed $s$, we have

$$
\begin{align*}
Y_{0}(s x) & =\frac{\left(1-q^{2}\right)}{2 \pi \log q}(\gamma+\log (x s))\left\{1+O\left(x^{2}\right)\right\} \\
D_{q} Y_{0}(s x) & =\frac{2}{\pi\left(q^{2} ; q^{2}\right)_{\infty} x s}+O(x|\log x|) \tag{6.6}
\end{align*}
$$

as $x \rightarrow 0$, where $\gamma=\log q-2 /\left(\pi\left(q^{2} ; q^{2}\right)_{\infty}\right)\left(\Gamma_{q}^{\prime}(1)+\log \left(1-q^{2}\right)\right)$. Hence,

$$
\begin{aligned}
\phi(a, \lambda) & \cot \beta+D_{q} \phi(a, \lambda)-\frac{1}{b(1+\sqrt{q})}\left(\theta(a, \lambda) \cot \beta-D_{q} \theta(a, \lambda)\right) \\
= & c_{1} s a^{-\frac{1}{2}}\left(a \cot \beta+\frac{1}{1+\sqrt{q}}\right)\left(D_{q} Y_{0}(b s)-\frac{\left(1-q^{2}\right) \log s}{2 \pi \log q} J_{0}(b s)\right) \\
& -c_{1} s a^{-\frac{1}{2}} J_{0}(b s)\left(\left(a \cot \beta+\frac{1}{1+\sqrt{q}}\right) \frac{\left(1-q^{2}\right) \log a \gamma}{2 \pi \log q}+\frac{2 q^{\frac{1}{2}}}{\pi\left(q^{2} ; q^{2}\right)_{\infty} s}\right) \\
& +O\left(a^{3 / 2}|\log a|\right) .
\end{aligned}
$$

Taking

$$
\left(a \cot \beta+\frac{1}{1+\sqrt{q}}\right) \frac{\left(1-q^{2}\right) \log a \gamma}{2 \pi \log q}+\frac{2 q^{\frac{1}{2}}}{\pi\left(q^{2} ; q^{2}\right)_{\infty} s}=c\left(a \cot \beta+\frac{1}{1+\sqrt{q}}\right)
$$

and proceeding as before, we obtain

$$
\begin{align*}
m(\lambda)= & -q^{\frac{1}{2}} s \frac{c D_{q} J_{0}(b s)-\left\{D_{q} Y_{0}-\frac{\left(1-q^{2}\right)}{2 \pi \log q}(\gamma+\log s) D_{q} J_{0}(b s)\right\}}{c J_{0}(b s)-\left\{Y_{0}-\frac{\left(1-q^{2}\right)}{2 \pi \log q}(\gamma+\log s) J_{0}(b s)\right\}}  \tag{6.7}\\
& -\frac{1}{(1+\sqrt{q}) b}
\end{align*}
$$

From (6.6), $m(\lambda)$ is an even function of $s$ and is a single-valued function of $\lambda$. Its only singularities are poles at the zeros of the function

$$
c J_{0}(b s)-\left\{Y_{0}-\frac{\left(1-q^{2}\right)}{2 \pi \log q}(\gamma+\log s) J_{0}(b s)\right\} .
$$

Denoting these zeros by $\mu_{n}, n \in \mathbb{Z}^{+}$, we have

$$
\begin{aligned}
& \theta\left(x, \mu_{n}\right) \\
& \quad=c_{1} q^{-\frac{1}{2}} x^{\frac{1}{2}}\left\{J_{0}\left(x \sqrt{\mu_{n}}\right) Y_{0}\left(b \sqrt{\mu_{n}}\right)-Y_{0}\left(x \sqrt{\mu_{n}}\right) J_{0}\left(b \sqrt{\mu_{n}}\right)\right\} \\
& \quad=c_{1} q^{-\frac{1}{2}} x^{\frac{1}{2}} J_{0}(b s)\left\{\left(\frac{\left(1-q^{2}\right)}{2 \pi \log q}(\gamma+\log s)+c\right) J_{0}\left(x \sqrt{\mu_{n}}\right)-Y_{0}\left(x \sqrt{\mu_{n}}\right)\right\} .
\end{aligned}
$$

The normalized eigenfunctions are $\left|r_{n}\right|^{1 / 2} \theta\left(x, \sqrt{\mu_{n}}\right)$, where the $r_{n}$ are the residue of $m(\lambda)$ at the points $\mu_{n}$.
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