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1. Introduction and Summary

RosBiNs [10] investigated the two-armed bandit problem with finite memory. In his
paper, under the memory 7 constraint he gave the rule which begins to change coins when
sufficient negative information (» consecutive tails) is obtained. But the limiting propor-
tion of heads equal to max {p;, p,} was not achieved by such a rule. IsBeLL [9] improved
Robbins’ rule as one becomes uniformly for {p;, p,}, and SMita and Pyke [11] considered
the family of rules, containing Isbell’s as a special case, which obtained a further improve-
ment. Finally SaMugLs [12] investigated the randomized versions of the rules in order to
improve the above rules in each case. None of the above time-invariant rules with finite
memory achieved max {p,, p,}.

Afterwards under the assumption of the time-varying decision rule, Cover [1] described
a rule achieving max {$;, p,} with a memory of r=2. His rule is that of interleaving trials
and tests with trial lengths increasing in such a manner as to swamp out preceding trials
and tests.

Here we shall state some extension of his rule. Because it does not seem general
enough that these rules were investigated only in the case where two coins exist.

In Section 2 we shall at first describe a rule achieving max {p;, p», s} With a memory
of r=3, using three coins. Next, in Section 3 we shall do it, achieving max {p, s, Ps D4}
with a memory of =4, using four coins.

2. Three-armed bandit problem with finite memory

We are given three coins (coin @, coin ®), coin ®) with unknown probabilities, p;=1
—q1, pa=1—qs, and ps=1—¢g3 of coming up heads. We shall follow the procedure of inter-
leaving test blocks T3, T, --- with trial blocks Uy, Us,, ---. Each test block T will be begun
arbitrarily with coin @ as the favorite. (This precaution yields independence of the test
blocks). A test block will be broken into m subblocks each consisting of 3s tosses. A sub-

block test will be said to be a success if 3s tosses yield the unbroken sequence of THH’s,
TTH’s or THT’s.
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At the termination of each subblock, the new favorite coin is used to begin the next sub-
block until » subblock tests have been performed. A test block consists of this collection
of subblocks. Thus 6ms tosses of the coin are made in the test block 7.

We shall state the details of the test subblock. Let the sequence of coins tossed (4,
0y,---035), 6:ic {D, ®, ®}, and outcomes observed (x;, %3, --+, x35), ¥i< {H, T}, be divided into

pairs
01, 0o, O3\ (04 0Os, 9:) <033—2: Oas-1, O35
(xh X2 xa) <x4, X5y X X3s-2> ¥3s-1» x3s>-
The memory of the past at time # is the state

0n._z, On_1, On 0n..2, 011_1 n 0n_2 0n_1, On
or or )

Xn.9, Xn_1, Xn Xn_gy Xn_1/ \Xn Xn_9/ \Xn_1, Xn

according to n=3n'/, n=3n'—1 or n=3n'—2 (' : positive integer).
Thus the memory is of length r=3.

Test is succeeding Test has failed

Note: X/0 means “if outcome of toss is X, use coin 6.”
Fig. 1. State transition diagram (memory r=3).
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Figure 1 exhibits a strategy for the coin selection as a function of the state.
In figure 2 we shall give the explicit description of this rule in which the details of the
orderly transition from the current favorite coin to the new favorite coin are made clear.

coin @ : p1=1—¢, coin @ : po=1—¢q, coin @ : ps=1—gs
00® 00® 0®®
(THH) (THH)- (THH) ®<® (@1 P2 P3)%/2
©) (@1 D2 $3)%/2
(TTH) (TTH)- (TTH) O-® (@1 @ P3)°¢
(THT) (THT) (THT) 0@ (@1 b2 43)°¢
otherwise ~@—->®  1—{(q1 02035+ (q1 g2 ps)°+ (a1 P2 ¢5)°)

@®0 030 @®D
(THH) (THH)-(THH) ®\—\>® (22 ps $1)5/2

® (g2 bs D1)5/2
(TTH) (TTH)(TTH) @-® (g ¢ p*
(THT) (THT)-(THT) @-® (g b3 ¢1)°
otherwise ~ @—->®@  1—{(p1 ¢ )5+ (h1 42 43)5+ (@1 G2 Ps)*}

®0® 60® ®0®
(THH) (THH) (THH) ®—~>0 (gs 1 P2)5/2

@ (g3 11 P2)%/2
(TTH) (TTH) - (rTH ®—->® (¢s @1 p2)°
(THT) (THT)-- (THT) @—->0 (gs b1 )¢
otherwise ~ @—®  1—{($1 82 )5+ (@ D2 3)°+ (P1 22 €)%}

Fig. 2. Coin transition in the test subblock.

Let M be the coin transition probability matrix in which P;; is the transition probabil-
ity,from the current favorite coin ) to the new favorite coin @ (i, j=1, 2, 3).

P11, Pia, P13
(2.1) M=| Py, Py, P
Ps1, Pa, Pgg
1— {(q10205)+(q1 02050+ (102 05)°}» (q1020)5/2+(a10245)",

(@10203)5/2+(q14203)°

=| (£19205)5/2+( P14203)%, 1— {( $19203)°+($10203)5+ (q14203)%}

($19293)°/2+(q14205)°

(D15245)%/ 2+ (51020505 (b10203)°/2+(q10203)%, 1— {(P1D243)*
. +(q10295)5+( $19293)°}
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And let P; be the stationary probability of coin @ being the favorite (i=1, 2, 3).
In order to calculate P;. we at first consider the following

P;=P1Py;+P2Pn+ P3Py
P,=P1P12-+PyP2s+PsPs;
P3=P;P13+P;Px+P3Pss
P;+P,+Ps=1.

2.2)

From (2.1) and (2. 2), we obtain

Pp= 1
Y T¥ajc+b/c

— 1

Pame 1
3 T¥a/btc/b

where
a="P12Pg1+P15Ps+ P13Ps,
2.4 b="P1P2+P13Pz1+P13P2s
¢=PnPg+PnPsy+PyPs.
Thus by using (2. 4) we have

@ = (Ba19s) {3 (P1£26s)5+ (Do0s01 )+ (P1a42)5+(Drb2ds)s+ (Patde)*
+ ($19245)° + (p3q1q2)$}
(2.5) b= ($s0100{ 3 (£125)5+(Laag )+ (2123027 +(b1205)+(Patre*
+ ($19208)° + (P3¢11CI2)3}
¢ = (2102097 (D10305)5+ (Batoa )5+ (b1550:05+( £1.£208)+ (£aras)

+ (14298 + (Psqlqz)s}
and then by using (2.5)

(g
R )
- (g
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Substituting (2. 6) into (2. 3), P;, P, and P3; will be calculated.

That is, the stationary probabilities of coin @, coin ® and coin @ are then 1/(14-as
+85), as/(1+as+ps) and fs/(1+as+Bs) respectively, where a= g po/ P19, and f=q1 ps/ p14s.
It is assured that <a<(1, if and only if, p1 >p= ps.

And we shall note the stationary probabilities of deciding on the first inferior coin and
the second inferior coin in terms of # and # respectively. By the circulation of the station-
ary probabilities in p;, p, and ps, we may, without loss of generality, assume p; > ps = ps.
Thus f<a<1 and

t= Bt/ (L+as+ )< pr<1
V=as/(1+as+p5)<<as<l1.

Let #:(#}) be the probability of selecting the first (second) inferior coin in the test block

Ti. Clearly #(t) depends on a, mi, si and approaches #(#') as mi—>. First we shall
choose {si} so that 3gsi< o and Jlasi< o, e.g., si=i. We then choose {m;} large enough
so that, for each f<a<1, <% and t;<as: for sufficiently large m:. This may easily be

done. Thus it is assured that 31#< oo and 3¢ < oo.

As the block tests have been made independent, for the sake of the argument, by let-
ting coin @ be the favorite at the beginning of each test block, thus ignoring all the previ-
ous information, we may conclude, from the Borel zero-one law and the finiteness of >¢
and 3¢, that with probability one only a finite number of test blocks 7; will result in an
incorrect choice of coin.

Thus if we now use, for the next #; trials, the coin chosen by block Ti, we may con-
clude that the proportion of heads obtained in the first » trials tends to max {p,, p,, p3}, with
probability one, as n—>co. This, of course, is the maximum achievable limit.

3. Four-armed bandit problem with finite memory

In this section four coins (coin @, coin @), coin @), coin @) are given with unknown
probabilities, p;=1—¢qy, pa=1—¢q,, pa=1—¢qs and ps=1—g, of coming up heads. We shall
follow the same procedure as used in Section 2.

In figure 3 we shall give the details of the orderly transition from the current favorite
coin to the new favorite coin in the test subblock.
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O2e® o2e® @e®0® @e®®
(TTTH)(TTTH) ©®-® (TTTH)(TTTH) @-O0
(TTHT)(TTHT) ®-® (TTHT)(TTHT) @-®
(THTT)(THTT) ®-® (THTT)+(THTT) @-O
(ITTHH) - (TTHH) ®-0© (TTHH)(TTHH) @->0
\@ \@
(THTH) -+ (THTH) ®-® (THTH)-(THTH) @->0
\© \®
(THHT)--(THHT) ®-0® (THHT)---(THHT) @20
\© \@
(THHH)-(THHH) @-® (THHH)-(THHH) ©@->0

Let N be the coin transition probability matrix in which P;; is the transition probabil-

otherwise O-0 otherwise @->@

@00 P@0® @000 @02®
(rTTH) - (TTTH) ®-® (TTTH) - (TTTH) ®->®
(TTHT)---- (TTHT) ®-0 (TTHT)---- (TTHT) ®-®
(THTT)-- (THTT) @-® (THTT) - (THTT) ®-0
(TTHH)-- (TTHH) ®-0 (TTHH)-- (TTHH) ®->©®
\® \®
(THTH)--- (THTH) ®@->® (THTH)- (THTH) @®-0
\© \®
(THHT)-- (THHT) ®-0® (THHT)- (THHT) ®-0
\@ \(2)
(THHH)-«(THHH) @>® (THHH)-(THHH) @20
% ¢

O

otherwise @0 otherwise @—->®@

Fig. 3. Coin transition in the test subblock.

ity from the current favorite coin () to the new favorite coin @ (, j=1, 2, 3, 4).

@G.1)

N=

P11, P1z, P, Py
Py, Paa Py, Py
Pg1, Psa, Pgs, Py
Py, Pyy, Py, Py
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where

Pu=1— {(@1020304)5+(q1 P20304)5+ (q1 293045+ (1g2 D3 04)5 + (a1 P29394)°
+(91920394)°+ (919293 04)°)

Pis=(q1029394)¢ +%‘ {(q1020304)5+(q1D2P594)) T+ %(41 Dab3py)s

P13=(q1920394)° +% {(@1920304)5+(q1020304)5) +%(611P2P3P4)s

Pu=(01929s04)° +% {(n1q203P4)°+ (q1029304)%} + %CQI Dabsps)s

P21= (p1q2 ds Q4>S+“]?;— {< p1q2q3p4)5+ (plqu3Q4)s} + %(p1q2p3p4)s

Poo=1— {($1929394)5+ (919203 P4)5+ (@192 D304 )5+ ( P1d293 D4 )5+ ( D192 D304)°
+ (19203 04)5+( D1920304)%}

Pu=(q1920394)° +% {( 519203945+ (q1020304)%) +%( D1G2D3Da)S

3.2) Poy=(aq1929304)° +’%‘ {($19203 045+ (@123 04)5} + %(171421’3?4)3
Pu=(0149293 44)5'!‘% {(D1024394)5+( P192q304)%} +%(P1 D2gsba)s

Psy=(01$24344)"+ 5 ($1 Patst)* + (01£a0s s} +-5 (D1 Patisbe)’

Pas=1— {(q1029394)°+ ( $1029394)5 + (010293 24)5 +( D1020394)° + (@1 D203 P4)°
+ (519293 04)5+( D1P29304)5}

Poy=(0102450 )"+ (01 p248 50+ (214285 2)°) +5 (P D20 P)
Pu=($1424395° "‘% {( 519203945+ (b1 5203045} + %‘( D1D2D3q4)s
Puo=(q10293q4.)° +% {($1020394)° +( D1 029394)5} +%C D1D2b3q4)"

Pis=(4192030)" -+ (410255410 (18- 55010°) + 5 BrDasa)®

Pu=1—{(q1920394)°+ (q129394)5+ (519293 94)° +(q1 P2 394)5 + ( P1d2P394)°

+(D1529394)5+ (D1 D2 0394)°}

And let P; be the stationary probability of coin @) being the favorite (i=1,2,3,4). In
order to calculate P;, we at first consider the following
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Pi=Ji}1Piji (i=1,2,3, 4
3.3

P;+P,+P3+Py=1
From (3.1), (3.2) and (3. 3) we obtain

Ay
A1 +Ax+Az+A,

A,
Ai+As+As+Ay

_ As
G0 Po= A T A+ A5 A,

P,= A
AT A+ A+ As+A

P1=

P2=

where
Ar1=($1929594)°A
Ar=(q1p24304)°A
Az=(q192039:)°A
As=(q1920804)°A

(3.5)

and
A= %’?( D12D2D2D %) + % (( p12D2D52D4q4)° +( D12D22D3 D4205)5 + ( D12D2D52D42G2)°
+(D1022032D 201 )%} + —?% (( p12D22D3 D493G2)5+ (01202 052049204)5 + (1202 D3 D42q205)°

+ (D1522b5204G194)5 + ( 10 2D3D420195)5 + (D152 D5%D42q142)°}

+~24—7 ((D12D203 D4920304)5 + (D1 D22Ds D4g103Gs)S+ ( D1 D2 D5?D4d19244)°

+ (102030429192 93)°} + % {(P120220393042)5 + ( 120205202042 )5s + ( D12D#D4q5%d4 )*

+( Pr2D2 D42q2 432)S+ (D12D52D402200)5 + (D12DsD427243)s + (D1D2P5* 01442 )°
+( D10920201082)5+ (D1 D520 201922)S + (202D 201202 )° + (DPP*Dsdn?da )

+(D2b3p2q1203)°} + % (1202 039203942)5 + (D122 Pad205204)s + ( D12DaD 40274304 )"

+( PrLP22Ds0103942)5 + ( P1552D40105204)5 + ( DPDaDs0120394 )+ ( D1 D202 0192042)°
+ ( P152D40192244)5 + ( D2 Ds?P 401202945+ ( 1020420192087 ) + (b1 D3 P429197708)°
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+(D203D20120293)°) + {( P120:245%442)° + ( D12052422q442 ) + (01?0 2q1%4s%)°

+( p2202012q42)5 +( 052020129:2)5 + (D220 201205*)%} + 2 {( p12D242952047)°

+ (9120302243042)5 + ( 0120492205204 )° + ( D1 P2* 01052042 DS+ ( D2P3d1 %3442 )

+ (D 2D401245%q0)5+ ( b1 5524192204% )5+ ( D2 D5201242942)° + (D3Pad1?q2°04)°

+ (51020102295 )5 + (D20 201202952) + (P3P 201%022q3 )%} + {( $1292452042 )5

+ (52012052942 )5 + (052012022042 )5 + (D4212022q57 )} +6 {(D1D203019203042)°
+(10204419205%44)° + (D153 P4d192°4394)° +( D253 Ps01%424594)°} +2 {( P152019295294%D
+( 5103010:205042D5+ ( 1040102205%01)° +( D2 P301%0243442)° + (D2 Pa1%q245%q4 )

+( D3 54912922q394)°) +13( D10203D491929394)°-

Substituting (3.5) into (3. 4), P,, P, P3 and P, will be calculated.

That is, the stationary probabilities of coin @, coin @), coin @ and coin @ are then

1/(A+as+B5+75), as/(L+as+Bs+rs), Bs/(1+as+Bs+rs) and ys/(1+as+Bs+7s) respective-
ly, where a=q1 2/ $1d2 8=a1 s/ p1gs and y=q1 P4/ 144
It is assured that y<g<a<1, if and only if, p; >pr=pz=p;.

In this section we shall follow the same rule as used in Section 2. Therefore we may

conclude that the proportion of heads obtained in the first n trials tends to max {p1, P2 Ps,
P4}, with probability one, as n—>co. This, of course, is the maximum achievable limit.

Niigata UNIVERSITY
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