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GENERALIZATIONS OF THE DISTRIBUTIVE
AND ASSOCIATIVE LAWS

ALAN C. WILDE

1 Introduction Let x Ay and x Oy denote two truth-value functions:
{0,1} x{0,1} — {0, 1}, where 1 and O denote ‘“‘true’’ and ‘‘false’’ respec-
tively. The two functions ‘‘and’’ and ‘‘or’’ satisfy the law

(*) xA(yOz)=(xAy)O (x A 2)

in either order. We would like to weaken (*) so that more functions
satisfy the relationship. To do so, we use

(**) xA(p0C2)=xAYPYO(XA2Z)O(xAI

where I is the identity of ¥ O y. (**) is a generalization of (*) for the
reason that all functions x O y that have identities and all x A y that
together satisfy (*) also satisfy (**), but not conversely. This is shown in
Theorem 1.

““And’’ and ‘‘or’’ satisfy the associative law

xA(yAz)=(xAy) Az,

and so does ‘‘equivalence” and ‘‘exclusive or.”” However, we shall
demonstrate that for all truth-functions x A y, the truth-values of x A
(xAr2)=(xAy)Azandx A (y A z)v(x Ay A zare independent of y.

2 The Generalized Distributive Law We wish to prove the following:
Theorem 1 (**) holds

(@) forall x Ay if xO y is either x =y 0¥ Xv y;

and

(b) for all x Ay such that y <z implies x Ay<sx Az if xOyis xvyor
XAY.

Proof: Note that xay, xvy, x =y, and xvy are the only functions that have
identities, so Theorem 1 has all the possible combinations. All four of
them happen to be commutative and associative. For part (a), let us show
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xAly=z)=xAy)=xA2)=(xA1).

If z=1, this becomes x Ay=(x Ay)=(x A1) =( A1) which is clearly
true. Thus it holds for z =1 along with ¥ = 0 and y = 1; by symmetry, the
equation holds for y = 1 and z = 0. Finally, if y = 2 = 0, then we get

xAl=(xA0=KxA0)=(xA1),

which also simplifies. Since x =y and xvy are De Morgan complements,
the other case of part (a) follows. As for part (b), let us take x O y to be
xay and assume ¥ A (Yr2) = (x Ay)a(x Az)a(x A1), If y <z, this reduces
tox Ay=xAY)A(x A2)a(x A1). Since y <z if and only if (W a2) =y, it
follows that x Ay <x A z. Assume now that y <z implies ¥ Ay <x A 2.
Then it is true that y <z implies x A (92 2) S(X A Y)A (X A 2)a(x A 1). By
substituting truth-values, we can show that only equality holds. If z=1,
then we have

XAY=EFANA(XADA(xAL) =xA Y.

Thus it holds for z =1 along with y =0 and y = 1. Substituting y=2=0
results in

xA0=(xA0rA(xA0)A(xA1)=xA0.
The rest of part (b) follows by a similar argument.

In (**), x A Iis an “‘error term’’ independent of » and z, which means
that the distributive law ‘‘almost’’ holds. If x A I =1 for all x, then (**) is
(*); whereas if x A y is either x =y or xvyand if x AT =1 for all x, then
(**) is

¥A(¥O2)=-[(xA9 O (xA 2)].

Schrdder expressed all truth-functions in the form

X DAY = QXY + @10%Y + P XY + PooXY

where ““x + 3y’ is “‘or,” ‘‘xy’’ is ‘‘and,” ““¥”’ is ‘“not x,”’ and ¢;; is either
1 or 0 depending on which truth-function we are considering. Note that the
error term is either

XA 1=@X+@uX0r X A 0= @QroX + Qoo .

3 The Generalized Associative Law As a generalization of the associative
law, we have:

Theorem 2 For all truth-functions x A y, the tvuth-values of the expres-
sions x A(yAz)=(xAy)Azand x A(yA2)v(x AYy) A zare independent
of y.

Proof: One method of proof is to substitute functions into the first
expression for x A y in the form: xy, Xy, Xy, Xy, X + 9, X + Y, X + Y, X + Y,
X=Y,%vy, %, 9,%,% 1,and 0, and test each case with truth-values. Since
xXvy= -(x = ), the other expression is also independent of y.
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4 Conclusion The two laws demonstrate relationships between more
truth-functions than ‘‘and’’ and ‘‘or.”” However, they are derived from and
do not replace the basic axioms of propositional logic.
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