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Nonstαndαrd Connectives of

Intuitionistic Propositionαl Logic

MICHAEL KAMINSKI*

1 Introduction In [7] McCullough examined the question of adding new
connectives to the intuitionistic propositional logic. He showed that the connec-
tives called regular and defined in terms of Kripke models were expressible in
the usual intuitionistic propositional calculus.

Three new propositional connectives (jL {converse nonimplication), \ {not
both), and i {neither-nor) were introduced by Bowen in [1]. He described them
by their introduction rules in a Gentzen system. Because of the importance of
his approach for what follows (cf. Section 4) we consider one of the above con-
nectives, say I:

I has the following introduction rules:

Γ^A,T-B
IA A\B,T^

and

1 T->A\B Y-^Λ\B'

Let LJ\ denote the propositional portion of Gentzen's LJ (cf. [4], Section III)
added with | and the above introduction rules. Using an external symmetry of
I —IΛ and | — IS Bowen proved that the Cut-rule is redundant in LJ\. However

LJ\ suffers a serious lack: a sequent

A{ = A2, Bx = B2,A1\Bι-+A2\B2

that must be valid in any reasonable semantics is not provable in LJ\! {A = B
denotes {A D B) Λ {B D A)). Moreover, it is not hard to show that the follow-
ing natural rule of inference does not hold in LJ\:

*Based on the M.Sc thesis of the author, written at Moscow State University in 1973-
1974.
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-+Aι\Bι=A2\B2

ζ£ and 4 have the same lack.
In Section 4 we show how to avoid this problem by a marginal modifica-

tion of LJ. Of course, this modification decreases the number of new connec-
tives which can be defined by introduction rules in a Gentzen system.

The above consideration naturally suggests the following definition.

Definition 1 Let I be the first-order intuitionistic propositional calculus in
the language with -i, Λ, V, and D. Consider a symbol # for a new π-ary connec-
tives. Let I # be the logical system in the language of I added with # obtained by
taking all the axioms and rules of inference of I together with the axioms and
rules of inference for #. # is said to be extensional if

I ' M I S H I A . . . A > 1 B S 1 ) B .D.#(Al9...,An) = # ( B u . . . , B n ) .

# is said to be weakly extensional if I # h Ax = Bx Λ . . . Λ An = Bn implies
l*\-#(AΪ9...,An) = 1t(Bu...,Bn).

Extensionality seems to be a natural necessary condition for accepting a
new connective as an intuitionistic connective. In Sections 3 and 4 we give suffi-
cient semantical and syntactical conditions for a connective to be (weakly) exten-
sional.

Some other conditions for accepting a new connective # as an intuitionis-
tic connective were suggested by Gabbay in [2]:

(1) I # is a conservative extension of I.
(2) # is not expressible by the ordinary connectives, i.e., for all formulas

Ψ(Pι, iPn) of I such that the propositional variables of ψ are
Pι,...,pn, ψ(Au...,An) s #(Au...,An) is not provable in I # .

(ψ(Aι,... ,An) denotes the result of the substitution of Aι for/?/, / =
1 , . . . , Λ , in ψ(pu...,pn)).

(3) I # has the disjunction property.
(4) # is nonclassical in I # , i.e., if we add to I # the axiom schema -ι-ιφ D

φ, then # becomes expressible by -i, Λ, V, and D.
(5) The axioms and rules of inference for # determine "the meaning" of #

uniquely, i.e., if we look at a language with two additional connectives
#i and #2 which have the "same" axioms and rules of inference as #,
and define the system I* with the axioms and rules of inference for #{

and #2 in addition to the axioms and rules of inference of I, then I* h
#ι(Al9...9An)*ε#2(Al9...,An).

(6) The connective # is expressible in the second-order intuitionistic proposi-
tional calculus.

In the same paper he introduced a new connective that satisfies the Conditions
(l)-(6) above.

Conditions (2) and (4) are exactly what we want from a new intuitionistic
connective and require no motivation.

Condition (3) is a natural property of an intuitionistic system, e.g., I has
the disjunction property.

In his book ([3]) Gabbay motivates Conditions (1) and (5) by the follow-
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ing example: The intuitionistic propositional calculus I is a conservative extension
of the calculus I~ obtained by taking out connective v from I. Also v is
uniquely determined in I by its axiom schemas:

φDφvφ9φDφvφ
( φ D p ) Λ (φ D p) .D. φ v φ D p.

Whereas Condition (1) is quite natural and can be accepted without the above
motivation, Condition (5) seems to be too strong: modal connectives (cf. [3],
[8], [9], and [10]) are not uniquely determined by their axioms and rules of infer-
ence. Of course, one can argue that modal connectives are not new intuitionistic
connectives, since they violate Condition (4), but modal connectives are not
uniquely determined by their axioms and rules of inference in the classic proposi-
tional calculus either. However modal connectives are considered as nonstan-
dard connectives of both intuitionistic and classic logics.

Condition (6) seems to be at least arguable: why a new intuitionistic con-
nective has to be expressible in the second-order intuitionistic propositional cal-
culus? And indeed, this condition is omitted in [3].

Also, it seems to be desirable for a new intuitionistic connective to be exten-
sional (cf. Definition 1 above) and interpretable in Kripke models, and for the
extended logic to be decidable and to have a Gentzen system with Cut-free1

deductions which have the sub formula property.
Whereas the question: "What is an intuitionistic propositional connective?"

is very general and not precise, one can still attempt to answer the question of
accepting a given connective as a new intuitionistic connective. And this is what
we are going to do in this paper.

The paper is organized as follows: In Section 2 we introduce a new proposi-
tional connective that satisfies Gabbay's Conditions (l)-(4) above and is not
expressible in the second-order intuitionistic propositional calculus. This con-
nective is extensional and interpretable in Kripke models. The extended logic has
a Gentzen system with the subformula property and Cut-free deductions. (It is
easy to see that the logic extended with the connective introduced by Gabbay
(cf. [2]) cannot have a Gentzen system with the subformula property.)

In Section 3 we study a possibility of introducing new connectives by their
interpretation in Kripke models. We prove that for any n-ary connective # there
exists a formula φ(Aι,... ,An) with the ordinary connectives only, such that
I \-φ(Au...,An) implies I # h ft(Au . . . ,An), and I # \-tt(Au...,An) implies
1 I— i - iφ iA i , . . . ,An). Moreover, we show that if certain conditions on the
interpretation of # are satisfied, then # satisfies Gabbay's Condition (4) above.

In Section 4 we consider some extensions I # of I such that # can be
described by rules of inference in a Gentzen system. Under natural and not
strong restrictions on rules of inference we prove that I # can be interpreted
either in 1° (where ° is a new connective introduced in Section 2) or in proposi-
tional intuitionistic modal logic S4 (cf. [3], [8], and [10]).

2 A new connective Let Γ be the logical system in the language of I
extended with a new unary connective ° obtained by taking all the axioms and
rules of inference of I together with the following axiom schemas:
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Al φ D °φ
A 2 °φ D —1—10
A3 °°φ D °φ
A4 o(φ D φ) D (oφ D oψ).

Remark 1: It is easy to verify that the deduction theorem holds for 1°.

Theorem 1 Let p be an atomic formula. There is no formula A in the lan-
guage of I such that V \- <>p = A.

Proof: Let A be a formula in the language of Γ. By induction on the number
of connectives in A we define two translations, A+ and A~, of A into the for-
mulas of I as follows:

1. If A is an atomic formula, then A± — A.

2. (Ai <g) A2)
± = Af ® A$, where (x) is Λ, V, or D; (-vl)* = -vl*.

3. (o^) + =>l + , and (oA)~ = -ι-υ4-.

Obviously, if Γ h^4, then I h^4±, since both of the translations — and +
of schemas A1-A4 are provable in I. Consequently, if for some formula A of
I, Γ h op = A, then II—•-•/? = A and I \-p = A9 since (A)* is A. Hence I h
p = T"1/?, but this is impossible.

Remark 2: Exactly the same argument holds for the second-order intuitionistic
propositional calculus I 2 . However we don't know whether Γ is interpretable in
I 2 . By an interpretation of Γ in I 2 we mean the following:

For a formula ψ(p) in the language of I 2 with only one free variable p
define a translation tψ of formulas of Γ into formulas of I 2 by:

1. If A is an atomic formula (i.e., A is a propositional variable), then

tφ(A) =A.
2. tφ(A{ (x) A2) = tφ(Aχ) ® tψ(A2)9 where (x) is v, Λ, or D; ^(-»1) =

3.^(o^) = ψ(^(^l)).

We say that Γ is interpretable in I 2 if there exists a translation fy such that for
all formulas AofΓ,Γ\-A iff I 2 h ̂ (^4).

Let G° denote the Gentzen system in the language of Γ obtained from the
propositional portion of Gentzen's LJ (cf. [4], Section III) by extending the
axiom schema to all the formulas of Γ and adding the following introduction
rules for <>:

AJ^ AJ^B

Theorem 2 G°\-Γ^AiffT[-rA.

The proof is similar to the proof of the corresponding theorem in [4], Section
V, and is omitted.
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In Section 4 (Theorem 11) we prove that the Cut-rule is superfluous in G°.
This immediately gives an alternative proof of Theorem 1 and easily implies the
following corollaries:

Corollary 1 Γ is consistent.
Corollary 2 Γ is decidable.
Corollary 3 Γ is a conservative extension of I.
Corollary 4 Γ has the disjunction property.
Corollary 5 IfYV °φ, then Γ h φ.

Now we move on to the interpretation of ° in Kripke models.

Definition 2 Let S be a partially ordered set, x <Ξ S. x is said to be a path
in S if x is a maximal linearly ordered subset of S. The set of all paths of S is
denoted by πS:

πS = {x\x is a path in 5).

Definition 3 A Kripke model for Γ is a quadruple M = <S,<,s, F>, where
S is a nonempty set, < is a partial order on 5, 5 is the least element of S: s <
£, for any t G S, and F is a function from S into sets of propositional variables
such that V(t) c V(t')\ϊt<t'.

Let ί G S. We can define a relation t Y A for an arbitrary formula 4̂ in
the language of Γ by induction on the number of connectives of A:

(a) If A has no connectives, then it is a propositional variable, and t V A iff

A G K ( 0
(b) / M Λ f i i f f ί H Λ a n d / H A
(c) f N A v £ iff f N .4 or ί |= A
(d) t^AD B iff for all tf G 5 such that t' >t9t' #A or ί' N A
(e) ί N i>4 iff for all t' e S such that t' >t,t' #A.
(f) ί H ô 4 iff for all x E τr5 such that ί G i , there exists a ί ' E x such that

r YA.
A formula v4 in the language Γ is said to be valid in M (denoted by M 1=

A) if for all t e S, t V A.

Proposition 1 (a) //1 N A, and t' > t, then t' \= A. (b) < S, <, s, V) t A iff
s¥A.

Proof: (a) Induction on the number of connectives of A using the fact that
V(t) <^V{Ϊ) for t<t'. (b) follows from (a).

An intuitive interpretation for Kripke models can be found in [6]. We use
this interpretation in Section 3 to motivate some conditions imposed on new con-
nectives.

Next we prove consistency and completeness of 1° with respect to the
above semantics.

Theorem 3 (Consistency) IfYVA, then for all Kripke models M such that
MYBforallBGΓ, MY A.

Proof: It is easy to verify that all axioms of Γ are valid in any Kripke model.
A straightforward induction on the length of a deduction of A from Γ completes
the proof.
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It is more convenient to state the contraposition of completeness theorem:

Theorem 4 (Completeness) IfTtfA, then there exists a Kripke model M
such that M¥Bfor all B<ET and MVA.

For the proof we need some preliminaries.

Definition 4 Let Γ be a set of formulas in the language of Γ. Γ is said to be
saturated if it satisfies the conditions below:

(a) Γ is consistent
(b) Γ is deductively closed, i.e., if Γ h A, then A GT
(c) if A v B G Γ, then either A G Γ, or B G Γ.

Lemma 1 IfTWΆ, then there exists a saturated set A such that Γ c A , and
A VA.

Proof: We claim that any maximal deductively closed set Δ satisfying Γ c Δ,
and A φ A is saturated. Suppose, by contradiction, that there exist B\ and B2

such that B\\ί B2E Δ, B{ £ Δ, B2 φ A. Since Δ is maximal, ΔU [Bx} hA, and
Δ U {B2} \-A. But then Δ U f ^ v B2] \-A. Since Bι v B2 G Δ, Δ h A, but
this is impossible. The existence of such maximal deductively closed sets is
obvious.

Lemma 2 IfTis saturated, then:
(I)AΛB(ΞT iff A <ΞT,and BeT
(2)IfoA ί Γ , then A £ Γ
(3) If A D B £ Γ, then there exists a saturated set A such that ΓUj/ljcA, and
B£A.

Proof: (1) and (2) are obvious. To prove (3) notice that T U {A} \f B and use
Lemma 1.

Definition 5 Let Γ be a set of formulas in the language of Γ. The closure
of Γ (is denoted by [Γ] and) is defined by

[Γ] = Γ U [A\oA GΓ) .

Lemma 3 Γ h ^ iff IT] \-*A.

Proof: Since Γ ς [ Γ ] , part "only if" is obvious. Let [Γ] h *A. By Theorem 2
G° \-Au...9An, Bu...9Bk-^oA, where °A G Γ, / = 1 , . . . , Λ , and BιG Γ, / =
1, ...,&. Applying rule °— AI n times results G° h °AU ... ,°An, Bu ... ,Bk ->
•A. By Theorem 2, Γ hA.

Proof of Theorem 4: If Γ is inconsistent, there is nothing to prove. Otherwise,
in view of Lemma 1, we may assume that Γ is saturated. Define a Kripke model
M = <S,<,s,F>by

S = {(Δ,0,m)|Γ c Δ is saturated, m = 0,1,... } U {(A,n,m)\[Γ] c Δ is
saturated, n = 1,2,..., m = 0,1,...,}.

(Δ,Λ,m) < (A\n\m') iff (Δ,Λ,m) = (A\n',m'); or n < n\ and [Δ] c
Δ'; or n — nr, m < m\ and Δ ̂  Δ'.
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*=(Γ,0,0)
V((A9m9n)) = [p G A\p is a propositional variable}.

Obviously, < is a partial order on S; s is the least element of S; and if
(A,n9m) < (A'9n

f

9m')9 then K((Δ,Λ,/W)) g K((Δ',Λ',AW')). This shows that M
is well defined.

Let (Δ,«,m) G 5, and let C be an arbitrary formula. We claim that
(Δ,«,m) t= C iff C G Δ. Since A £ Γ, and Γ g Δ for all (A9n9m) G S, the
claim together with Proposition 1 implies Theorem 4.

We prove the claim by induction on the number of connectives of C: For
an atomic formula C (i.e., C is a propositional variable) the claim holds by def-
inition. The cases of Λ and v present no difficulties. The case of -i follows from
the case of D.

Case ofD. Assume that Q D C2E: A. If for some (A\n',m') > (A9n9m)9

(A\n\mf) t= CΊ, then, by the inductive hypothesis, Q G A'. Since Δ' is deduc-
tively closed and C{ D C2 G Δ <Ξ Δ', C2 G Δ'. Applying the inductive hypothe-
sis once more we obtain that (A' 9n' 9m

f) 1= C2. Hence (A9n,m) f= CΊ D C2.
Assume that CΊ D C2 £ Δ. By (3) of Lemma 2 there exists a saturated set

Δ' such that Δ U {CΊ} g Δ', and C2 £ Δ'. Consider (A\n9m + 1). By the
inductive hypothesis (A'9n,m + 1) 1= CΊ and (A\n,m + 1) (/ C2. Since
(Δ,«,m) < (A',n9m + 1), (Δ,«,m) f Q D C2.

Case o/°. Assume that ©d G Δ. Let JC be a path in S containing (A,n,m).
First, we contend that there exists (Af

9n'9m') Gx, with n' > n. Suppose, by con-
tradiction, that for all (Af,n\mf) Gx,/?'< n. Since the first components of the
elements of x are linearly ordered by g, their union (call it θ) is consistent. Let
θ ' be a saturated set such that [ θ ] c θ ' . (θ ' ,/ i+l,0) exceeds all the elements
of x9 but does not belong to Λ\ This contradicts the maximality of x and proves
our contention.

Now, let {A'\n'\m') be an element of x such that n' > m. By definition
of >, [Δ] c Δ'. Hence Cx G Δ\ By the inductive hypothesis (A'9n'9m

f) HCj.
Consequently, (A,n,m) h <>CΊ.

Assume that °C\ £ Δ. We contend that it is sufficient to prove that there
exists a path x in S such that (Δ,«,m) G x, and for all (A',n',mf) G x, °CΊ £
Δ'. Indeed, since °CΊ £ Δ' and Δ' is deductively closed, C £ Δ'. By the induc-
tive hypothesis (Af>n',m') # C\. Hence (A,n9m) tf °C\, which proves our con-
tention.

To prove that such a path x exists we define a sequence Δ 0 ,Δi, . . . of
saturated sets not containing °CΊ such that [Δ/_i] g Δ, , / = 1,2,....

Let Δo = Δ.
Assume that Δ/ has been defined. By Lemma 3, [Δ, ] V °C{. Using Lemma 1

we can extend [Δ, ] to a saturated set Δ/+1 not containing °CΊ. Obviously, the set

y = i(A9n,m')\m' > m] U {(Ahn + i9m')\i = 1,2,... ,m' = 0 , 1 , 2 , . . . )

is a maximal linearly ordered subset of S for which (A9n9m) is the least ele-
ment. Let x be any path in 5 such that y g x. By the above construction, for all
(A\n'9m

f) G x, °CΊ £ Δr. This completes the proof of Theorem 4.

We conclude this section with the following problem: Is it possible to
"embed" Γ into intuitionistic arithmetic (cf. [5], [11], and [12])?
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3 Semantical analysis of new connectives In this section we consider two
broad classes of potential intuitionistic propositional connectives and establish
some of their properties. To proceed we need the following definitions and nota-
tions.

Definition 6 Let M = <S,<,s, V) be a Kripke model, and let t G S. Define
two subsets St and St of S by

S t = { u G S \ u > t] a n d S ' = [ u G S \ u = t, o r u £ t ) .

Define two Kripke models Mt and M' by Mt = (St,</Stit, V/St) and
M' = <S',</S',s, V/S'), where /S,(S') denotes the restriction of a function
(relation) to S,(S')

ί is said to be a maximal element of M iff for all u > t, V(u) = K(0

Definition 7 Let I# denote an extension of I with a new ft-ary propositional
connective #, its axioms and rules of inference. An interpretation of # in Kripke
models for which I# is complete and consistent is said to be weakly invariant if
it satisfies the following conditions:

(1) For all Kripke models <S,<,s, K>, for all formulas Au...,An of I#

for all t,t' G 5, such that t < /', if ί 1= #(>4i -4/,), then V V
tt(Au.. .,An).

(2) If t is a maximal element of a Kripke model M, then for all formulas
Au...,An of I#,M |= #(Al9... ,An) iff M' h # μ b . . . ,ΛΛ).

(3) Let M = <S,<,J, K> and N = <S,<,s,ί/> be Kripke models. Let
^4i,... ,>4Λ and ^ i , . . . ,Bn be formulas of I# such that for all t G 5,
ί t=M -4 iff ί hN A, / = 1,... ,Λ. Then for all t G 5, / t=M # M i , . . ,An)
iff ί NN tt(Bu...,Bn). (We use t=M and NN to refer to M and N
respectively.)

Weakly invariant interpretations which satisfy Condition (4) below are
called invariant.

(4) If Mt and Nw are isomorphic Kripke models, then for all formulas
^ ! , . . . , ^ O f I #

thAtt(Al9...9An) iff u\=Ntt(Au...,An).

(Kripke models Mλ = <Si<i,5i, Vx) and M2 = <52,<2,^2» ^2) a r e s aid to be /50-
morphic iff there exists an order preserving bijection/from S\ to S2 such that
for a l l i e s , ^(f) = V2(f(t)).)

We call a connective (weakly) invariant if it has a (weakly) invariant inter-
pretation.

Connectives -», Λ, V, D, ° and # from [2] are invariant, modal connectives
(cf. [3], [8], [9], and [10]) are weakly invariant, but not invariant.

Our intuitive explanation of Definition 7 is based on that of [6] and is as
follows:

Let M = <S,<,5, V) be a Kripke model. We can consider S as a collection
of points in time (which is not necessarily linearly ordered), and t\ < t2 means
that time t2 comes after time t\. At any point in time we may have various
pieces of information which are, roughly speaking, given by function V. If, at
a particular point t in time, we have enough information to prove a formula A,
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we say that t V A\ if we lack such information we say that t #A. However, t #
A does not mean that A has been proved false at t. It simply is not (yet) proved
at t, but may be established at a time t' >t.

Condition (1) of Definition 7 means that if we already have a proof of a
formula A at time t9 then we can accept A as proved at any later time t', i.e.,
we don't forget.

Condition (2) of Definition 7 reflects the notion that if the information
acquisition stops at time t (i.e., t is a maximal element of M), we can prove
nothing new.

Condition (3) of Definition 7 is rather technical: it demands that the ver-
ification of #(Aι,... 9An) depends only on the verification of A\,... ,An (and
can be thought as the "subformula property" for I # ) .

Condition (4) of Definition 7 means that the validity of a formula at time
t depends on its validity at the points of time comparable with t.

Remark 3. In view of the above intuitive interpretation of Kripke models °A can
be thought as "eventually A will be true".

It seems to be reasonable and desirable for a new connective to be (weakly)
invariant. Some properties of such connectives are given by Theorems 5-7 below.
For the sake of continuity we first state these theorems and prove them after-
wards.

Theorem 5 If a connective is (weakly) invariant then it is (weakly) extensional
(cf. Definition 1).

Theorem 6
(a) If connective # is weakly invariant, then there exists a formula ψ(pι,... >pn)
in the language of I such that the propositional variables of ψarep\9...9pn and

(1) if I h φ(Al9... 9 A n ) , then Ϋ h #(Al9... 9 Λ n ) 9 and
(2) ifΫ h HAl9. ,An)9 then I h ^ ( A l 9 . . . 9An).

(b) If connective # is invariant, then there exists a formula φ(pι,... ,pn) in the
language of I such that

(1) I# h ψ(Al9... 9An) D#(Al9... 9An)9 and
(2) I # h HAl9... 9An) D π π ^ μ l 5 , . . ,An).

(i.e., invariant connectives satisfy Gabbay's "nonclassicaΓ Condition (4); cf.
Introduction.)

The following theorem gives a syntactical condition for a connective to be
invariant. (It can be considered as a "converse" of Theorem 6.)

Theorem 7 Let Ϋ denote an extension of I with a new n-ary propositional
connective #, its axioms and rules of inference. Let # have an interpretation
in Kripke models satisfying Conditions (1), (3), and (4) of Definition 7 for
which I # is complete and consistent. If there exists a formula ψ(Pi,. ..,pn)
in the language of I such that I # h ψ(Ai,... 9An) D #(Aχ9... 9An) and Ϋ h
#(AU ,An) D - i - i ^ M i , . . . 9An)9 then # satisfies Condition (2) of Defini-
tion 7.

Proof of Theorem 5: Let I # V Af = Bi9 i = 1,. . . ,n. Since I # is complete and
consistent for Kripke models, it suffices to prove that #(AΪ9... >An) =
#(BU... 9Bn) is valid in all Kripke models. Let M = <S9<9s9 V) be a Kripke
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model and for some t G S, t N # C 4 i , . . . ,An). Since I # V At s 5,-, / = 1,...,«,
for all u G 5 , w M , iff u 1= £ z , / = 1,.. . ,/ι. Therefore by Condition (3) of Def-
inition 7 (letting U = V) we conclude that t \=#(BU . . . ,Bn). Since 4̂/ and /?,-,
/ = 1,.. . n, appear symmetrically in the statement of Theorem 5, this completes
the proof of the case of weakly invariant connectives.

If # is invariant, it suffices to prove that for all Kripke models M =
<£,<,*, F> and for all t G S if t \=A{ s Bx Λ. . . Λ An = Bn Λ #(AΪ9... ,An),
then ί f= #(2? ! , . . . , £ „ ) . In view of Condition (4) of Definition 7 and Proposi-
tion 1 we may assume that t is the least element of S. Now, by Proposition 1
for all formulas C, M 1= C iff t \= C, and we can proceed as in the case of a
weakly invariant connective.

To prove Theorem 6 we need some preliminaries.

Definition 8 Let {pι\i = 1,2,... } be a fixed set of propositional variables.
A Kripke model M = (S,<9s, V) is said to belong to class Km if for all t G S,
V(t)c [pup29...,pm).

Lemma 4 Let M = (S,<,s,V) be a Kripke model. If for some m, M G Km,
then for all t G S there exists a maximal element uofM such that u> t.

Proof: We prove the lemma by induction on m:
Basis, m — 1. If there exists a u > t such that V{u) = pu then this u is

maximal, otherwise t is maximal.
Inductive step. Let M = <S,<,s , V) G K m + 1 . Define a Kripke model N =

<5,<,5, [/> by M ( 0 = V(t) - ipn+ι}, for t G 5. Obviously, N G Km. By the
inductive hypothesis, there exists a maximal element (of N) w > t. If there exists
a v > w such that pn+i G F(?;), then this v is a maximal element of M and v >
t, otherwise u is a maximal element of M and u > t.

Proof of Theorem 6: Consider a set

P = [V{t)\ there exists a Kripke model M = <S,<,s, V) such that M G KΛ,
M 1= #(/? i , . . . ,pn) and ί is a maximal element of M ) .

Since elements of P are subsets of {pu... ,pn], P is finite. Let P =

{Eu...,Em).Foτj=l,...9m define a formula φj(pu .->,Pn) by

A - u - [PittPiGEj
Ψj= J\P» where A = i

i=l l^Pi if Pi <£Ej.

Define ψ by

m

φ = \J φj (if m = 0, then ψ is "false" by definition).

We claim that ^ satisfies the conditions of Theorem 6. To prove this suppose,
by contradiction, that I # h ψ ( i 4 h . . . ,An), but I # \f #(AU... ,^4Λ). Since I #

is complete with respect to Kripke models, there exists a Kripke model M =
<5,<,5,F> such that M \r #(Au...,An). Let N = <S,<,s,£/> be a Kripke
model defined by V(t) = [Pi\t hyi Ah i — 1,...,«}, / G 5. Since # is weakly
invariant, Condition (3) of Definition 7 implies that N ^ # ( A > >>Pn)>
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By consistency of I# with respect to Kripke models, since I# h φ(Aί9...,
An), M t= φ(Au ... 9An). Hence for somey = 1,... 9m, M (= φi(Au... ,^4Π).
Thus by Condition (3) of Definition 7, N 1= Φi(p\,... ,pn). Therefore 5 is a
maximal element of N (by construction of φj(p\9... ,pn))> Condition (2) of
Definition 7 implies that N is equivalent to a Kripke model L = ([s]9 = 9s9V/{s));
i.e., for all formulas A, L V A iff N V A. Thus L (= φj(p\9... ,/?Λ) and

(1) L *#(/>!,...,/>„).

In view of definition of φj9φj(p\9... ,/?/*) 1/ ~1#(/?i,... ,/?„). Let L = <i?,<,
r, W> be a Kripke model such that L t= φj(p\9... ,/?„) and L ^ -i#(/?i,... ,/?„).
Obviously, we may assume that L E KΛ. Thus r is a maximal element of L.
Consequently, 1/ is equivalent to L. Since 1/ is a "one point" model, 1/ ^
-ι#(Pi, . . . ,/?„) implies that L r N#(pi, . . . 9pn) This contradicts (1) and proves
part (a)(l) of Theorem 6.

To prove part (a)(2) suppose that I # V #(Al9... ,An), but I# \f -τ^φ(Au

. . . ,An). Let M = <5,<,5, K> be a Kripke model such that M (/ -\-\ψ(Au...,
^4Λ). Let N be as in the proof of (1). Then N (= #(/?!,. . . ,/?„) and

(2) N b t i i 0 ( A , . . . , P Λ ) .

By Lemma 4, for all / E 5 there exists a « > / such that w is a maximal ele-
ment of M. Then for somey = 1,... ,ra, u 1= ψj(p\9... ,pΛ). This contradicts

(2) and proves part (a)(2). We remind the reader that ψ = \J Φj )

For part (b) of Theorem 6, let ^ be as above. It suffices to show that for
all Kripke models M = <S,<,s, V) and for all t E 5, t \= φ(Au... 9An) D
# ( ^ 1 , . . . , A J a n d ^ # ( ^ l 1 , . . . , ^ ) D ^ U i , . Λ ) .

In view of Condition (4) of Definition 7, we may assume that t is the least
element of S. Then we can proceed as in part (a).

Proof of Theorem 7: By Condition (3) of Definition 7, similarly to the proof
of Theorem 6, we can assume that Aι= Pi, i = 1,...,/? and that any model
under the consideration below belongs to class Kn. Moreover, by Condition (4)
of Definition 7 it suffices to consider the case in which the least point is maximal.

Now let M = <S,5,<, V) be such a model; i.e., for all t E S, V(t) =
V(s) c {pu. . .9pn}. We have to prove that M5 1= # ( A , . . .,/?„) iff M |=
#(A> ,Ai). Assume that Ms \= #(pί9... ,/?Λ). Then M5 1= ^^φ{pχ9... ,/?„).
Since M5 is a "one point" model and ^ does not contain #, M5 ¥φ(p\9... ,^«).
Therefore M 1= φ(p\9... 9pn)9 because s is a maximal element of M (and φ
does not contain #). Consequently, M t= #(pl9... ,/?Λ). Part "only if" can be
proved in a similar fashion.

The following example shows that we cannot drop out Condition (4) of
Definition 7 from the statement of Theorem 7.

Example. Consider a new intuitionistic propositional constant # with the follow-
ing interpretation in Kripke models: Let M = (S,s,<9 V) be a Kripke model,
t G S. t f= # iff any path in St (cf. Definition 2) is infinite. (This is the interpre-
tation of the second-order intuitionistic propositional logic formula -^Vp(p v
-ι/>).) Let I# consist of all formulas that are valid in every Kripke model with
the above interpretation for #. Let φ be "false". We see that # fulfills all of the
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conditions of Theorem 7 but (4), and the conclusion of Theorem 7 does not
hold.

Remark 4. We don't know whether there exists a weakly extensional connective
which is not extensional, nor whether every weakly invariant connective is exten-
sional.

4 New connectives and Gentzen systems We assume that all Gentzen sys-
tems below are consistent.

In this section we consider some extensions I # of I, where # can be de-
scribed by introduction rules in a Gentzen system. We prove that under certain
conditions imposed on a Gentzen system, I # is interpretable either in 1° (cf. Sec-
tion 2) or in intuitionistic propositional modal logic S4 (cf. [3], [10]), where an
interpretation in 1° and S4 is defined similarly to that in I 2 (cf. Remark 2).

To state the results of this section we need some notations and definitions.

Definition 9 Let # be a new «-ary connective.
Let G # denote a Gentzen system in the language of I added with # that

results from Gentzen's LJ (cf. [4], Section III) as follows:

1. A "formula" means a formula in the language of I added with #.
2. Structural rules and introduction rules for v, Λ, D, and -i are those of

LJ.
3. G # has finitely many introduction rules for #, and each of them has a

finite number of premises.
4. The rules for introducing # into an antecedent have the following form:

a set of sequents of the form Δ,Γ -• θ

#(Al9...,An)9Γ-+B

where Δ consists of some of ^4,'s, i = 1,...,«, θ is B, or one of ^4, 's
/ = 1, . . . ,Λ, or empty.

5. The rules of introducing # into a succedent have the following form:

a set of sequences of the form Δ,Γ -* θ

T-+#{Au...,An) '

where Δ consists of some of v4z 's, / = 1,...,«, θ is one of Afs i =
1,...,«, or empty.

(With a given Gentzen system G # one can associate a Hubert system I #

such that G # h Γ -> A iff Γ h* A.)
Let RG # denote the system with results from G # by imposing the follow-

ing restrictions on the set of axioms:

6. Axioms of RG # are sequents of the form A -» A, where A is an atomic
formula.

G # is said to be regular iff for any sequent Γ -+ θ such that G # h Γ -> θ ,
RG # h Γ -* θ , i.e., RG # h A -> A for all formulas A.

The idea behind the definition of G # is quite obvious: we want G # to look
exactly like LJ. Specifically, Conditions (3)-(5) are required to ensure the sub-
formula property for G # .
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Remark 5. Whereas rule D—IA of LJ does not satisfy Condition (4) of Defi-
nition 9, one can easily show that it can be changed to

D M Λ D 5 , Γ - > Θ

without affecting the set of provable sequents. It is also easy to prove that the
Cut-rule is superfluous in the resulting system.

One might have the impression that the regularity is a very strong restric-
tion imposed on a Gentzen system. Indeed, it implicitly affects the introduction
rules for #. However we shall see later (Theorem 15) that if # is weakly exten-
sional (cf. Section 1, Definition 1), then G# is regular, and vice versa: if G# is
regular, then # is weakly extensional (and even extensional, Corollary to The-
orems 8-14). For instance, systems LJ<£, LJi9 and LJ\ (cf. [1]) are not regular,
but LJ (cf. [4], Section III) and G° (cf. Section 2) are.

The following theorem (surprisingly?) shows that no new connectives can
be introduced by regular Gentzen systems.

Theorem 8 Let G# be a regular Gentzen system. Then there exists a formula
Ψ(Pι> ->Pn) in the language of I such that the propositional variables ofψ are
Pi,...,pn and

G*\--+ψ(Au...9An) = #(Al9...9An),

i.e., # is expressible by the ordinary connectives.

Theorem 9 Let G# be a Gentzen system. Then the Cut-rule is superfluous in
G#.

As in the previous section, we postpone all the proofs and proceed with the
discussion.

It follows from Theorem 8 that to obtain essentially new connectives Con-
ditions (3)-(5) of Definition 9 need to be changed. If we want a Gentzen sys-
tem to be "conventional" we cannot give up the finiteness (Condition 3 of
Definition 9) nor impose any restrictions on the formulas AΪ9... ,An in (4) and
(5). By analogy with Gentzen systems for Γ and S4 we can restrict the introduc-
tion rules for # by imposing one of the following conditions:

1. In (4) of Definition 9 either all of the formulas of Γ are of the form
#(Ci,. . , ,C n ) or Γ is empty.

2. In (5) of Definition 9 either θ is of the form #(CU... ,CΛ) or θ is
empty.

(Of course, there are other possibilities; cf. [8], say.)

Definition 10 A Gentzen system satisfying Definition 9 and Condition 1(2)
above is said to be A (S)-restricted.

The theorems below show that the connectives which can be defined by
means of restricted Gentzen systems are already known to us.

Theorem 10 Let G# be an S-restricted regular Gentzen system. Then there
exist a formula ψ(p\,... ,pn) in the language of I such that the propositional
variables of ψ are px,... ,pn and
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G«\-ψ(Au...,An)-*#(Al9...,An)and

Gth«M1,...Λ)-^^(4...Λ).

Theorem 11 Let G# be an S-restricted Gentzen system. Then the Cut-rule is
superfluous in G#.
Theorem 12 Let G# be an A-restricted Gentzen system. Then the Cut-rule
is superfluous in G#.
Theorem 13 Let G# be an A-restricted regular Gentzen system. Then G# is
interpretable in S4.
Theorem 14 Let Gn be an S-restricted regular Gentzen system. Then G # is
interpretable in G°.

A common corollary to Theorems 8-14 is as follows.

Corollary Let G# be a (A or S-) restricted Gentzen system. Then
(a) G # is decidable
(b) G # has the subformula property
(c) G # has the disjunction property
(d) G # is a conservative extension of LJ
(e) if G# is regular, then # is extensional.

Proof of Corollary: (a)-(d) follow from the superfluity of the Cut-rule for G # .
(e) follows from the fact that # is either expressible by the ordinary connectives
(cf. Theorem 8), or G # is interpretable either in G° or in S4 (cf. Theorems 13
and 14) and ° and D are extensional.

To prove Theorem 8 we need one more notation:

Definition 11 Let a sequent Γ -> θ be at a node of some deduction in G # ,
and let a formula B occur either in Γ or in θ . Such an occurrence is said to be
final, if B is not a side formula (cf. [4], 2.511) in any rule of inference applied
after Γ -* θ ; i.e., B does not explicitly take a part in any rule of inference applied
after Γ -* θ . Also we say "B is final in Γ -> θ " or "B is final", if it is understood
to which sequent we refer.

Proof of Theorem 8: Let #—/S, be a rule for introducing # into a succedent
(/ = 1,.. . , £ ) , and let {Δ^,Γ -• θΛ.}Λ=it...,/. be all its premises. Let θh. be
nonempty for Λ = 1,. . . ,Λf and be empty for A = Λ, + 1,...,//.

Define

Λ psDPt,θhi = At9h = U...9hi

Ψh(Pl>>-,Pn) = \ * v

"M Λ A ) . Λ = Λ, + 1, . . . ,//
\ΆsGAι

h I

Ψ'(PU" ,Pn) = Λ Ψh(PU" ,Pn)',
Λ = l

k

Ψ(P\,.-.,Pn) = \/ ViPu.-yPn).
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(Recall that k is the number of rules for introducing # into a succedent, and /,
is the number of premises of the /th rule #-/Sz .)

We claim that ψ(p\,... ,pn) satisfies the condition of Theorem 8.
To prove that G # h ψ(Au... 9An) -» #(Aχ9... 9An)9 it suffices to show

t h a t G # h φ i ( A u . . . 9 A n ) -• t t ( A ] 9 . . . , A n ) f o r e a c h / = l,...,k. F i r s t w e
observe that all the sequents of [AhψUAi,... 9An)-> θ Λ . } Λ = l f . . . f / . are deriv-
able in LJ, and therefore they are derivable in G # . (This fact easily follows from
the definition of ψj.) Hence the sequents [Aι

h,\l/ι(Aι,... ,An) -> ΘΛ/}Λ=1> /.
are derivable in LJ{Gn). Applying the rule #-/S/ to {A^φ^Au.!. 9An) ^
θΛ/}Λ=i....,/,. we obtain φ\Au... 9An) -> # M b . . . 9An).

To prove that G # h # ( ^ 4 i , . . . 9An) -> ψ(^4i, . . ,^4Λ) we consider a der-
ivation of #(p\9... ,pn) -+#(pι,... 9pn) in RG # (cf. (6) of Definition 9), where
Pi,...,/?« are propositional variables. We change this derivation in the follow-
ing manner: in the nodes where #(/?i, . . . ,pn) has been introduced into a succe-
dent and its occurrence in the succedent is final, we introduce ψ(p\,... ,pn)
instead of #(/?i , . . . ,pn) (using, possibly, a few logical rules and interchanges)
and continue with "the previous" derivation. Thus a derivation of # ( / ? i , . . . ,
Pn) -* ΦiPu - >Pn) results. To obtain a derivation of #(AU... ,An) -> ψ(Au

. . . ,An) in G # we substitute an axiom Aι -> Aj for /?/ -> /7, and At for /?/,/ =

To prove Theorem 9 we need some preliminaries.
Let #-IAj be a rule for introducing # into an antecedent (j = 1, . . . ,m),

and let {Ai,Γ -> θ/j}Λ = 1 )...^y be all of its premises. Let θJ

h\ = B for h = 1 , . . . ,
Λ/ and let Q{ be one of the A's for /z = hj + 1 , . . . , Λy and be empty for h =
hj + 1,.. .9gj. Define

Λ .Ps>h = 1 Λ/

. /\ psDpt9θ
J

h=At9 h = hj + \,...,hj
Φh\P\> >A?) = i /45GΔi

ΦJ(Pl,.-.,Pn) = Λ Φi(Pl'->Pn) ^ V ΦhiPu ' iPn)'
h=hj+l Λ = l

m

Φ(Pl, '.,Pn) = Λ ΦJ(Pu .,Pn)
7=1

As in the proof of Theorem 8 one can show that G # h #(v4j , . . . ,^4Λ) -•
φ ( ^ ! , . . . 9An) and G # h φ(Al9... , ^ ) -> #(AU..; ,An).

To prove Theorem 9 we first show that LJ h ψι(Pι,... ,/?„) -> Φj(P\,...,
/?„), where / = 1, . . . , A:, y = 1, . . . , AW and Pi,... 9pn are propositional variables.
We do this in a few steps.

Lemma 5 Φι(Pι, - - ,Pn) ^ Φj(P\> »P«) is provable in the classic proposi-
tional calculus.
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Proof: Were ψι(p\9... 9pn) D ΦJ(Pi>- -->Pn) n o t provable in the classic
propositional calculus we could find a substitution of "true" and "false" for
/?!,. . . 9pn which makes the implication false. This contradicts the consistency
of G#, since

ψ(Au...,An)^#(Al9...9An)and1t(Au...9An)-*φ{Au...9An)

/ k m \

a r e d e r i v a b l e i n G # f o r a l l f o r m u l a s Au ... 9An I a n d ψ=\/ψι,Φ=/\ΦJ).
„ V /=i y=i /

Recall that we did not use the regularity of G to derive the above sequents.

Lemma 6 LJ V ψ\pu... ,/?„) -> ΦJ(Pu ,Pn), where Pι,...,pn are
propositional variables.

Proof: It follows from the definition of φi and φJ that Lemma 6 is equivalent
to

(3) LJ h ψi(pu... ,/?„),... ,^.(/7i,... ,Pn),Φhj+i(Pι, . ,A,), ',ΦJ

gj(Pu
hj

...,/?„)-> V Φi(Pu- >Pn)
Λ = l

Rewriting the succedent into the conjunction normal form one can see that (3)

is equivalent to the following assertion: the sequent

(4) Ψί (/?1, . ; , A i ) , . . . , ^ ( / ? l , . . . , ^ ) , Φij + l(PU' -.,Pn)> ',ΦJ

gj(Pl, . •>

A,) - V ̂ "̂
Λ = l

where ph G AJ

h, h = 1,... ,hj, is derivable in L/.
Lemma 5 implies that (4) is derivable in LK, where LK is a Gentzen sys-

tem for the classic logic (cf. [4], Section III).
Let Π denote the antecedent of (4). If Π is inconsistent, then, definitely,

(4) is derivable in LJ. Suppose that Π is consistent. We contend that for each
formula of Π the result of the substitution of "true" for those of pi9... 9pn

which are classically derivable from Π and "false" for the others is "true".

Indeed, for no formula of Π of the form -ι ί f\ p) the result of the substitu-
V/7GΔ /

tion cannot be "false", since Π is consistent. If for some formula of Π of the
form /\ p D q all elements of Δ have been replaced by "true", then LK h Π ->

q9 and q has been replaced by "true". This proves our contention.
hί

Since LK h Π -• \J ph, for some h = 1,... ,hj,ph must be substituted by
h=\

"true". Hence, for such an /?, LK h Π ->/Λ
We claim that LJ\-H^>ph. Obviously, this claim implies that (4) is deriv-

able in LJ9 and hence proves Lemma 6.
To prove that LJ h Π -> ph it is sufficient to show that for all Kripke

models M = (S9s9<9 V)9 for dλ\t E S such that all the formulas of Π are valid
at t9p

h E V(t). It easily follows from the structure of the formulas of Π: /\ p9

"" ( Λ P) o r Λ P D # > t n a t if a formula of Π is valid at t9 then it is valid in a
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model for the classic propositional logic that assigns "true" forp iff p E V{t).
Since LK h Π ->ph, ph E V(t). This proves the claim and completes the proof
of Lemma 6.

Since G# is an "extension" of LJ and the Cut-rule is superfluous in LJ (cf.
[4]), we immediately obtain the following corollary:

Corollary For all formulas AΪ9... 9An in the language of I added with #,

there is Cut-free derivation of ψ'iAi,. . . 9An) -» φj{AΪ9... ,An) in G # , / =

\9...9k9j = 1 , . . . ,ra.

Proof of Theorem 9: As in the case of LJ we prove the Cut-elimination the-
orem not by showing directly that the Cut-rule is redundant, but that an equiv-
alent rule Mix (cf. [4], Section III, §3) can be eliminated. The structure of the
proof is the same as that for LJ (cf. [4]) with the following modification:
whereas the proof for LJ consists of inductions on the rank p and degree y of
the given derivation, we use the induction on p, γ, and v, the number of occur-
rences of # in the mix-formula. (Here y is the number of connectives occurring
in the mix-formula, and p is the sum of the left and right ranks. These two terms
are defined as follows: The left (right) rank is the largest number of consecu-
tive sequents in a path so that the lowest of these sequents is the left (right) hand
upper sequent of the mix and each of the sequents contains the mix-formula in
the succedent (antecedent).)

Most of the argument is unaltered; we need only consider the cases in which
the last introduction rules before the Mix to be eliminated are ft—IS and #—IA.
The case of p > 2 can be treated similarly to the cases of the ordinary connec-
tives (cf. [4], Section III, §3, 3.121.23, and 3.122).

Suppose that p = 2 and the inference is of the form:

Γ^iHAu... 9An) ' HAU . . . A ) , Γ 2 -> B j

 M i χ

Γi,Γ2-*fi

This is replaced by Derivation 1, shown on p. 326. (Notice that ΓΊ -• ψι(Au

. .. ,An) and φJ(Au. .. 9An)9 Γ2 -> B are derivable without Mix-rules from

{Δ{>,Γ1->θΛ|}Λ=lf... f//and [H,Γ2-+Hh=ι,...,gj respectively.)
The above replacement reduces ^ by 1. The case of v = 0 is exactly that of

[4]. This completes the proof of Theorem 9.

Remark 6. A more detailed analysis of the proof shows that if G# is regular,
then G# without the Cut-rule is also regular. Indeed, the axioms of the form
Ai-+Ai9 / = 1 , . . . ,Λ, required to derive \p'(Au.. ,9An)-+φί(Au.. .,An), are

eliminated in the subcase of p = 2 in which the left-hand upper sequent of the
Mix is an axiom (cf. [4], Section III, §3, 3.111).

Proof of Theorem 10: Let φ(pu... ,pn) be the same as in the proof of The-
orem 8. Exactly the same argument shows that G# h φ(Aχ9. .. 9An) -•
#(Aλ9... ,An). In order to prove that G# f- (Au... 9An) -* -i-ιψ(Aι9. >An)
we proceed as follows.
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Consider a derivation of # ( A > ,Pn) -+ #(Pu >A*)> wherep u . . . ,/?„
are propositional variables (such a derivation exists because G# is regular) and
change it in the following manner:

The derivation of #(/?i,... ,pn) -+ # ( A , >Pn):

The derivation of # ( A , . . . ,/?Λ) -• -i- ( A , . . . ,/?Λ):

-tψ(Pl,...,Pn)>Γ ->

-iψ(Pl,...,Pn), #(Pl, ,Pn)-> _ _ π / s

#(Pl, ",Pn)-+-*ι-iΨ(P\>' '>Pn)

If we substitute an axiom At -> At for A -*A> / = 1 , . . . , Λ in the above deriva-
tion, the derivation of #(^4i,. . . ,An) -• -i-i^04i, . . . ,>4Π) results.

Proof of Theorem 11: Similarly to the proof of Theorem 10 one can show that
G# \-φ(Al9...,An)^#{Au...,An) and G# \Ίt{Al9.. .,An) -^ π π ψ μ , ,
. . . ,^4Λ) where φ is as in the proof of Theorem 9. Hence G# \-ψ(Aι,... ,An) ->
—i —iφ(^l!,... ,An) and by Lemmas 5 and 6 LJ h Ψ M i , . . . ,^4Λ) ->• Φ(^4i,.. ,

^4Λ). Thus to prove that the Mix-rule can be eliminated in G# we can proceed
exactly as in the proof of Theorem 9 for the case of p = 2. However we must
also consider the case p > 2, since the following situation may occur:

i M i Λ),Γi->W i»J Γ2 -> C M i χ

Here we cannot first apply the Mix-rule and then after that introduce
#(Aχ,... ,An) into the antecedent, because C is not necessarily of the form #.
But we don't have to do this because we actually apply the Mix-rule when p =
2; i.e., at the node where #(2?i,... ,Bn) is introduced into an antecedent (cf.
[4], Section III, §3, 3.12). At this node the succedent is either of the form # or
empty, and it is possible to introduce #(AΪ9... 9An) into the antecedent.

Proof of Theorem 12: Let φ and ψ be as above. If we can prove that LJ h
φ(Aι9... ,An) -• φ(Aι,... 9An), then we proceed exactly as in the proof of
Theorem 11. Since G# is consistent, in view of Lemmas 5 and 6 it is enough to
show that for each substitution of "true" and "false" for A{,... 9An9 G# \-ψ->
φ, where p denotes the result of such a substitution into a formula p.

If φ is "false", then, definitely, G# h φ -> φ.
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Otherwise, for some / = 1,. . . ,/r, φι must be "true". Since ψι has no dis-
junctions, all the premises of #—75/ with the same substitution for Ax,... ,An

and empty Γ are derivable in LJ (and hence in G # ) . Therefore G # h-» #. Sim-
ilarly to the proof of Theorem 8, one can show that G # h #(Aχ,... >An) -•
Φ(Aι,... ,An). Hence G # h-> </>. This completes the proof.

To prove that ^4(S)-restricted Gentzen systems are interpretable in S4(G°)
we need one more definition.

Definition 12 Let G# be a (A or 5-restricted) regular Gentzen system, and
let D be some fixed derivation of # ( A > ,pn) -» # ( A > . . . ,pn) in RG # , where
A , . . . »Ai a r e propositional variables. All rules of inference for # used in D
(and only them) are called essential.

Lemma 7 Let formulas ψ' and φ' be defined as formulas ψ and φ, but only
from essential rules of inference. IfGn is a (A or S-restricted) regular Gentzen
system, then G # h -> ψ Ξ= ψ' Λ 0 = φ'.

Proof: (i) If G # is a regular Gentzen system, then, as in the proof of Theorem
8, one can show that G # h -> ψ'(Au... ,An) = #{Ai9.. .,An) and G # h -•
Φ'(Aι,... ,An) = #(Aχ9... ,An). An application of the Cut-rule completes the
proof of this case.

(ii) If G # is an A or S-restricted regular Gentzen system, consider a Gentzen
system G # obtained from G # by removing A or 5-restrictions, respectively.
Since the Cut-rule is superfluous in G # ,G # is consistent, and the proof follows
from (i).

Corollary 1 Let G# be an S-restricted regular Gentzen system. If a sequent
is derivable in G # , then there exists a derivation of this sequent in which every
rule for introducing # into a succedent is essential.

Proof: Given a derivation in G # we change it as follows: in all nodes where #
has been introduced into the succedent by a nonessential rule of inference:

{Aι

h9T -» θhj}h=l,...,ht u_jS

Γ->1f(Aι,...,An)

we replace a derivation of the sequents at these nodes by Derivation 2 (shown
on p. 326).

Corollary 2 Let G# be an A-restricted regular Gentzen system. Then either
G # h -> -«#C4i,. . . ,An) or there is only one essential rule for introducing #
into a succedent, and if a sequent is derivable in G # , then there exists a deriva-
tion of this sequent in which every rule for introducing # into a succedent is
essential.

Proof: Let D be as in Definition 12. Then either G # V # ( A > >Pn) "N a n d

# ( A , . . . 5Pn) -* #(A» >Pn) has been obtained by Thinning, or the last oper-
ational rule of D is #—75.

In the first case G # h -> -i#(>4 l f . . . ,An), and in the second case there is
only one essential rule for introducing # into a succedent, and we have to show
that if all the sequents of {Δ^,Γ -» θhi]h=ιt...ji

 a r e derivable in G # , then Γ -+
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#(Aι,... 9An) is derivable when the only rule for introducing # into a succedent
is the essential rule.

As in the proof of Corollary 1 one can show that G # h Γ -» φ'(A{,...,
An). Since there is only one essential rule, φ' does not contain v. Hence all the
premises of this rule are derivable in G # and we can apply this rule to derive
T-+1t(Al9...9An).

Proof of Theorem 13: We claim that G # is interpretable in S4 with the follow-
ing translation:

1. t(A) = A9 if A is an atomic formula
2. t(Aι ®A2) = t(A{) (x) t(A2), where® is Λ, v or D; t(-ιA) = -it(A)
3. t(1t(Au...,An)) = D f U M O /(>!„)).

If G # h-> -i#(AΪ9... ,An), there is nothing to prove, otherwise let Γ -• θ
be a sequent in the language of G # . We shall prove by induction on the num-
ber of steps in derivations in G # and S4 that G # f- Γ -> θ iff S4 h t(T) -> t(θ).

Part "only if" is obvious, since given any introduction rule for #, we can
first introduce φ and then, by Lemma 7 (using the Cut-rule), obtain φ'. After
that we can introduce D.

To prove part "if" it suffices to show that the following two rules of inferΓ

ence are admissible in G # (i.e., do not affect the set of derivable sequents):

Γ - + 0 (Au...9An) ^ w h e r e a U t h e f o r m u l a s Q f Γ a r e Q f t h e f o r m # >

T-+#(AU.. .9An)

and

φ'(Al9...,An),Γ-+θ

#(Al9...,An),T-+θ'

The admissibility of the first rule easily follows from the proof of Corollary 2
to Lemma 7.

To prove that the second rule is admissible, assume that G # h φ'{Ai9...,
An),T -* θ . Then, by Lemma 7, G # h φ\AXi... ,An),Γ -• θ , / = 1,.. ,,k.
Now in a derivation of φ'(Aι,... ,An), Γ -• θ , in the nodes where φι{Au . . . ,
An) has been finally introduced into the antecedent, we can use the same
premises to derive all the premises of #-IAh and introduce # ( A i 9 . . . ,An) in-
stead of φι(Au . . . 9An). Then we can proceed with the "previous" derivation.

Proof of Theorem 14: If none of the essential rules of inference for introduc-
ing # into an antecedent results in a sequent with a nonempty succedent, then,
obviously,

G # h ^ φ'{Au . . . 9An) = Ί i φ 7 ^ ! , . . ,An)

and, by Theorem 10 and Lemma 7, # is expressible by the ordinary connectives.
Assume now that there exist essential rules of inference for introducing #

into an antecedent which result in a sequent with a nonempty succedent (that
must be of the form #).

We contend that the following rule for introducing # into an antecedent is
admissible in G # :
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ft IΛ ^Λiv ''' >Aih>τ-*®\ in D some # - / 5 results Ay - ,Pih-+#(Pu ,Aι)}
#(Au...,An),T-+θ

where θ is either of the form # or empty.
Indeed, #—IA can be obtained by the following transformation of D:

1. For each axiom pt -• ph i = 1, . . . , n take At -• At and introduce Γ into
the antecedent of At> -+ Ai by thinnings and interchanges. After that
substitute Ai9T -> At for the axiom pt -*/?/, i = 1, . . . ,n.

2. "Cut off" all the branches of D which end with introducing # into a
succedent and substitute there an appropriate premise of #—IA. (Since
D is cut-free and it is impossible to introduce # into an antecedent before
introducing it into the succedent, there exists such a premise.)

3. Proceed further as in D substituting Aj for /?/,/ = 1,... ,n.

Obviously, a derivation of #(A\9... ,An), Γ -> θ results.
Let φ(pι,... ,pn) be defined as φ(p\9... ,pn), but only from the premises of
#—IA. Similarly to the proof of Lemma 7 it can be shown that

(5) G# h-+φ(Al9... ,An) s φ(Al9... ,An).

We claim that G # is interpretable in G° under the following transforma-
tion t:

1. t(A) = A, if A is an atomic formula
2. t(Aι(g)A2) = t(Aι)<g>t(A2), where® is Λ, v, or D; f(τ/4) = -^t(A)
3. t(HΛu... ,An)) = 4(t(Ax),.. .,t(An)).

Using (5) we can proceed as in the proof of Theorem 13. Obviously, if
G # h Γ -* θ , then G ° h ί ( Γ ) - > ( θ ) . T o prove the converse we use induction
on the number of steps in a derivation in G°. The only nontrivial step of this
induction is to show that the following rule of inference is admissible in G # :

φ(Au...,An)9Γ-+θ

1t(Al9...,An),T^Θ'

where θ is of the form # or empty.
Since φ contains neither D nor -i, if G # h Φ(AΪ9... 9An), Γ -> θ , then all

the premises of #-IA are derivable in G # . Hence G # h 1t(Au... 9An)9 Γ -• θ .

Finally, we establish one more property of weakly extensional connectives.

Theorem 15 Let G# be an (A- or S-restricted) Gentzen system. If it is weakly
extensional, then G# is regular.

Proof: We shall prove by induction on the number of connectives of a formula
A that A -• A is derivable in G # from the axioms {p -*p\p is a propositional
variable}. The only interesting case is that in which A is of the form #(A\9

... ,An). Obviously, we may assume that AΪ9... >An are atomic formulas; i.e.,
Aγ = / ? ! , . . . 9An — pn (cf. the end of the proof of Theorem 8).

Since # is weakly extensional and G # Vp\ = P\ t\p\,

G # h # ( A ΛPuP2> ->Pn)-+#(Pl> - >Pn)-
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By Theorems 9, 11, and 12 there is a Cut-free derivation of #{px Apu p2, .,
Pn) -> #(A>/?2> >Pn) in G # . This Cut-free derivation can be transformed to
a derivation of #(pu . . . ,pn) -> #(P\,... ,pn) by ignoring introducing px Λpi
in the appropriate nodes. Obviously, each axiom in the last derivation is of the
form/?/->/?/, / = 1,...,/?.

REFERENCES

[1] Bowen, K.A., "An extension of the intuitionistic propositional calculus," Indaga-
tiones Mathematicae, vol. 33 (1971), pp. 287-294.

[2] Gabbay, D. M., "On some new intuitionistic propositional connectives, I," Studia
Logica, vol. 36 (1977), pp. 127-139.

[3] Gabbay, D. M., Semantical Investigations in Heyting's Intuitionistic Logic, D.
Reidel, Dordrecht, Holland, 1981.

[4] Gentzen, G., "Investigations into logical deduction," pp. 68-131 in The Collected
Papers of Gerhard Gentzen, ed. M. E. Szabo, North-Holland, Amsterdam, 1969.

[5] de Jongh, D. H. J., "The maximality of intuitionistic predicate calculus with
respect to Heyting's arithmetic" (abstract), The Journal of Symbolic Logic, vol. 35
(1970), p. 606.

[6] Kripke, S., "Semantical analysis of intuitionistic logic I," pp. 92-130 in Formal
Systems and Recursive Functions, ed. J. N. Crossley and M. A. E. Dumette,
North-Holland, Amsterdam, 1962.

[7] McCullough, D. P., "Logical connectives of intuitionistic propositional logic," The
Journal of Symbolic Logic, vol. 36 (1971), pp. 15-20.

[8] Matsomoto, K. and M. Ohnishi, "Gentzen method in modal calculi," Osaka Math-
ematical Journal, vol. 9 (1957), pp. 113-130.

[9] Plotkin, G. and C. Stirling, "A framework for intuitionistic modal logics"
(extended abstract), pp. 399-406 in Proceedings of the 1986 Conference on The-
oretical Aspects of Reasoning about Knowledge, ed. J. Y. Halpern, Morgan Kauf-
man, 1986.

[10] Schutte, K., Vollstάndige Systeme modaler und intuitionistischer Logik, Springer-
Verlag, Berlin, 1968.

[11] Smorinski, C. A., "Applications of Kripke models," pp. 324-389 in Metamathe-
matical Investigations of Intuitionistic Arithmetic and Analysis, ed. A. S. Troel-
stra, Springer-Verlag, Berlin, 1973.

[12] Solovay, R. M., "Provability interpretation of modal logic," Israel Journal of
Mathematics, vol. 25 (1976), pp. 287-304.

[13] Thomason, R. H., "On the strong semantical completeness of the intuitionistic
predicate calculus," The Journal of Symbolic Logic, vol. 33 (1968), pp. 1-7.

Department of Computer Science
Technion-Israel Institute of Technology
Haifa 32000, Israel




