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On Partial and Paraconsistent Logics

REINHARD MUSKENS

Abstract In this paper we consider the theory of predicate logics in which the
principle of bivalence or the principle of noncontradiction or both fail. Such
logics are partial or paraconsistent or both. We consider sequent calculi for
these logics and prove model existence. ForL4, the most general logic under
consideration, we also prove a version of the Craig-Lyndon Interpolation The-
orem. The paper shows that many techniques used for classical predicate logic
generalize to partial and paraconsistent logics once the right setup is chosen.
Our logicL4 has a semantics that also underlies Belnap’s logic and is related to
the logic of bilattices.L4 is in focus most of the time, but it is also shown how
results obtained forL4 can be transferred to several variants.

1 Introduction The principle of bivalence states that a sentence is either true or
false; the principle of noncontradiction says that no sentence is both true and false.
These two principles have been part and parcel of all standard formulations of logic
since the subject began with Aristotle. But they need not be accepted and in fact if
one of them is rejected (or if both are) we get a straightforward generalization of clas-
sical logic. Allowing the possibility that a sentence is neither true nor false yields a
partial logic (see, e.g., Cleave [9], Blamey [5], Langholm [21]) and allowing sen-
tences to be both true and false leads to a paraconsistent logic. The possibility of
having partiality and paraconsistency at the same time is exemplified in Belnap [4].
Partial and paraconsistent logics have applications in database theory (see the mo-
tivation given in [4]), in treatments of the Liar paradox (see, e.g., Woodruff [30],
Visser [29]), in knowledge representation (Thijsse [28], Jaspars [19]), in logic pro-
gramming (Fitting [13], Bochman [6]), and in natural language semantics (see Bar-
wise and Perry [3], Muskens [23], [24]). Apart from such applications there is another
motivation to study them which derives from an interest in classical logic: how much
of the latter’s metatheory rests on bivalence and noncontradiction and how much re-
mains if these principles are removed?

In this paper we shall consider predicate logics in which bivalence or noncon-
tradiction or both fail. Our prime example will be the logicL4, a partial and para-
consistent predicate logic based on [4]. For this logic we shall give a simple Gentzen
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sequent calculus and prove model existence (with useful corollaries such as complete-
ness, compactness, and the Löwenheim-Skolem theorem) and Craig interpolation.

There will be logics other thanL4 which we shall also consider briefly. Most of
our methods are in fact independent from the way in which certain basic choices for
setting up partial or paraconsistent logics are resolved. One such basic choice con-
cerns the notion ofconsequence. In classical logic a set of premises� entails a set of
conclusions� if and only if in each model in which allγ ∈ � are true someδ ∈ � is
true. The same definition can be used for a partial or paraconsistent logic and in this
case one obtains a notion|=tr, transmission of truth. In classical systems this is indis-
tinguishable fromtransmission of nonfalsity: We can define� |=n f � to hold if and
only if someδ ∈ � is not false in each model in which noγ ∈ � is false or, conversely,
if and only if someγ ∈ � is false whenever allδ ∈ � are. A basic fact about the logics
under consideration is that transmission of truth and transmission of nonfalsity in gen-
eral are not equivalent. For example, if we have logical constants (zero-place connec-
tives)t andb, with t denoting the proposition that is always true and never false and
b the proposition that is always both true and false, we havet |=tr b but nott |=n f b.
Note that we needed the nonclassical connectiveb for this example; it is well known
that |=tr and|=n f are identical on formulas with only the classicalt,¬,∧,∨,∀, and
∃ (given the interpretations for these connectives considered below).

Which notion is the “right” notion of validity,|=tr or |=n f ? InL4 neither of these
notions is taken, but the choice is resolved by requiring transmission of truth as well as
nonfalsity. The relation of entailment is defined by letting� |= � if and only if� |=tr

� and� |=n f �. Thus, while|=tr and|=n f are duals in an obvious sense, the notion
|= will be its own dual. This, we feel, is a strong argument in its favor. The choice for
a“double-barreled” notion of consequence was also taken in [4], [5], and [24], but in
the literature we find instantiations of the other possibilities as well. In [9], [21], [28],
[19], and [6], for example,|=tr is taken to be the basic notion of consequence, as it is in
Hähnle [17] and Baaz, Ferm̈uller, and Zach [2]. In Holden [18], on the other hand, we
find its dual|=n f . The results in this paper generalize over such variations in a simple
way. As will be explained in some detail below, our basic notion will be|=; but extra
structural elements �↽ and �⇀ can be present in our Gentzen sequents. Addition of
�↽ (but not �⇀) leads to the notion|=tr, while adding�⇀ (but not �↽) leads to|=n f .
The presence of�↽ means that transmission of falsity from conclusions to premises
need not obtain while the presence of�⇀ signals that there need be no transmission
of truth.

The double-barreled notion of consequence distinguishesL4 from the approach
taken in the tradition ofmany-valued logics (see, e.g., Schröter [26], Rousseau [25],
Carnielli [7], [8], [2], and [17], and Zach [31]). Such logics are standardly associated
with a setN of truth values and a setD ⊆ N of designated truth values. A sentence
ϕ follows from a set of sentences� in this approach if and only ifϕ evaluates to an
element ofD in every model in which eachγ ∈ � evaluates to an element ofD. |=tr

and|=n f easily fit within this scheme, as will be seen below, but|= is an animal of
a different kind. Properties of|= cannot always be reduced to properties of|=tr and
|=n f .

It is well known that partial and paraconsistent logics can usually be embedded
into classical logic. Such embeddings (see Feferman [12], Gilmore [15], [21], and
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[24]) give useful abstract information about the embedded logic, but for more con-
crete information direct methods are necessary. For instance, [24] observes that for
L4, the compactness theorem, the Löwenheim-Skolem theorem, and the recursive ax-
iomatizability of |= all follow from a simple embedding into predicate logic and the
corresponding theorems there. But this method of translation does not give a concrete
axiomatization and cannot be used to obtain Interpolation.

Apart from their technical use, embeddings of partial and paraconsistent logics
into the classical system give some intuitive guidance. The existence of such embed-
dings strongly suggests that many proofs for the classical theory will generalize to
cases where bivalence or noncontradiction are not assumed to hold. One purpose of
this paper, next to simply providing concrete syntactic characterizations of the conse-
quence relation for various useful logics and studying properties of this consequence
relation, is to show that this is indeed the case. The reader, therefore, should not be
disappointed if our proofs turn out to be generalizations of similar proofs for the clas-
sical theory. Fascinating as partial and paraconsistent logics are, many of their prop-
erties can be studied with the same arsenal of methods that is used for the classical
case.

The proof system in this paper will stay close to the sequent format introduced
in Langholm [22]. For reasons that will be discussed below, Langholm’s sequents are
set up as ‘quadrants’, withfour structural positions instead of the usual two (left and
right). We found that this format helped to formulate Gentzen rules in a very concise
way.

Our axiomatization of theL4 consequence relation with the help of Langholm’s
quadrants and the two structural elements�↽ and �⇀ may seem strange at a first en-
counter. Is not a Gentzen calculus which depends on such unusual devices simply a
“hack”? One way to test the quality of a calculus is to see whether it admits of Inter-
polation and indeed we shall find that a version of the Craig-Lyndon theorem can be
proved in a very straightforward way. The result here should well be distinguished
from the result in Langholm [21], where Interpolation is proved for a partial, but not
paraconsistent, logic based on|=tr. On the one hand, we have not been able to extend
our interpolation result for|= to three-valued logics. On the other, [21] remarks that
although|= “is perhaps a more worthy counterpart to the classical consequence rela-
tion,” an interpolation theorem for this notion “does not seem to be as easily obtained
as the interpolation theorem for|=3” (the partial but not paraconsistent version of our
|=tr). Langholm tends to emphasize the difference between partial logic and classical
logic, arguing that the resemblances that people have noted between the two extend
only to concepts (such as|=tr and|=n f ) that concern only the truth or only the fal-
sity behavior of sentences, while “the picture becomes considerably more complex
when questions concerning the interaction between the two are brought into focus.”
If the results in this paper are right, such conclusions are at least not warranted for
four-valued logics.

The setup of the rest of the paper will be as follows. In the next section we re-
call what happens when the classical connection between truth and falsity is given
up: under reasonable assumptions we then arrive at the bilatticeFOUR which was
introduced in Belnap [4]. Section3describes the truth definition forL4 and shows the
functional completeness of its basic set of connectives. Section4 discusses semantic
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Figure 1: The bilatticeFOUR

consequence and introduces sequents, and Section5 gives a sequent calculus. The
completeness proof for this calculus is given in Section6 via model existence. Sec-
tion 7 discusses ways to base our logic on three instead of four values, and the logic’s
interpolation theorem is proved in Section8. A last section gives conclusions.

2 The elements of FOUR Let us introduce the basic notions that lead to the logic
L4. If we give up both bivalence and noncontradiction, that is, if we sever the clas-
sical relation between truth and falsity completely, we arrive at Belnap’s four values
true and not false, false and not true, both true and false, andneither true nor false
(see [4]). These we shall abbreviate ast, f, b, andn, respectively. The first two of
these values correspond to the classical possibilities; the third represents contradict-
ing information; and the fourth no information at all. If we order4 = {t, f, b, n} ac-
cording to the information content of its elements, we arrive at the lattice ordering≤k

depicted in Figure1. If we order the same elements with respect to their degrees of
truth and nonfalsity, we get the lattice ordering≤t. The structure〈4,≤k〉 was called
anapproximation lattice in [4], whereas〈4,≤t〉 was called alogical lattice.

Given that formulasϕ andψ take their values in4, how can we compute values
for ¬ϕ, ϕ ∧ ψ, ϕ ∨ ψ? This can be answered in a very simple way by separating
conditions for truth and conditions for falsity (see, e.g., Dunn [11]):

1. ¬ϕ is true if and only ifϕ is false,
¬ϕ is false if and only ifϕ is true;

2. ϕ ∧ ψ is true if and only ifϕ is true andψ is true,
ϕ ∧ ψ is false if and only ifϕ is false orψ is false;

3. ϕ ∨ ψ is true if and only ifϕ is true orψ is true,
ϕ ∨ ψ is false if and only ifϕ is false andψ is false.

So, for example, ifϕ receives the valuen (neither true nor false) andψ gets the value
t (true and not false), thenϕ ∧ ψ is evaluated asn: ϕ ∧ ψ is not true sinceϕ is not
true and it is not false since neitherϕ norψ is false. Reasoning similarly in all other
cases we arrive at the following tables.

∧ t f n b ∨ t f n b ¬
t t f n b t t t t t t f
f f f f f f t f n b f t
n n f n f n t n n t n n
b b f f b b t b t b b b
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It is easily seen that∧ is meet and∨ is join in the lattice〈4,≤t〉. Note that the Strong
Kleene truth tables are obtained if we restrict∧, ∨, and¬ to {t, f, n} or to {t, f, b}. In
fact, restricting values to{t, f, n} corresponds to accepting noncontradiction but not
bivalence, while restricting to{t, f, b} corresponds to accepting bivalence but leaving
open the possibility of paraconsistency. In Section7 we shall show how the results
from this paper can easily be adapted to logics that are either partial or paraconsistent,
but not both.

The structureFOUR = 〈4,≤t,≤k,¬〉 is a prime example of what Ginzburg [16]
has called abilattice. For the general notion of a bilattice see [16] or one of Fitting’s
papers on the subject (e.g., Fitting [13]). Here we shall content ourselves with con-
sidering predicate logics in which formulas can have their values only in4.

⊗ t f n b ⊕ t f n b −
t t n n t t t b t b t t
f n f n f f b f f b f f
n n n n n n t f n b n b
b t f n b b b b b b b n

The truth functions∧,∨, and¬ areclassical in the sense that they always yield a
value in{t, f} when given arguments from{t, f}. The zero-place functionst andf are
also classical in this sense, of course. Composition of classical functions can only
give new classical functions and so it is clear that{∧,∨,¬, t, f} cannot be function-
ally complete on4. In fact many new interesting operators can be investigated once
the classical connections between truth and falsity have been severed. For example,
one can introduce connectives⊗ and⊕, with truth tables as above, into the logical
language. These connectives (called “consensus” and “gullibility” in the literature on
bilattices) correspond to meet and join in the approximation lattice〈4,≤k〉, while −,
conflation, does on〈4,≤k〉 what negation does on〈4,≤t〉. As was shown in [24] the
set{⊗,∧,¬,−} is in fact functionally complete.

SinceL4 is based on the bilatticeFOUR there is a clear relation between this
logic and what Arieli and Avron [1] have calledbilattice logics. But there is also an
important difference betweenL4 and the system presented in [1], as the latter’s con-
sequence relation is a certain generalization of|=tr adequate for arbitrary bilattices.
Our preferred notion of consequence is|=, which directly reflects≤t. (Another dif-
ference is our restriction toFOUR, of course.) In Section5below we shall give more
information about the difference between our setup and Arieli and Avron’s.

3 Satisfaction and functional completeness Having described the basic domain of
truth values forL4 we may proceed with defining the syntax and semantics of the
logic. The syntax is defined in the usual way with the help of function and relation
symbols in some countable languageL , acountable set of variables, and the logical
operators{n,≈,¬,−,∧,∀}. Of the latter, we have metn,¬,−, and∧ already;≈
is identity and∀ is universal quantification. The usual definitions offree andbound
variables,sentences, and so on, obtain.Constants are zero-place function symbols.
We write [t1/x1, . . . , tn/xn]ϕ for the simultaneous substitution oft1 for x1 and· · · and
tn for xn in ϕ. The function [t1/x1, . . . , tn/xn] is called asubstitution. ϕ is asubstitu-
tion instance of ψ if ϕ = σψ for some substitutionσ. A model is a pair〈D,I 〉 where
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D �= ∅ andI is a function with domainL such thatI ( f ) is ann-ary function onD if
f ∈ L is ann-ary function symbol andI (R) is apair of n-ary relations onD if R ∈ L
is ann-ary relation symbol. We denote the first element of this pair asI +(R), the sec-
ond element asI −(R). Assignments and the notationa x1

d1
· · · xn

dn
for assignments are

defined as usual. The value of a termt in a modelM under an assignmenta is written
as [[t]]M ,a, or [[t]]M if t is closed.

Definition 3.1 Wedefine the three-place relationsM |= ϕ[a] (formulaϕ is true in
modelM under assignmenta) andM =| ϕ[a] (ϕ is false in M undera) as follows.

1. M �|= n[a],
M �=| n[a];

2. M |= Rt1 . . . tn[a] ⇐⇒ 〈[[ t1]]M ,a, . . . , [[ tn]]M ,a〉 ∈ I +(R),
M =| Rt1 . . . tn[a] ⇐⇒ 〈[[ t1]]M ,a, . . . , [[ tn]]M ,a〉 ∈ I −(R);

3. M |= t1 ≈ t2[a] ⇐⇒ [[ t1]]M ,a = [[ t2]]M ,a,
M =| t1 ≈ t2[a] ⇐⇒ [[ t1]]M ,a �= [[ t2]]M ,a;

4. M |= ¬ϕ[a] ⇐⇒ M =| ϕ[a],
M =| ¬ϕ[a] ⇐⇒ M |= ϕ[a];

5. M |= −ϕ[a] ⇐⇒ M �=| ϕ[a],
M =| −ϕ[a] ⇐⇒ M �|= ϕ[a];

6. M |= ϕ ∧ ψ[a] ⇐⇒ M |= ϕ[a] & M |= ψ[a],
M =| ϕ ∧ ψ[a] ⇐⇒ M =| ϕ[a] or M =| ψ[a];

7. M |= ∀x ϕ[a] ⇐⇒ M |= ϕ[ax
d] for all d ∈ D ,

M =| ∀x ϕ[a] ⇐⇒ M =| ϕ[ax
d] for somed ∈ D .

We write M |= ϕ (M =| ϕ) if ϕ is a sentence andM |= ϕ[a] (M =| ϕ[a]) for some
a.

Definition3.1uses the format of assigning truth conditions and falsity conditions
separately, as discussed in the previous section. Alternatively, we can let formulas
take their values directly in4 by letting

[[ϕ]]M ,a = t iff M |= ϕ[a] andM �=| ϕ[a],
[[ϕ]]M ,a = f iff M �|= ϕ[a] andM =| ϕ[a],
[[ϕ]]M ,a = n iff M �|= ϕ[a] andM �=| ϕ[a],
[[ϕ]]M ,a = b iff M |= ϕ[a] andM =| ϕ[a].

Again we suppress superscripts where this may be done. It is easily verified that the
connectivesn, ¬, −, and∧ have a semantics as discussed in the previous section
under this interpretation. The semantics of∀ is just what one would expect and bears
the usual relation to that of∧. Note that

[[∀xϕ]]M ,a =
∧
d∈D

[[ϕ]]M ,ax
d ,

where
∧

denotes arbitrary meet in〈4,≤t〉. This leaves it for us to motivate the seman-
tics of ≈ for which we need a short digression. One common way (see [4]) to moti-
vate logics in which truth and nonfalsity are not the same concept is to point out the



358 REINHARD MUSKENS

existence of situations in which there is some form of distributed but fallible knowl-
edge. Suppose we have a database which can be updated by more than one employee.
Then it may occur that Tim enters thatp, while Tom enters¬p. If the reasoning sys-
tem that comes with the database is based on classical logic this means that all future
questions posed to the system will be answered with ‘yes’. A partial or paraconsis-
tent logic can avoid this, for, as we shall see shortly,p,¬p |= q does not hold in such
systems.

But this motivation does not preclude the possibility that the reasoning system
decides forsome sentences that they must take their values in{t, f}. For example,
whatever information there is in the database system, it makes little sense for the com-
puter to have doubts about statements it can decide itself, such as, say, 27+ 45≈ 73.
The fact thatsome knowledge is distributed does not mean thatall knowledge must
be treated as such by the reasoning system.

For arbitrary formulasϕ it is possible to state that the formula is true and not
false by statingt → ϕ (wheret abbreviates¬(−n ∧ n) and→ is as below). We may
imagine that an automated system which has expertise in a certain field simply asserts
t → ϕ for certainϕ and overrules all employee attempts of entering potentially con-
flicting information. For identity statements it seems that bivalence is even the only
possibility, provided that we wish to preserve two properties: (a) self-identity and
(b) replacement of equals by equals. No respectable notion of identity can do with-
out these. Suppose that some statementt1 ≈ t2 could be both true and false. Then
¬t1 ≈ t2 would also be both true and false. Given the definition of|=, self-identity,
the property that|= t1 ≈ t1, requires thatt1 ≈ t1 is true and not false and hence that
¬t1 ≈ t1 is false and not true. Note thatt1 ≈ t2,¬t1 ≈ t2 |= ¬t1 ≈ t1 is an instance
of replacing equals by equals. But now we have a valid sequent with two premises
which are both true (and false) but a conclusion which is not true. Contradiction. The
assumption thatt1 ≈ t2 could be neither true nor false is dealt with in a similar way.
In that caset1 ≈ t2,¬t1 ≈ t2 |= ¬t1 ≈ t1 has a false conclusion but no false premises.
Again this is a contradiction. It follows thatt1 ≈ t2 must be bivalent and hence that
the semantics as it is given is the only reasonable one.

Wecan introduce more connectives by means of abbreviation.

Definition 3.2 (Abbreviations) Write

ϕ ⊗ ψ for (ϕ ∧ ψ) ∨ ((ϕ ∨ ψ) ∧ n)

ϕ ⊕ ϕ for (ϕ ∧ ψ) ∨ ((ϕ ∨ ψ) ∧ −n)

ϕ → ψ for (¬ϕ ∨ −ψ) ∧ (¬ − ϕ ∨ ψ).

It is not difficult to check that⊗ and⊕ denote meet and join in the approximation
lattice. The connective→ is related to≤t, for we have that

[[ϕ → ψ]]M ,a = t iff [[ ϕ]]M ,a ≤t [[ψ]]M ,a,

[[ϕ → ψ]]M ,a = f iff [[ ϕ]]M ,a �≤t [[ψ]]M ,a .

Suitable definitions off, b, ∨, and∃ are left to the reader.

Theorem 3.3 (Functional Completeness) Every truth function is expressed by a
formula.
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Proof: Directly from the functional completeness of{⊗,∧,¬,−}, shown in [24],
and the definability of⊗. �

4 Consequence When we study the consequence relation|= it immediately be-
comes apparent that the usual rules for negation are no longer valid:�,¬ϕ |= �

does not follow from� |= ϕ,� (for example, we havep |= p, but notp,¬p |=) and
�, ϕ |= � does not entail� |= ¬ϕ,� (since �|= p,¬p). This means that such rules
can no longer appear in a syntactic characterization of the consequence relation and
that we must find something weaker. One solution is to give mixed rules for negation
and other connectives as it is done, for example, in [9]. We can split the left rule for
∧ in two as follows.

�,¬ϕ � � �,¬ψ � �

�,¬(ϕ ∧ ψ) � �

�,ϕ,ψ � �

�,ϕ ∧ ψ � �

Wemay also split the right rule:

� � ϕ,� � � ψ,�

� � ϕ ∧ ψ,�

� � ¬ϕ,¬ψ,�

� � ¬(ϕ ∧ ψ),�

And other rules may be split in a similar way.
While it is possible to arrive at a sound and complete characterization of con-

sequence inL4 in this manner, it may be thought less than nice that some of these
rules are of a mixed character and combine two connectives. These rules do not con-
form to the so-called subformula property, as neither¬ϕ nor ¬ψ is a subformula of
¬(ϕ ∧ ψ). Notice, moreover, the similarity between the combined left rule for nega-
tion and conjunction and the right rule for conjunction without negation. A further
similarity obtains between the left rule for unnegated conjunction and the combined
right rule. We would do better if we could let such similar rules be instantiations of
asingle one.

In order to obtain such a more compact characterization we follow [22] in taking
sequents to havefour structural positions instead of the usual two and in letting these
positions be arranged in a so-called quadrant. [22] also considers the various direc-
tions in which transmissions of truth and falsity may go and obtains sequents such as
the following.

� �


 �
� � �


 �
� � �


 �
��

Here the twonorth positions correspond to the two positions in a normal Gentzen
sequent� � � and the two other positions are added for a convenient treatment of
negation: havingϕ in a southern position will be equivalent to having¬ϕ in the cor-
respondingnorthern position and vice versa. The idea of using sequents with multiple
components dates back to [26] and[25], but Langholm’s setup is different from these
approaches, as will become apparent below. The ‘biconsequence relations’ of [6], on
the other hand, are very similar to Langholm’s quadrants.

We linearize notation by attaching twosigns i and j to formulas. i can ben
(north) or s (south), j can bee (east) or w (west). Instead of the rightmost sequent
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displayed above we write

{ϕn,w | ϕ ∈ �} ∪ {ϕn,e | ϕ ∈ �} ∪ {ϕs,w | ϕ ∈ 
} ∪ {ϕs,e | ϕ ∈ �}.

While [22] considers the graphical representations shown above as different species
of sequents, we let them be manifestations of a single variety. In order to distinguish
the different kinds, we introduce the twostructural elements �⇀ and�↽ mentioned in
the introduction. With the help of these we can define our basic data structure.

Definition 4.1 A sequent is a set of signed sentences and structural elements.

The usual notation for sequents will be employed. In particular, we write (as we did
before)�,ϑ instead of� ∪ {ϑ} wheneverϑ is a signed sentence or a structural el-
ement. We do not require sequents to be finite. The leftmost representation above
corresponds to

{ϕn,w | ϕ ∈ �} ∪ {ϕn,e | ϕ ∈ �} ∪ {ϕs,w | ϕ ∈ 
} ∪ {ϕs,e | ϕ ∈ �} ∪ {�↽}.

The idea is that the direction from right to left in a sequent� is not considered if�↽∈ �

and that the direction from left to right is not considered if�⇀∈ �. The situation that
{�⇀, �↽} ⊆ � is a limiting case;� will then be an axiom.

We say that a signed sentenceϕi, j is a north sentence ifi = n, otherwise it is
a south sentence. Similarly,ϕi, j is awest sentence ifj = w and aneast sentence if
j = e. A modelM accepts anorth sentenceϕ if M |= ϕ; it accepts a south sentence
ϕ if M =| ϕ. M rejects anorth sentenceϕ if M =| ϕ; it rejects a south sentenceϕ if
M |= ϕ.

Definition 4.2 M refutes⇀ � if �⇀ /∈ � andM accepts all west sentences but no
east sentence in�; M refutes↽ � if �↽ /∈ � andM rejects all east sentences but no
west sentence in�; andM refutes � if it refutes⇀ or refutes↽ �. A sequent� is valid
if no M refutes�.

The notions of consequence considered in the introduction clearly are specializations
of the notion of a valid sequent, as we have that


 |= � iff {ϕn,w | ϕ ∈ 
} ∪ {ϕn,e | ϕ ∈ �} is valid,


 |=tr � iff {ϕn,w | ϕ ∈ 
} ∪ {ϕn,e | ϕ ∈ �} ∪ {�↽} is valid,


 |=n f � iff {ϕn,w | ϕ ∈ 
} ∪ {ϕn,e | ϕ ∈ �} ∪ {�⇀} is valid.

Remark 4.3 This place is as good as any to emphasize the fact that in general there
is no unique way to associate quadrant positions with truth values in our system. It is
true that for the notions refute⇀ and refute↽ the following pictures emerge.

true not true
false not false

� not false false
not true true

�

(See also the tableau system of D’Agostino [10] which is based on the valuestrue,
false, nontrue, andnonfalse.) But the general notion of refutation is a combination
of refute⇀ and refute↽ and there is no similar picture corresponding to it. For this
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reason our main notion of logical consequence|= is not the kind of consequence rela-
tion that is studied in the tradition of many-valued logics, where an argument is valid
whenever the conclusion gets a designated truth value if all premises get a designated
truth value. The relations|=tr and|=n f , on the other hand, do fall within this realm.
|=tr is the relation we get whent andb are designated, while|=n f is the relation we
obtain whent andn are.

Definition 4.4 Let � be a sequent. We define thedual of �, dual(�), to bethe se-
quent which results from� by simultaneously replacing every superscriptn in � by
s, everys by n, everyw by e, everye by w, �⇀ by �↽, and �↽ by �⇀.

Lemma 4.5 M refutes⇀ � if and only if M refutes↽dual(�).

Proof: Immediate from the definitions. �

5 A sequent calculus Weturn to the proof theory of our system and provide the no-
tion of validity defined in the previous section with a corresponding notion of prov-
ability.

Definition 5.1 A sequent isprovable if it follows in the usual way from the fol-
lowing sequent rules. (Here and elsewhere we shall let−n = s,−s = n,−e = w,

−w = e.)

(R)
�, ϕi,w, ϕi,e , if ϕ is atomic

(�⇀, �↽)
�, �⇀, �↽

(nw) �, �⇀
�, ni,w (ne) �, �↽

�, ni,e

(¬) �, ϕi, j

�,¬ϕ−i, j

(−) �, ϕi, j

�,−ϕ−i,− j

(∧ne
sw) �, ϕi, j �,ψi, j

�, (ϕ ∧ ψ)i, j , where〈i, j〉 ∈ {〈n, e〉, 〈s,w〉}

(∧nw
se ) �, ϕi, j, ψi, j

�, (ϕ ∧ ψ)i, j , where〈i, j〉 ∈ {〈n,w〉, 〈s, e〉}

(∀ne
sw) �, [c/x]ϕi, j

�,∀xϕi, j ,
wherec is not in� or ϕ and〈i, j〉 ∈
{〈n, e〉, 〈s,w〉}

(∀nw
se ) �, [t/x]ϕi, j

�,∀xϕi, j , where〈i, j〉 ∈ {〈n,w〉, 〈s, e〉}

(id)
�, t ≈ ti, j , where〈i, j〉 ∈ {〈n, e〉, 〈s,w〉}

(L) �, [t2/x]ϕi′, j′

�, t1 ≈ t2
i, j, [t1/x]ϕi′, j′ ,

where 〈i, j〉 ∈ {〈n,w〉, 〈s, e〉}, i′ ∈
{n, s}, j′ ∈ {e,w} andϕ is atomic.
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It is clear that this cut-free calculus obeys the modularity constraint that only one log-
ical operator is dealt with in each rule. We also have a version of thesubformula
property as it is not difficult to show that, for each sentenceϕ occurring somewhere
in a proof
, ϕ is a substitution instance of someψ occurring as a subformula of a
sentence in the last sequent of
.

Just as in the case of validity we can specialize our notion of provability and,
letting
 and� vary over sets of sentences, write


 � � iff {ϕn,w | ϕ ∈ 
} ∪ {ϕn,e | ϕ ∈ �} is provable,


 �tr � iff {ϕn,w | ϕ ∈ 
} ∪ {ϕn,e | ϕ ∈ �} ∪ {�↽} is provable,


 �n f � iff {ϕn,w | ϕ ∈ 
} ∪ {ϕn,e | ϕ ∈ �} ∪ {�⇀} is provable.

Example 5.2 The following proof shows that−(ϕ ∧ ψ) � −ϕ ∧ −ψ.

ϕs,e, ψs,e, ϕs,w (R)

ϕs,e, ψs,e,−ϕn,e (−)
ϕs,e, ψs,e, ψs,w (R)

ϕs,e, ψs,e,−ψn,e (−)

ϕs,e, ψs,e,−ϕ ∧ −ψn,e (∧ne
sw)

ϕ ∧ ψs,e,−ϕ ∧ −ψn,e (∧nw
se )

−(ϕ ∧ ψ)n,w,−ϕ ∧ −ψn,e (−)

Remark 5.3 Consider a calculus with rules as above except that (�⇀, �↽), (nw), and
(ne) are replaced by the single

�, ni,w .

Call a sequenttr-provable if it follows from this calculus. It is not difficult to show
that, if � does not contain�⇀, � is tr-provable if and only if�, �↽ is provable. This
gives an alternative characterization of�tr. An alternative characterization of�n f is
obtained by proceeding dually. For� not containing structural elements, we have that
� is provable if and only if� is provable in the system resulting from the present one
with (�⇀, �↽), (nw), and (ne) replaced by

�, ni,w, ni′,e .

Weconclude that the structural elements are not strictly necessary for the setup. But
see Remark5.4below.

It is easy to check that the following are derived rules of our calculus.

(fnw
se )

�, fi, j , where〈i, j〉 ∈ {〈n,w〉, 〈s, e〉}

(∨nw
se ) �, ϕi, j �,ψi, j

�, (ϕ ∨ ψ)i, j , where〈i, j〉 ∈ {〈n,w〉, 〈s, e〉}

(∨ne
sw) �, ϕi, j, ψi, j

�, (ϕ ∨ ψ)i, j , where〈i, j〉 ∈ {〈n, e〉, 〈s,w〉}

(→ne
sw) �, ϕn,w,ψn,e �, ϕs,e, ψs,w

�, (ϕ → ψ)i, j , where〈i, j〉 ∈ {〈n, e〉, 〈s,w〉}
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(→nw
se ) �, ϕn,e, ψs,e �, ϕn,e, ϕs,w �,ψn,w,ψs,e �,ψn,w, ϕs,w

�, (ϕ → ψ)i, j ,

where〈i, j〉 ∈ {〈n,w〉, 〈s, e〉}

(∃nw
se ) �, [c/x]ϕi, j

�,∃xϕi, j ,
wherec is not in� or ϕ and〈i, j〉 ∈
{〈n,w〉, 〈s, e〉}

(∃ne
sw) �, [t/x]ϕi, j

�,∃xϕi, j , where〈i, j〉 ∈ {〈n, e〉, 〈s,w〉}

An inspection of the rules shows that if we restrict ourselves to sentences in which
n does not occur our various notions of provability collapse, that is, for
 and� in
which no signed sentence containsn we have that
 � � if and only if
 �tr � if and
only if 
 �n f �, since no application of a rule can create�⇀ or �↽. But as soon asn
enters the picture it is important to keep track of the extra structural elements. Here
are derived rules forb, ⊗, and⊕ in which �⇀ and �↽ play an important role.

(be) �, �⇀
�, bi,e (bw) �, �↽

�, bi,w

(⊗e) �, ϕi,e, ψi,e �, ϕi,e, �↽ �,ψi,e, �↽
�, (ϕ ⊗ ψ)i,e , wherei ∈ {n, s}

(⊗w) �, ϕi,w,ψi,w �, ϕi,w, �⇀ �,ψi,w, �⇀
�, (ϕ ⊗ ψ)i,w , wherei ∈ {n, s}

(⊕e) �, ϕi,e, ψi,e �, ϕi,e, �⇀ �,ψi,e, �⇀
�, (ϕ ⊕ ψ)i,e , wherei ∈ {n, s}

(⊕w) �, ϕi,w,ψi,w �, ϕi,w, �↽ �,ψi,w, �↽
�, (ϕ ⊕ ψ)i,e , wherei ∈ {n, s}

Remark 5.4 Note that the use of our structural elements here makes it possible to
formulate these rules without any violation of the subformula property.

Remark 5.5 Arieli and Avron [1] offer the following sequent rules for⊗ and⊕.

[⊗ =⇒] �, ϕ,ψ =⇒ �
�,ϕ ⊗ ψ =⇒ �

[=⇒ ⊗] � =⇒ �,ϕ � =⇒ �,ψ
� =⇒ �,ϕ ⊗ ψ

[¬⊗ =⇒] �,¬ϕ,¬ψ =⇒ �
�,¬(ϕ ⊗ ψ) =⇒ �

[=⇒ ¬⊗] � =⇒ �,¬ϕ � =⇒ �,¬ψ
� =⇒ �,¬(ϕ ⊗ ψ)

[⊕ =⇒] �, ϕ =⇒ � �,ψ =⇒ �
�,ϕ ⊕ ψ =⇒ �

[=⇒ ⊕] � =⇒ �,ϕ,ψ
� =⇒ �,ϕ ⊕ ψ

[¬⊕ =⇒] �,¬ϕ =⇒ � �,¬ψ =⇒ �
�,¬(ϕ ⊕ ψ) =⇒ �

[=⇒ ¬⊕] � =⇒ �,¬ϕ,¬ψ
� =⇒ �,¬(ϕ ⊕ ψ)

It is not difficult to show that these rules are derivable in our calculus plus an addi-
tional thinning rule, provided we interpret=⇒ as�tr. In view of the soundness result
below, this also means that they are sound with respect to|=tr. However, soundness
with respect to|= does not obtain. Consider [⊗ =⇒], for example. Sincef, t =⇒ f,
it follows from this rule thatf ⊗ t =⇒ f is derivable. But clearly,f ⊗ t �|= f, asf ⊗ t
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evaluates asn. We now prove the soundness of our calculus after stating a useful
lemma.

Lemma 5.6 �1, . . . , �n/� is a sequent rule if and only if dual(�1), . . . ,dual(�n)/

dual(�) is a sequent rule.

Proof: By a simple inspection of the sequent rules. �

Theorem 5.7 (Soundness) If a sequent is provable then it is valid.

Proof: It can be shown for any sequent rule that some condition of the rule is
refutable⇀ if the conclusion of the rule is refutable⇀. We prove this statement for
(∀ne

sw), leaving the other cases to the reader. Suppose thatM = 〈D,I 〉 and thatM
refutes⇀ �,∀xϕn,e. ThenM �|= ∀xϕ[a] for somea, so that there is somed ∈ D such
thatM �|= ϕ[ax

d]. Let I ′ be the interpretation function which is just likeI with the pos-
sible exception thatI ′(c) = d and letM ′ = 〈D,I ′〉. ThenM ′ �|= [c/x]ϕ and, sincec
does not occur in� ∪ {ϕ}, M ′ refutes⇀ �, [c/x]ϕn,e. For the case that〈i, j〉 = 〈s,w〉,
repeat this argument, but uniformly replace�|= with =|.

Other cases are proved in a similar vein and this settles that, for any sequent
rule, some condition of the rule is refutable⇀ if the conclusion is refutable⇀. For the
dual case, suppose that the conclusion� of a rule�1, . . . , �n/� is refutable↽. Then,
by Lemma4.5, dual(�) is refutable⇀. By Lemma5.6, dual(�1), . . . , dual(�n) /
dual(�) is a sequent rule, whence, by the previous reasoning,dual(�k) is refutable⇀

for somek. A second application of Lemma4.5gives that�k is refutable↽.
Weconclude that the conclusion of any rule is valid if all its conditions are valid

and the theorem follows by an induction on the complexity of proofs. �

6 Elementary model theory The purpose of this section is to prove a model exis-
tence theorem for our logic. From this some useful corollaries in the form of a com-
pactness theorem, a Löwenheim-Skolem theorem and a Completeness theorem will
follow.

Definition 6.1 A sequent� is called aHintikka sequent if and only if

1. {ϕi,w, ϕi,e} �⊆ �, if ϕ is atomic;

2. {�⇀, �↽} �⊆ �;

3. ni,w ∈ � =⇒�⇀∈ �,

ni,e ∈ � =⇒�↽∈ �;

4. ¬ϕi, j ∈ � =⇒ ϕ−i, j ∈ �;

5. −ϕi, j ∈ � =⇒ ϕ−i,− j ∈ �;

6. ϕ ∧ ψi, j ∈ � =⇒ ϕi, j ∈ � or ψi, j ∈ �, if 〈i, j〉 ∈ {〈n, e〉, 〈s,w〉},
ϕ ∧ ψi, j ∈ � =⇒ {ϕi, j, ψi, j} ⊆ �, if 〈i, j〉 ∈ {〈n,w〉, 〈s, e〉};

7. ∀xϕi, j ∈ � =⇒ [t/x]ϕi, j ∈ �, for all closed termst, if 〈i, j〉 ∈ {〈n,w〉, 〈s, e〉},
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∀xϕi, j ∈ � =⇒ [c/x]ϕi, j ∈ �, for some constantc, if 〈i, j〉 ∈ {〈n, e〉, 〈s,w〉};
8. t ≈ ti, j �∈ �, if 〈i, j〉 ∈ {〈n, e〉, 〈s,w〉},

{t1 ≈ t2i, j, [t1/x]ϕi′, j′ } ⊆ � =⇒ [t2/x]ϕi′, j′ ∈ �, if 〈i, j〉 ∈ {〈n,w〉, 〈s, e〉}, i′ ∈
{n, s}, j′ ∈ {e,w} andϕ is atomic.

Lemma 6.2 If � is a Hintikka sequent then dual(�) is a Hintikka sequent.

Proof: By inspection. �

Lemma 6.3 (Hintikka Lemma) Each Hintikka sequent is refutable by a countable
model.

Proof: Let � be a Hintikka sequent. We first consider the case that�⇀ /∈ � and con-
struct a modelM which accepts all west sentences but no east sentence in�. Define
the relation∼ between closed terms by setting

t1 ∼ t2 ⇐⇒ (t1 ≈ tn,w
2 ∈ � or t1 ≈ ts,e

2 ∈ �).

It is easily verified that∼ is an equivalence relation. For each termt, let t̃ be the
equivalence class{t′ | t′ ∼ t} and letD be the set{̃t | t is a closed term}. Define, for
eachn-ary function symbolf ∈ L and eachn-ary relation symbolR ∈ L :

I ( f )(t̃1, . . . , t̃n) = ˜f t1 . . . tn,

I (R) = 〈{〈t̃1, . . . , t̃n〉 | Rt1, . . . , tn
n,w ∈ �}, {〈t̃1, . . . , t̃n〉 | Rt1, . . . , tn

s,w ∈ �}〉.

The last clause of Definition6.1 ensures that this definition does not depend on the
choice oft1, . . . , tn. Now let M = 〈D,I 〉. Clearly, M is a countable model. An
induction on term complexity shows that, for eacht, [[ t]]M = t̃. Another induction
on the number of connectives occurring in a sentence establishes that, for eachϕ,

A. ϕn,e ∈ � =⇒ M �|= ϕ

B. ϕs,w ∈ � =⇒ M =| ϕ

C. ϕn,w ∈ � =⇒ M |= ϕ

D. ϕs,e ∈ � =⇒ M �=| ϕ

Wework out the∀ case of the induction.

A. Assume that∀xϕn,e ∈ �. Then, by the definition of a Hintikka sequent,
[c/x]ϕn,e ∈ � for some constantc. By the induction hypothesis,M �|= [c/x]ϕ,
so thatM �|= ϕ[ax

c̃], wherea is arbitrary, follows by the usual substitution
lemma. From this we have thatM �|= ∀xϕ.

B. ∀xϕs,w ∈ � =⇒ [c/x]ϕs,w ∈ � for somec =⇒ M =| [c/x]ϕ =⇒ M =|
ϕ[ax

c̃] =⇒ M =| ∀xϕ.

C. ∀xϕn,w ∈ � =⇒ [t/x]ϕn,w ∈ � for all closed termst =⇒ M |= [t/x]ϕ for all
t =⇒ M |= ϕ[ax

t̃
] for all t =⇒ M |= ϕ[ax

d] for all d ∈ D =⇒ M |= ∀xϕ.

D. ∀xϕs,e ∈ � =⇒ [t/x]ϕs,e ∈ � for all closedt =⇒ M �=| [t/x]ϕ for all t =⇒
M �=| ϕ[ax

t̃
] for all t =⇒ M �=| ϕ[ax

d] for all d ∈ D =⇒ M �=| ∀xϕ.
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The other cases of this induction are similar and are left to the reader. It follows that
M refutes⇀ �.

Now consider the case that�↽ /∈ �. Sincedual(�) is a Hintikka sequent by
Lemma6.2 and since�⇀ /∈ dual(�) we have that there is a countableM which
refutes⇀dual(�) and hence, by Lemma4.5, refutes↽ �. Since �⇀ and �↽ cannot
both be elements of�, wehave established the theorem. �

Definition 6.4 LetP be a set of sequents in the languageL . P is aprovability prop-
erty with respect toL if and only if

1. If {�1, . . . , �n} ⊆ P and�1, . . . , �n/� is a sequent rule, then� ∈ P ;

2. If � ∈ P and� ⊆ �′, then�′ ∈ P , for each�′ in L .

Theorem 6.5 (Model Existence) Let L be a language and let C be a countably in-
finite set of constants such that L ∩ C = ∅. Assume that P is a provability property
with respect to L ∪ C and that � is a sequent in the language L . If � /∈ P then � is
refutable by a countable model.

Proof: Let P and� be as described. We construct a Hintikka sequent�∗ such that
� ⊆ �∗. Let ϑ1, . . . , ϑn, . . . be an enumeration of all signed sentences inL ∪ C plus
the structural elements. Writeι(ϑ) for the index that the signed sentence or structural
elementϑ obtains in this enumeration. Define

�0 = �

�n+1 =




�n, if �n ∪ {ϑn} ∈ P
�n ∪ {ϑn}, if �n ∪ {ϑn} /∈ P andϑn is not of the

form ∀xϕn,e or ∀xϕs,w

�n ∪ {ϑn, [c/x]ϕi, j}, if �n ∪{ϑn} /∈ P , 〈i, j〉 ∈ {〈n, e〉, 〈s,w〉}
andϑn is of the form∀xϕi, j, wherec is
the first constant inC which does not
occur in�n ∪ {ϑn}

This is well defined since each�n contains only a finite number of constants fromC.
That�n /∈ P for eachn follows by a simple induction which uses the definition of a
provability property and the fact that(∀ne

sw) is a sequent rule. Define�∗ = ⋃
n �n. We

prove that, for all finite sets{ϑk1, . . . , ϑkn} and for allk ≥ max{k1, . . . , kn},

{ϑk1, . . . , ϑkn} ⊆ �∗ ⇐⇒ �k ∪ {ϑk1, . . . , ϑkn} /∈ P . (1)

In order to show that this holds, letk ≥ max{k1, . . . , kn} and suppose that
{ϑk1, . . . , ϑkn} ⊆ �∗. Then there is some� such that{ϑk1, . . . , ϑkn} ⊆ ��. Let
m = max{k, �}. We have that�k ∪ {ϑk1, . . . , ϑkn} ⊆ �m. Since�m /∈ P andP is
closed under supersets it follows that�k ∪ {ϑk1, . . . , ϑkn} /∈ P . For the reverse di-
rection, suppose that�k ∪ {ϑk1, . . . , ϑkn} /∈ P . Then, sinceP is closed under super-
sets,�ki ∪ {ϑki} /∈ P , for each of theki. By the construction of�∗ eachϑki ∈ �∗ and
{ϑk1, . . . , ϑkn} ⊆ �∗.

With the help of (1) weverify that�∗ is a Hintikka sequent. Here we check only
a few conditions of Definition6.1.
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1. In order to check the first part of condition 6 of Definition6.1, let 〈i, j〉 ∈
{〈n, e〉, 〈s,w〉} and supposeϕ∧ψi, j ∈ �∗. Letk be the maximum ofι(ϕ∧ψi, j),
ι(ϕi, j), andι(ψi, j). (1) entails that�k ∪ {ϕ ∧ ψi, j} /∈ P . SinceP is closed un-
der sequent rules, it follows with(∧ne

sw) that�k ∪ {ϕi, j} /∈ P or �k ∪ {ψi, j} /∈ P .
By (1) this implies thatϕi, j ∈ �∗ or ψi, j ∈ �∗.

2. We verify that the seventh condition of Definition6.1 holds for �∗. First
suppose that∀xϕi, j ∈ �∗, that 〈i, j〉 ∈ {〈n, e〉, 〈s,w〉}, and thatt is an arbi-
trary closed term. Letk = max{ι(∀xϕi, j), ι([t/x]ϕi, j)}. (1) gives that�k ∪
{∀xϕi, j} /∈ P and by the closure ofP under sequent rules we find that�k ∪
{[t/x]ϕi, j} /∈ P . This in its turn, by (1), has as a consequence that [t/x]ϕi, j ∈ �∗.
The construction of�∗ ensures that [c/x]ϕi, j ∈ �∗ for somec if ∀xϕn,e ∈ �∗ if
〈i, j〉 ∈ {〈n, e〉, 〈s,w〉}, so that the second part of clause 7 of Definition6.1 is
satisfied.

Checking the other conditions in the definition of a Hintikka sequent gives rise to con-
siderations that are very similar to those already encountered and is left to the reader.
Since� ⊆ �∗ and�∗ is refutable by a countable model,� is refutable by that model.

�
In the following corollaries� will always be a sequent in some languageL while
� ranges over sequents inL ∪ C whereL andC are as in the formulation of Theo-
rem6.5.

Corollary 6.6 (Compactness) If � is valid then there is some finite �0 ⊆ � which
is valid.

Proof: The set{� | some finite�0 ⊆ � is valid} is easily seen to be a provability
property. It follows by Theorem6.5 that� is refutable if no finite�0 ⊆ � is valid.
By contraposition we find that some finite�0 ⊆ � must be valid if� is valid. �

Corollary 6.7 (Löwenheim–Skolem) If � is not valid then � is refutable by a
countable model.

Proof: {� | � is valid} is a provability property. �

Corollary 6.8 (Completeness) If � is valid then � is provable.

Proof: The set{� | � is provable} is a provability property. It follows that� is
refutable if� is not provable. �

7 Three values We have obtained our results for a logic that was both partial and
paraconsistent. What if we do not want to allow paraconsistency or do not want par-
tiality?

The solution is simple. For a logic without paraconsistency we must remove—
from our syntax and in order to make up for this loss we must addf and→ as primitive
connectives. Next we additionally require in the definition of amodel that, for any
relation symbolR, I +(R) ∩ I −(R) = ∅ (no gluts). This removes the possibility of
paraconsistency. The truth definition should give the new primitives the semantics
they previously obtained by expansion of their definitions:
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1. M �|= f
M =| f

2. M |= ϕ → ψ[a] ⇐⇒ (M |= ϕ[a] =⇒ M |= ψ[a]) & (M =| ψ[a] =⇒ M =|
ϕ[a])
M =| ϕ → ψ[a] ⇐⇒ (M |= ϕ[a] & M �|= ψ[a]) or (M =| ψ[a] & M �=|
ϕ[a])

That the set{f, n,¬,∧,→} is functionally complete for the new setup is easily seen
to hold on the basis of a minor variant of the proof of Theorem3.3. Apart from (fne

sw),
(→ne

sw) and (→nw
se ) two extra rules are added to the sequent calculus to counterbalance

our restriction of the class of models (the rule for− will be omitted, of course).

(3w) �, �⇀
�,ϕn,w, ϕs,w (3e) �, �↽

�,ϕn,e, ϕs,e

The five new rules bring five new conditions in Definition6.1with them.

1. fi, j /∈ �, if 〈i, j〉 ∈ {〈n,w〉, 〈s, e〉}
2. {ϕn,w, ϕs,w} ⊆ � =⇒�⇀∈ �

3. {ϕn,e, ϕs,e} ⊆ � =⇒�↽∈ �

4. ϕ → ψi, j ∈ � =⇒ {ϕn,w,ψn,e} ⊆ � or {ϕs,e, ψs,w} ⊆ �, if 〈i, j〉 ∈
{〈n, e〉, 〈s,w〉}

5. ϕ → ψi, j ∈ � =⇒ {ϕn,e, ψs,e} ⊆ � or {ϕn,e, ϕs,w} ⊆ � or {ψn,w,ψs,e} ⊆ �

or {ψn,w, ϕs,w} ⊆ �, if 〈i, j〉 ∈ {〈n,w〉, 〈s, e〉}
It must then be checked in the proof of the Hintikka Lemma that the model which
is constructed satisfies our new requirement thatI +(R) ∩ I −(R) = ∅ for eachR.
But, in fact, this is trivial from the construction. The reader will have no difficulty in
seeing that, under these new conditions, all our previous proofs will go through.

In order to get logics that are not partial (but may be paraconsistent), we proceed
dually. First, we requiren and− not to be in the language but introduceb, f, and→.
We put the additional constraint on models thatDn ⊆ I +(R) ∪ I −(R) for all n-ary
relation symbolsR (no gaps). The extra rules which need to be added are (be), (bw),
(fne

sw), (→ne
sw), and (→nw

se ) plus the following:

(3′w) �, �↽
�,ϕn,w, ϕs,w (3′e) �, �⇀

�,ϕn,e, ϕs,e .

Again we must add conditions corresponding to these rules to Definition6.1and we
must check that this causes the new requirement on models to be satisfied by the
model constructed in the Hintikka Lemma.

This shows that we can easily trade our four-valued logics for three-valued ones.
The choice of which notion of logical consequence should be used,|=, |=tr, or |=n f ,
is independent from the choice which truth-values should be accepted.

To obtain classical logic add theno gluts and theno gaps requirements on mod-
els, removen, and−, but addf and→. A sequent calculus is obtained by adopting
extra rules (fne

sw), (→ne
sw), (→nw

se ), (3w), (3e), (3′w), and (3′e).
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8 Interpolation in L4 The purpose of this section is to prove a Craig-Lyndon inter-
polation theorem forL4. The theorem will be restricted to languages without function
symbols other than individual constants, as a consideration of complex terms leads to
certain complications orthogonal to the main concerns of this paper. The Lyndon part
of the theorem can be formulated in a way that is slightly subtler than is possible in
classical logic. Due to the fact that we havetwo negations (¬ and−) in our setup,
there will also be two notions of positive and negative occurrences of formulas. It
will turn out that the theorem holds for both these notions. The proof of the theorem
was inspired by the proof in Kleene [20] for the classical case, but also bears resem-
blance to the Maehara method discussed in Takeuti [27]. Proofs of interpolation for
�tr and�n f have been known before (see [21]), but since it is unclear how interpola-
tion for � could be obtained from these, we give a direct proof here.

We color signed sentences in proofs in order to be able to keep track of them.
A colored signed sentence is a signed sentence which carries an additional subscript
r (red) orb (blue) and a coloring of a sequent proof
 is obtained by coloring the
signed sentences in the sequents of
 in such a way that a signed sentence shares its
color with its ancestors in the proof (because of our representation of sequents as sets
this may require that some signed sentencesϕi, j now get two representations,ϕ

i, j
r and

ϕ
i, j
b ). It is clear that, given any initial coloring of the end sequent of any proof
, 


itself can be colored.
If � is a sequent in which the signed sentences are colored, we write�b (�r) for

the sequent which results from� by removing all signed sentences colored red (blue)
in � (note that this leaves the structural elements in place) and removing all subscripts
from the remaining signed sentences.

A relation symbolR occurs ¬-positively (¬-negatively) in a sentenceϕ if it oc-
curs within the scope of an even (odd) number of negation symbols¬. Similarly R
occurs −-positively (−-negatively) in ϕ if it occurs within the scope of an even (odd)
number of−s. These notions of positive and negative occurrence within an unsigned
sentence can be extended to signed colored sentences by counting certain combina-
tions of signs and colors as extra negation symbols in the following way.

1. R occurs ¬-positively (¬-negatively) in ϕ
i, j
k iff R occurs ¬-positively

(¬-negatively) inϕ and〈i, j, k〉 ∈ {〈n,w, r〉, 〈n, e, b〉, 〈s,w, b〉, 〈s, e, r〉}.
2. R occurs ¬-negatively (¬-positively) in ϕ

i, j
k iff R occurs ¬-positively

(¬-negatively) inϕ and〈i, j, k〉 ∈ {〈s,w, r〉, 〈s, e, b〉, 〈n,w, b〉, 〈n, e, r〉}.
3. R occurs −-positively (−-negatively) in ϕ

i, j
k iff R occurs −-positively

(−-negatively) inϕ and〈i, j, k〉 ∈ {〈n,w, r〉, 〈n, e, b〉, 〈s,w, r〉, 〈s, e, b〉}.
4. R occurs −-negatively (−-positively) in ϕ

i, j
k iff R occurs −-positively

(−-negatively) inϕ and〈i, j, k〉 ∈ {〈n,w, b〉, 〈n, e, r〉, 〈s,w, b〉, 〈s, e, r〉}.
The main interpolation lemma can now be formulated and proved as follows.

Lemma 8.1 Let � be a colored provable sequent in a language without function
symbols other than individual constants. Then there is a sentence χ such that

1. �r, χn,e and �b, χn,w are provable, and

2. each individual constant occurring in χ also occurs in �r and in �b;
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3. each relation symbol which occurs ¬-positively (¬-negatively, −-positively,
−-negatively) in χ also occurs ¬-positively (¬-negatively, −-positively,
−-negatively) in both �r and �b.

χ is called an interpolantof � and we write � : χ.

Proof: Let 
 be a colored proof for�. The argument will proceed by induction
on the complexity of
. Consider the last ruleρ used in
 and suppose thatρ has
premises�1, . . . ,�n. Induction gives usχ1, . . . , χn such that�1 : χ1, . . . ,�n : χn.
In the following statements, which exhaust all possibilities forρ, the abbreviation

�1 : χ1, . . . ,�n : χn

� : χ

means ‘χ is an interpolant for� if eachχi is an interpolant for�i (1 ≤ i ≤ n).’

(R)int (a)
�, ϕi,w

r , ϕi,e
r : f

, (b)
�, ϕi,w

b , ϕi,e
b : t

,

(c)
�, ϕn,w

r , ϕn,e
b : ϕ

, (d)
�, ϕn,w

b , ϕn,e
r : ¬ − ϕ

,

(e)
�, ϕs,w

r , ϕs,e
b : ¬ϕ

, (f)
�, ϕs,w

b , ϕs,e
r : −ϕ

,

(ϕ atomic)

(�⇀, �↽)int
�, �⇀, �↽: t

(nw)int (a) �, �⇀: χ

�, ni,w
r : χ ∧ n

(b) �, �⇀: χ

�, ni,w
b : χ ∨ b

(ne)int (a) �, �↽: χ

�, ni,e
r : χ ∧ b

(b) �, �↽: χ

�, ni,e
b : χ ∨ n

(¬)int �, ϕ
i, j
k : χ

�,¬ϕ
−i, j
k : χ

(−)int �, ϕ
i, j
k : χ

�,−ϕ
−i,− j
k : χ

(∧ne
sw)int (a) �, ϕ

i, j
r : χ1 �,ψ

i, j
r : χ2

�, (ϕ ∧ ψ)
i, j
r : χ1 ∨ χ2

(b)
�, ϕ

i, j
b : χ1 �,ψ

i, j
b : χ2

�, (ϕ ∧ ψ)
i, j
b : χ1 ∧ χ2

(〈i, j〉 ∈ {〈n, e〉, 〈s,w〉})

(∧nw
se )int �, ϕ

i, j
k , ψ

i, j
k : χ

�, (ϕ ∧ ψ)
i, j
k : χ

, (〈i, j〉 ∈ {〈n,w〉, 〈s, e〉})

(∀ne
sw)int �, [c/x]ϕi, j

k : χ

�,∀xϕi, j
k : χ

, (k ∈ {r, b}, c not in�, ϕ and〈i, j〉 ∈ {〈n, e〉, 〈s,w〉})
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(∀nw
se )int (a) �, [c/x]ϕi, j

r : χ

�,∀xϕi, j
r : χ

, if c occurs in�r or ϕ

(b) �, [c/x]ϕi, j
r : χ

�,∀xϕi, j
r : ∀x[x/c]χ

, if c does not occur in�r or ϕ

(c)
�, [c/x]ϕi, j

b : χ

�,∀xϕi, j
b : χ

, if c occurs in�b or ϕ

(d)
�, [c/x]ϕi, j

b : χ

�,∀xϕi, j
b : ∃x[x/c]χ

, if c does not occur in�b or ϕ

(〈i, j〉 ∈ {〈n,w〉, 〈s, e〉})

(id)int (a)
�, d ≈ di, j

r : f
, (b)

�, d ≈ di, j
b : t

, (〈i, j〉 ∈ {〈n, e〉, 〈s,w〉})

(L)int (a)
�, [c/x]ϕi′, j′

k : χ

�, d ≈ ci, j
k′ , [d/x]ϕi′, j′

k : χ
,

if k = k′ (k, k′ ∈ {r, b}) or x is not free inϕ;

(b) �, [c/x]ϕi′, j′
r : χ

�, d ≈ ci, j
b , [d/x]ϕi′, j′

r : ¬d ≈ c ∨ χ
,

if x is free inϕ andc occurs ind, ϕ, or �r;

(c) �, [c/x]ϕi′, j′
r : χ

�, d ≈ ci, j
b , [d/x]ϕi′, j′

r : ∀y(¬d ≈ y ∨ [y/c]χ)
,

if x is free inϕ andc does not occur ind, ϕ, or �r;

(d)
�, [c/x]ϕi′, j′

b : χ

�, d ≈ ci, j
r , [d/x]ϕi′, j′

b : d ≈ c ∧ χ
,

if x is free inϕ andc occurs ind, ϕ, or �b;

(e)
�, [c/x]ϕi′, j′

b : χ

�, d ≈ ci, j
r , [d/x]ϕi′, j′

b : ∃y(d ≈ y ∧ [y/c]χ)
,

if x is free inϕ andc does not occur ind, ϕ, or �b;

(〈i, j〉 ∈ {〈n,w〉, 〈s, e〉}, i′ ∈ {n, s}, j′ ∈ {e,w} andϕ is atomic)

This ends the long list of possible cases forρ. We shall prove one characteris-
tic case, the (c) case of (L)int, leaving the others to an interested reader. Suppose
that �, [c/x]ϕi′, j′

r : χ, where x is free in ϕ and c does not occur ind, ϕ, or �r.
Then by definition�r, [c/x]ϕi′, j′ , χn,e and�b, χn,w are provable. But a proof of
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�r, [c/x]ϕi′, j′ , χn,e can be extended as follows.

�r, [c/x]ϕi′, j′ , χn,e

�r, [d/x]ϕi′, j′ , d ≈ cs,e, χn,e
(L)

�r, [d/x]ϕi′, j′ ,¬d ≈ cn,e, χn,e
(¬)

�r, [d/x]ϕi′, j′ ,¬d ≈ c ∨ χn,e
(∨ne

sw)

�r, [d/x]ϕi′, j′ ,∀y(¬d ≈ y ∨ [y/c]χ)n,e
(∀ne

sw)

The last step was possible becausec does not occur ind, ϕ, or �r. The proof of
�b, χn,w can be extended as follows.

�b, χn,w

�b, c ≈ cs,w
(id)

�b,¬c ≈ cn,w
(¬)

�b,¬c ≈ c ∨ χn,w
(∨nw

se )

�b, d ≈ ci, j,¬d ≈ c ∨ χn,w
(L)

�b, d ≈ ci, j,∀y(¬d ≈ y ∨ [y/c]χ)n,w
(∀nw

se )

Sincex occurs free inϕ, d will occur in [d/x]ϕ as well as ind ≈ c. Moreover, since
�, [c/x]ϕi′, j′

r : χ, each individual constant in [y/c]χ occurs in�b and also either in
�r or in ϕ. This means that each individual constant in∀y(¬d ≈ y ∨ [y/c]χ) oc-
curs both in�b, d ≈ ci, j and in�r, [d/x]ϕi′, j′ . If R is a nonlogical relation constant
occurring¬-positively (¬-negatively, etc.) in∀y(¬d ≈ y ∨ [y/c]χ), then R occurs
¬-positively (¬-negatively, etc.) inχ. Using the fact that�, [c/x]ϕi′, j′

r : χ we eas-
ily find that R occurs¬-positively (¬-negatively,−-positively,−-negatively) both
in �b, d ≈ ci, j and in�r, [d/x]ϕi′, j′ . We conclude that∀y(¬d ≈ y ∨ [y/c]χ) is the
required interpolant.

This concludes the construction of an interpolant for�. �

Theorem 8.2 (Craig-Lyndon Interpolation Theorem) Let � and � be sets of sen-
tences in a language without function symbols other than individual constants. If
� � � there is a sentence χ such that

1. � � χ and χ � �,
2. each individual constant which occurs in χ also occurs in � and in �;
3. each relation symbol which occurs ¬-positively (¬-negatively, −-positively,

−-negatively) in χ also occurs ¬-positively (¬-negatively, −-positively,
−-negatively) in both � and �.

Here � can uniformly be replaced with �tr or with �n f .

Proof: The� case follows by applying the previous lemma to the colored sequent
� = {ϕn,w

r | ϕ ∈ �} ∪ {ϕn,e
b | ϕ ∈ �}. For the�tr and�n f cases consider� ∪ {�↽}

and� ∪ {�⇀}, respectively. �
A set of sentences
 is inconsistent if 
 �, that is, if{ϕn,w | ϕ ∈ 
} is provable.

Corollary 8.3 (Robinson Joint Consistency Theorem)Suppose 
1 and 
2 are sets
of sentences in a language without function symbols and that 
1 ∪
2 is inconsistent.
Then there is a sentence χ, all whose nonlogical symbols also occur in 
1 ∪
2, such
that 
1 � χ and 
2, χ �.
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Proof: Directly from Lemma8.1. �

9 Conclusion Wehave generalized the sequent calculus for predicate logic to sys-
tems for a range of partial and paraconsistent logics. Our methods work for systems
based on one-directional notions of logical consequence (|=tr and|=n f ), but also for
the bidirectional notion|= based on≤t, which to us seems more attractive from an es-
thetic point of view. The bidirectional notion differs from the one-directional notions
only if connectives are considered that can only be defined in terms ofn, but among
these are the important⊕ and⊗. Other interesting connectives which are definable
with n, but not without this connective, are discussed in [5]. That the techniques we
have used stay close to the techniques usually employed for predicate logic (e.g., in
Fitting [14]) comes as a surprise in view of the remarks in the otherwise excellent [21]
and [22]. The fact that we have been able to prove an interpolation theorem forL4

gives some support to the idea that a reasonable sequent formalization for this logic
was found.
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[17] Hähnle, R.,Automated Deduction in Multiple-valued Logics, Oxford University Press,
Oxford, 1993.Zbl 0798.03010 MR 96a:68107 1, 1

[18] Holden, M., “Weak logic theory,”Theoretical Computer Science, vol. 79 (1991),
pp. 295–321.Zbl 0724.03020 MR 92f:68111 1

[19] Jaspars, J.,Calculi for Constructive Communication, Ph.D thesis, Tilburg University,
Tilburg, 1994. 1, 1

[20] Kleene, S. C.,Introduction to Metamathematics, Van Nostrand, Amsterdam, 1952.
Zbl 0047.00703 MR 14:525m 8

[21] Langholm, T.,Partiality, Truth and Persistence, CSLI Lecture Notes, Stanford, 1988.
Zbl 0665.03024 1, 1, 1, 1, 1, 8, 9

[22] Langholm, T., “How different is partial logic?,” pp. 3–43 inPartiality, Modality, and
Nonmonotonicity, edited by P. Doherty, CSLI, Stanford, 1996.
Zbl 0904.03012 MR 1427283 1, 4, 4, 4, 9

[23] Muskens, R. A., “Going partial in Montague grammar,” pp. 175–220 inSemantics
and Contextual Expression, Proceedings of the Sixth Amsterdam Colloquium, edited by
R. Bartsch, J. van Benthem, and P. van Emde Boas, Foris, Dordrecht, 1989.
Zbl 0773.03020 1

[24] Muskens, R. A.,Meaning and Partiality, CSLI, Stanford, 1995.1, 1, 1, 1, 2, 3

[25] Rousseau, G., “Sequents in many-valued logic I,”Fundamenta Mathematicæ, vol. 60
(1967), pp. 23–33.Zbl 0154.25504 MR 35:1451 1, 4

[26] Schr̈oter, K., “Methoden zur Axiomatisierung beliebiger Aussagen- und Prädikaten-
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