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Complexes of Nonseparating Curves
and Mapping Class Groups

Elmas Irmak

1. Introduction

Let R be a compact, connected, orientable surface of genus g with p boundary
components. The mapping class group ModR ofR is the group of isotopy classes of
orientation-preserving homeomorphisms ofR. The extended mapping class group
Mod∗

R of R is the group of isotopy classes of all (including orientation-reversing)
homeomorphisms of R. Let A denote the set of isotopy classes of nontrivial sim-
ple closed curves on R. The complex of curves C(R) on R is an abstract simplicial
complex, introduced by Harvey [H], with vertex set A such that a set of n ver-
tices {α1,α2 , . . . ,αn} forms an (n − 1)-simplex if and only if α1,α2 , . . . ,αn have
pairwise disjoint representatives.

Definition. A simplicial map λ : C(R) → C(R) is called superinjective if the
following condition holds: Ifα andβ are two vertices in C(R) such that the geomet-
ric intersection number i(α,β) of α and β is not equal to zero, then i(λ(α), λ(β))
is not equal to zero.

The combinatorial structure of curve complexes on surfaces are studied in order to
derive information about the algebraic structure of the mapping class groups. In
[Iv1], Ivanov proved that if g ≥ 2 then every automorphism of C(R) is induced by
a homeomorphism of R. He proved that Aut(C(R)) ∼= Mod∗

R for most surfaces,
and as an application he gave a complete description of isomorphisms between
finite index subgroups of Mod∗

R. Ivanov proved that every such isomorphism is
induced by a homeomorphism of R; that is, it is of the form k → hkh−1 for some
h ∈ Mod∗

R for most surfaces. These theorems were extended to most of the sur-
faces of genus 0 and 1 by Korkmaz in [K] and independently by Luo in [L2]. Luo
gave a proof by using a multiplicative structure on the set of isotopy classes of
nonseparating simple closed curves on R, a structure introduced by him in [L1].

Ivanov and McCarthy [IvM] gave a complete description of injective homo-
morphisms between mapping class groups of surfaces ModR and ModR ′ when the
maxima of ranks of abelian subgroups of ModR and ModR ′ differ by at most 1.
In particular they showed that, for most surfaces, an injective homomorphism of
ModR to itself is of the form k → hkh−1 for some h∈ Mod∗

R.
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Superinjective simplicial maps were first defined and used by the author in [I1]
to find a complete description of injective homomorphisms from finite index sub-
groups of Mod∗

R to Mod∗
R. This was motivated by the work of Ivanov and Ivanov–

McCarthy. The main results from [I1] are as follows: if R is closed and g ≥ 3,
then an injective homomorphism f from a finite index subgroup to Mod∗

R induces
a superinjective map λ on C(R); any superinjective simplicial map of C(R) is in-
duced by a homeomorphism; and f is induced by the homeomorphism that induces
λ (i.e., it is of the form k → hkh−1 for some h ∈ Mod∗

R). In [I2] these theorems
were extended to the cases where g = 2 and p ≥ 2 or where g ≥ 3 and p ≥
0. These results generalize those of Ivanov, since an automorphism of C(R) is a
superinjective map of C(R); they also generalize Ivanov–McCarthy’s results men-
tioned previously.

This paper contains two parts. In the first part, we complete the generalization
of Ivanov’s results by proving the cited theorems for g = 2 and p ≤ 1. We see that
an exceptional case appears for injective homomorphisms from finite index sub-
groups when R is a closed surface of genus 2. In this case, our result is similar to
McCarthy’s explicit description of automorphisms of Mod∗

R for a closed surface
of genus 2 as given in [M1].

The main results in the first part are the following two theorems.

Theorem 1.1. Suppose g = 2 and p ≤ 1. A simplicial map λ : C(R) → C(R) is
superinjective if and only if λ is induced by a homeomorphism of R.

Theorem 1.2. Let K be a finite index subgroup of Mod∗
R and let f be an injec-

tive homomorphism f : K → Mod∗
R. If g = 2 and p = 1, then f has the form

k → hkh−1 for some h∈ Mod∗
R and f has a unique extension to an automorphism

of Mod∗
R. If R is a closed surface of genus 2 then f has the form k → hkh−1im(k)

for some h ∈ Mod∗
R , where m is a homomorphism K → Z2 and i is the hyper-

elliptic involution on R.

In the second part of this paper, we consider the complex of nonseparating curves
N(R), which is the subcomplex of C(R) where the vertices are the isotopy classes
of nonseparating curves and a set of n vertices {β1,β2 , . . . ,βn} forms an (n− 1)-
simplex if and only if it forms an (n − 1)-simplex in C(R). Before stating our
theorems, we mention some known results of a similar nature.

After Ivanov’s work in [Iv1], the extended mapping class group Mod∗
R was

viewed as the automorphism group of various geometric objects on R. Schaller
considered the graph G(R): the vertex set of G(R) is the set of isotopy classes of
nonseparating simple closed curves on R. Two vertices are connected by an edge
if and only if their geometric intersection number is 1. His main result in [S] is
the following theorem, though we state only as much as we need in this paper
(Schaller defines the graph G(R) for surfaces of genus 0 and 1 as well): If g ≥ 2
and if R is not a closed surface of genus 2, then Aut(G(R)) ∼= Mod∗

R. In [Ma],
Margalit considered the complex of pants decompositions P(R). His main result
is that Aut(P(R)) ∼= Mod∗

R for most closed surfaces.
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Farb and Ivanov [FIv] proved that every automorphism of the Torelli geometry
T G is induced by a homeomorphism of R if g ≥ 5 in order to show that the auto-
morphisms of Torelli subgroup T , the subgroup of Mod∗

R consisting of elements
that act trivially on H1(R, Z), are induced by homeomorphisms of the surface. In
[Iv1] it was proved that Aut(T G ) ∼= Mod∗

R and Aut(T ) ∼= Mod∗
R. McCarthy and

Vautaw extended the Aut(T ) ∼= Mod∗
R result to g ≥ 3 in [MV].

Brendle and Margalit [BrMa] have proved that ifg ≥ 5 then a superinjective sim-
plicial map of separating curve complex S(R) (the subcomplex of C(R) spanned
by the vertices corresponding to separating curves) is induced by a homeomor-
phism; they extended the simplicial map to a superinjective map of C(R) and
used the results in [I1]. This, in turn, was used to prove that an injection from
a finite index subgroup of K to the Torelli group (where K is the subgroup of
Mod∗

R generated by Dehn twists about separating curves) is induced by a homeo-
morphism when g ≥ 5. Brendle and Margalit also proved that if g ≥ 5 then
Aut(S(R)) ∼= Mod∗

R.

Irmak and Korkmaz [IK] have proved a theorem about automorphism groups
of the Hatcher–Thurston complex Aut(HT (R)). The main result is that if g > 0
then Aut(HT (R)) ∼= Mod∗

R/C(Mod∗
R). Superinjective simplicial maps and auto-

morphisms of some geometric objects on surfaces are important because they help
us to understand the mapping class groups better. The second part of this paper
gives such results about the complex N(R) of nonseparating curves. Since map-
ping class groups are generated by Dehn twists about nonseparating curves, it is
natural to consider N(R). As mentioned before, some structures and complexes
on the set of isotopy classes of nonseparating curves were examined in [L1; L2;
S]. We note that our Theorem 1.4 concerning N(R) has the following application
with respect to HT (R): the main result in [IK] about the automorphism group of
the Hatcher–Thurston complex HT (R) also follows from our Theorem 1.4 about
N(R) and Proposition 9 in [IK] for closed surfaces of genus ≥ 2.

Now we state the main results of the second part of this paper. We note that a
simplicial map λ : N(R) → N(R) is called superinjective if it preserves nondis-
jointness as in the C(R) case; that is, if α,β are two vertices in N(R) such that
i(α,β) = 0, then i(λ(α), λ(β)) = 0.

Theorem 1.3. Suppose that g ≥ 2 and that R has at most g − 1 boundary com-
ponents. Then a simplicial map λ : N(R) → N(R) is superinjective if and only if
λ is induced by a homeomorphism of R.

Theorem 1.4. Suppose that g ≥ 2. If R is a closed surface of genus 2, then
Aut(N(R)) ∼= Mod∗

R/C(Mod∗
R). If R is not a closed surface of genus 2, then

Aut(N(R)) ∼= Mod∗
R.

In Section 2 we give some properties of the superinjective simplicial maps of
N(R). In Section 3, we use some methods from Section 2 to give some proper-
ties of the superinjective simplicial maps of C(R); then we prove Theorem 1.1 and



84 Elmas Irmak

Theorem 1.2. In Section 4 we prove that, if g ≥ 2 and ifR has at most g−1 bound-
ary components, then a superinjective simplicial map λ : N(R) → N(R) extends
to a superinjective simplicial map on C(R); then we prove Theorem 1.3 by using
the theorems from [I1; I2] that superinjective maps of C(R) are induced by home-
omorphisms. Theorem 1.4 follows from Theorem 1.3 when g ≥ 2 and R has at
most g−1 boundary components. For the remaining cases, we prove Theorem 1.4
by using Schaller’s result [S] that Aut(G(R)) ∼= Mod∗

R.

2. Properties of Superinjective Simplicial Maps of N(R)

A circle on R is a properly embedded image of an embedding S1 → R. A circle
on R is said to be nontrivial (or essential) if it doesn’t bound a disk and is not ho-
motopic to a boundary component of R. Let C be a collection of pairwise disjoint
circles on R. The surface obtained from R by cutting along C is denoted by RC.
A nontrivial circle a on R is called nonseparating if the surface Ra is connected.
Let α and β be two vertices in N(R). The geometric intersection number i(α,β)
is defined to be the minimum number of points of a ∩ b where a ∈ α and b ∈ β.
Lemma 2.1. Suppose g ≥ 2 and p ≥ 0. A superinjective simplicial map λ:
N(R) → N(R) is injective.

Proof. Let α and β be two distinct vertices in N(R). If i(α,β) = 0, then we have
i(λ(α), λ(β)) = 0 because λ preserves nondisjointness. Hence λ(α) = λ(β). If
i(α,β) = 0 then, since g ≥ 2 and p ≥ 0, we can choose a vertex γ of N(R) such
that i(γ,α) = 0 and i(γ,β) = 0. Then i(λ(γ ), λ(α)) = 0 and i(λ(γ ), λ(β)) = 0.
Therefore, λ(α) = λ(β) and so λ is injective.

Let P be a set of pairwise disjoint circles on R. We call P a pair of pants decom-
position of R if RP is a disjoint union of genus-0 surfaces with three boundary
components (pairs of pants). A pair of pants of a pants decomposition is the im-
age of one of these connected components under the quotient map q : RP → R.

The image of the boundary of this component is called the boundary of the pair of
pants. A pair of pants is called embedded if the restriction of q to the correspond-
ing component of RP is an embedding. An ordered set (a1, . . . , a3g−3+p) is called
an ordered pair of pants decomposition of R if {a1, . . . , a3g−3+p} is a pair of pants
decomposition of R.

Lemma 2.2. Suppose g ≥ 2 and p ≥ 0. Let λ : N(R) → N(R) be a super-
injective simplicial map, and let P be a pair of pants decomposition consisting of
nonseparating circles on R. Then λ maps the set of isotopy classes of elements
of P to the set of isotopy classes of elements of a pair of pants decomposition P ′
of R.

Proof. The set of isotopy classes of elements of P forms a top-dimensional sim-
plex � in N(R). Since λ is injective, it maps � to a top-dimensional simplex �′
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in N(R). A set of pairwise disjoint representatives of the vertices of �′ is a pair of
pants decomposition P ′ of R.

Let P be a pair of pants decomposition of R, and let a and b be two distinct ele-
ments in P. Then a is called adjacent to b with respect to P if and only if there
exists a pair of pants in P that has a and b on its boundary.

Remark. Let P be a pair of pants decomposition of R. Let [P ] be the set of iso-
topy classes of elements of P, and let α,β ∈ [P ]. We say that α is adjacent to β
with respect to [P ] if the representatives of α and β in P are adjacent w.r.t.P. By
Lemma 2.2, λ gives a correspondence on the isotopy classes of elements of pair
of pants decompositions consisting of nonseparating circles on R. Under this cor-
respondence, λ([P ]) is the set of isotopy classes of elements of a pair of pants
decomposition that corresponds to P.

Lemma 2.3. Suppose g ≥ 2 and p ≥ 0. Let λ : N(R) → N(R) be a super-
injective simplicial map, and let P be a pair of pants decomposition consisting of
nonseparating circles on R. Then λ preserves the adjacency relation for two cir-
cles in P ; that is, if a, b ∈ P, if a is adjacent to b w.r.t. P, and if [a] = α and
[b] = β, then λ(α) is adjacent to λ(β) w.r.t. λ([P ]).

Proof. Let P be a pair of pants decomposition consisting of nonseparating circles
on R. If g = 2 and p ≤ 1, then every element in λ([P ]) is adjacent to any other
element in λ([P ]) and so the lemma is clear. For the other cases, let a, b be two
adjacent circles in P and let [a] = α and [b] = β. By Lemma 2.2, we can choose
a pair of pants decomposition P ′ such that λ([P ]) = [P ′ ]. Let Po be a pair of
pants of P having a and b on its boundary; then Po is an embedded pair of pants.
There are two possible cases for Po, depending on whether or not a and b are the
boundary components of another pair of pants. For each case, we show how to
choose a circle c that essentially intersects a and b and does not intersect any other
circle in P ; see Figure 1.

Let γ = [c], and assume that λ(α) and λ(β) do not have adjacent represen-
tatives. Since i(γ,α) = 0 and i(γ,β) = 0, it follows that i(λ(γ ), λ(α)) = 0 and

Figure 1 Two possible cases for Po
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i(λ(γ ), λ(β)) = 0 by superinjectivity. Since i(γ, [e]) = 0 for all e in P \ {a, b},
we have i(λ(γ ), λ([e])) = 0 for all e in P \{a, b}. But this is not possible because
λ(γ ) must intersect geometrically essentially with some isotopy class other than
λ(α) and λ(β) in the image pair of pants decomposition in order to make essential
intersections with λ(α) and λ(β). This is a contradiction to the assumption that
λ(α) and λ(β) do not have adjacent representatives.

Let P be a pair of pants decomposition of R. A curve x ∈P is called a 4-curve in
P if there exist four distinct circles in P that are adjacent to x w.r.t. P. Note that,
in a pants decomposition, every curve is adjacent to at most four curves.

Lemma 2.4. Suppose g ≥ 2 and p ≥ 0. Let λ : N(R) → N(R) be a super-
injective simplicial map, and let α,β, γ be distinct vertices in N(R) having pair-
wise disjoint representatives that bound a pair of pants inR. Thenλ(α), λ(β), λ(γ )
are distinct vertices in N(R) having pairwise disjoint representatives that bound
a pair of pants in R.

Proof. Let a, b, c be pairwise disjoint representatives of α,β, γ, respectively. If
R is a closed surface of genus 2 then the statement is obvious. Consider the case
when g = 2 and p = 1. We complete {a, b, c} to a pair of pants decomposition
P = {a, b, c, a1} consisting of nonseparating circles, as shown in Figure 2(i). Let
P ′ be a pair of pants decomposition ofR such that λ([P ]) = [P ′ ]. Let a ′, b ′, c ′, a ′

1
be (respectively) the representatives of λ([a]), λ([b]), λ([c]), λ([a1]) in P ′. Since
a is adjacent to b w.r.t. P, it follows that a ′ is adjacent to b ′ w.r.t. P ′. Then there
exists a pair of pantsQ1 in P ′ having a ′ and b ′ on its boundary. Let x be the other
boundary component of Q1. If x = c ′ then we are done, so assume that x = c ′.
Then x cannot be a ′ because otherwise b ′ would be a separating circle, which is a
contradiction; similarly, x cannot be b ′. Then x is either a ′

1 or the boundary com-
ponent of R.

Assume x is a boundary component of R. Then, since a is adjacent to c, a1

w.r.t.P, it follows that a ′ is adjacent to c ′, a ′
1 w.r.t.P ′ and so there exists a pair of

pants Q2 in P ′ having a ′ and c ′, a ′
1 on its boundary. Similarly, since b is adjacent

to c, a1 w.r.t. P, it follows that b ′ is adjacent to c ′, a ′
1 w.r.t. P ′ and so there exists

a pair of pants Q3 in P ′ having b ′ and c ′, a ′
1 on its boundary. Then it is clear that

R = Q1 ∪Q2 ∪Q3. Now we consider the circles a2 , a3, as shown in Figure 2(i).
Since a2 intersects b essentially and since a2 is disjoint from a, we can choose a
representative a ′

2 of λ([a2 ]) such that there exists an essential arc w of a ′
2 in Q1

that starts and ends on b ′ and that does not intersect a ′ ∪ ∂R. Since a3 is disjoint
from b and a2 , there exists a representative a ′

3 of λ([a3]) such that a ′
3 is disjoint

from b ′ ∪w. But then a ′
3 could be isotoped so that it is disjoint from a ′, since a ′ is

a boundary component of a regular neighborhood of b ′ ∪ w in Q1. This is a con-
tradiction because i([a], [a3]) = 0 and so i(λ([a]), λ([a3])) = 0. Therefore, x
cannot be a boundary component of R.

Assume that x = a ′
1. Then, since a is adjacent to c w.r.t. P, it follows that a ′ is

adjacent to c ′ w.r.t.P ′ and so there exists a pair of pantsQ2 in P ′ having a ′ and c ′
on its boundary. Let y be the other boundary component of Q2. If y = c ′ then a ′
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Figure 2 Curve configurations

would be a separating circle, which is a contradiction. If y is the boundary com-
ponent of R then, since c is adjacent to b, a1 w.r.t. P, it follows that c ′ is adjacent
to b ′, a ′

1 w.r.t.P ′ and so there exists a pair of pantsQ3 in P ′ having b ′, c ′, a ′
1 on its

boundary. Then it is clear that R = Q1 ∪Q2 ∪Q3. Now we consider the circles
a2 , a4 as shown in Figure 2(i). Since a4 intersects a essentially and since a4 is
disjoint from c, we can choose a representative a ′

4 of λ([a4]) such that there exists
an essential arc w of a ′

4 inQ2 that starts and ends on a ′ and that does not intersect
c ′ ∪ ∂R. Next we consider a2 , which is disjoint from a and a4. Then there exists a
representative a ′

2 of λ([a2 ]) such that a ′
2 is disjoint from a ′ ∪w. But then a ′

2 could
be isotoped so that it is disjoint from c ′, since c ′ is a boundary component of a reg-
ular neighborhood of a ′ ∪w inQ2. This is a contradiction because i([c], [a2 ]) =
0 and so i(λ([c]), λ([a2 ])) = 0. Therefore, y cannot be the boundary component
of R.

If y = a ′
1, then there exists a pair of pants Q3 having b ′, c ′ and the boundary

component of R as its boundary components. Then we have R = Q1 ∪Q2 ∪Q3.

Now consider the circles a3 and a4. Since a3 intersects c essentially and since a3 is
disjoint from b, we can choose a representative a ′

3 of λ([a3]) such that there exists
an essential arc w of a ′

3 inQ3 that starts and ends on c ′ and that does not intersect
b ′ ∪ ∂R. Next we consider a4, which is disjoint from c and a3. Then there exists a
representative a ′

4 of λ([a4]) such that a ′
4 is disjoint from c ′ ∪w. But then a ′

4 could
be isotoped so that it is disjoint from b ′, since b ′ is a boundary component of a
regular neighborhood of c ′ ∪ w in Q3. This is contradiction, since i([a4], [b]) =
0 and so i(λ([a4]), λ([b])) = 0. Hence, we conclude that y = b ′. Then a ′, b ′, c ′
bound a pair of pants, which completes the proof for the case of g = 2 and p = 1.

For the remaining cases we take a subsurface N of genus 2 with two boundary
components of R containing nonisotopic circles a, b, c, a1, a2 as shown in Figure
2(ii). Then we complete {a, b, c, a1, a2} to a pair of pants decomposition P con-
sisting of nonseparating circles onR in any way we want. Let P ′ be a pair of pants
decomposition of R such that λ([P ]) = [P ′ ], and let a ′, b ′, c ′, a ′

1, a ′
2 be (respec-

tively) the representatives of λ([a]), λ([b]), λ([c]), λ([a1]), λ([a2 ]) in P ′. Since
b is adjacent to a, c, a1, a2 w.r.t.P, it follows that b ′ is adjacent to a ′, c ′, a ′

1, a ′
2 w.r.t.

P ′. Then there are two pairs of pants Q1,Q2 having b ′ as boundary components,
and Q1 ∪Q2 has a ′, c ′, a ′

1, a ′
2 on its boundary. Assume without loss of generality

thatQ1 has a ′, b ′ on its boundary. Let x be the other boundary component ofQ1.
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If x = c ′ then we are done, so assume that x = c ′. Then x is either a ′
1 or a ′

2.

Assume that x = a ′
1. Since a3 intersects b essentially and since a3 is disjoint from

a∪a1, we can choose a representative a ′
3 of λ([a3]) such that there exists an essen-

tial arc w of a ′
3 inQ1 that starts and ends on b ′ and that does not intersect a ′ ∪ a ′

1.

Next we consider a4, which is disjoint from b and a3. Then there exists a repre-
sentative a ′

4 of λ([a4]) such that a ′
4 is disjoint from b ′ ∪ a ′

3. But then a ′
4 could be

isotoped so that it is disjoint from a ′, since a ′ is a boundary component of a regu-
lar neighborhood of b ′ ∪ w in Q1. This is a contradiction because i([a4], [a]) =
0 and so i(λ([a4]), λ([a])) = 0. Hence x = a ′

1, so now assume that x = a ′
2. We

consider the curves a5, a6 onN as shown in Figure 2(iii). Since a5 intersects c es-
sentially and since a5 is disjoint from a1 and b, we can choose a representative a ′

5
of λ([a5]) such that there exists an essential arc w of a ′

5 inQ2 that starts and ends
on c ′ and that does not intersect a ′

1 ∪ b ′. The circle a6 is disjoint from c and a5,
so there exists a representative a ′

6 of λ([a6]) such that a ′
6 is disjoint from c ′ ∪ a ′

5.

But then a ′
6 could be isotoped so that it is disjoint from a ′

1, since a ′
1 is a boundary

component of a regular neighborhood of c ′ ∪w inQ2. This is a contradiction be-
cause i([a6], [a1]) = 0 and so i(λ([a6]), λ([a1])) = 0. This completes the proof
of the lemma.

Let α and β be two distinct vertices in N(R). We call (α,β) a peripheral pair in
N(R) if they have disjoint representatives x, y (respectively) such that x, y and a
boundary component of R bound a pair of pants in R.

Lemma 2.5. Suppose g ≥ 2 and p ≥ 1. Let λ : N(R) → N(R) be a super-
injective simplicial map and let (α,β) be a peripheral pair in N(R). It then fol-
lows that (λ(α), λ(β)) is a peripheral pair in N(R).
Proof. Let x, y be disjoint representatives of α,β (respectively) such that x, y and
a boundary component of R bound a pair of pants in R. If g = 2 and p = 1, then
we complete x, y to a pair of pants decomposition P consisting of nonseparating
circles a, b on R. Then there exist two distinct pairs of pants in P : one has a, b, x
on its boundary and the other has a, b, y on its boundary. Let P ′ be a pair of pants
decomposition of R such that λ([P ]) = [P ′ ], and let x ′, y ′, a ′, b ′ (respectively) be
the representatives of λ([x]), λ([y]), λ([a]), λ([b]) in P ′. By Lemma 2.4, there
exist two pairs of pants Q1,Q2 in P ′ such that Q1 has a ′, b ′, x ′ on its boundary
and Q2 has a ′, b ′, y ′ on its boundary. Then it is clear that x ′, y ′ and the boundary
component of R bound a pair of pants, which proves the lemma for this case. For
g ≥ 3 and p = 1, the proof is similar.

If g = 2 and p = 2, then it is easy to see that we can complete x, y to a pair
of pants decomposition P consisting of nonseparating circles a, b, z on R such
that ([y], [z]) is a peripheral pair, a, b, x bound a pair of pants in P, and also
a, b, z bound a pair of pants in P. Let P ′ be a pair of pants decomposition of
R such that λ([P ]) = [P ′ ]. Let x ′, y ′, z ′, a ′, b ′ be the representatives of λ([x]),
λ([y]), λ([z]), λ([a]), λ([b]) in P ′, respectively. By Lemma 2.4, there exist two
pairs of pants Q1,Q2 in P ′ such that Q1 has a ′, b ′, x ′ on its boundary and Q2 has
a ′, b ′, z ′ on its boundary. Then, since x is adjacent to y w.r.t. P, it follows that
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x ′ is adjacent to y ′ w.r.t. P ′. Hence there exists a pair of pants Q3 in P ′ having
x ′, y ′ on its boundary. Let w be the third boundary component of Q3. It is easy
to see that Q1 ∪Q2 ∪Q3 is a genus-1 surface with three boundary components:
w, y ′, z ′. If w = z ′ then y ′ would be a separating curve, which is a contradiction.
If w = y ′ then z ′ would be a separating curve—also a contradiction. Hence it is
clear that w must be be a boundary component of R, which proves the lemma for
this case.

Assume now that g = 2 and p ≥ 3. We choose distinct essential circles z, t,w
as shown in Figure 3(i). Then we complete x, y, z, t,w to a pair of pants decom-
position P consisting of nonseparating circles in any way we like. Let P ′ be a pair
of pants decomposition of R such that λ([P ]) = [P ′ ], and let x ′, y ′, z ′, t ′,w ′ be
(respectively) the representatives of λ([x]), λ([y]), λ([z]), λ([t]), λ([w]) in P ′.
Since z is a 4-curve in P, we know that z ′ is a 4-curve in P ′. Since x, z,w are
the boundary components of a pair of pants in P, by Lemma 2.4 it follows that
x ′, z ′,w ′ are the boundary components of a pair of pantsQ1 in P ′. Similarly, since
z, y, t are the boundary components of a pair of pants in P, by Lemma 2.4 we have
that z ′, y ′, t ′ are the boundary components of a pair of pants Q2 in P ′. Since x is
adjacent to y in P, x ′ is adjacent to y ′ in P ′. Then there exists a pair of pants Q3

such that Q3 has x ′, y ′ on its boundary. Let r be the boundary component of Q3

that is different from x ′ and y ′. Suppose that r is not a boundary component of R,
in which case r is an essential circle. ThenQ1 ∪Q2 ∪Q3 is a genus-1 subsurface
with three boundary components r,w ′, t ′ that are nonseparating circles in R. Any
two of x ′,w ′, t ′ can be connected by an arc in the complement of Q1 ∪Q2 ∪Q3

in R, but this would be possible only if the genus of R were at least 3. Given our
assumption that g = 2, we have a contradiction. Therefore, r must be a boundary
component of R; that is, (λ(α), λ(β)) is a peripheral pair in N(R).

Figure 3 Pants decompositions

Next assume that g = 3 and p ≥ 2. We shall choose distinct essential cir-
cles a1, . . . , a6 as shown in Figure 3(ii). Then we complete x, y, a1, . . . , a6 to a
pair of pants decomposition P consisting of nonseparating circles in any way we
like. Let P ′ be a pair of pants decomposition of R such that λ([P ]) = [P ′ ]. Let
x ′, y ′, a ′

1, . . . , a ′
6 be (respectively) the representatives of λ([x]), λ([y]), λ([a1]), . . . ,

λ([a6]) in P ′. Since a1 is a 4-curve in P, it follows that a ′
1 is a 4-curve in P ′. Since
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x, a1, a3 are the boundary components of a pair of pants in P, by Lemma 2.4 we
have that x ′, a ′

1, a ′
3 are the boundary components of a pair of pants Q1 in P ′.

Similarly, since y, a1, a2 are the boundary components of a pair of pants in P, by
Lemma 2.4 (again) y ′, a ′

1, a ′
2 are the boundary components of a pair of pantsQ2 in

P ′. Similar arguments show that a ′
4 is a 4-curve, a ′

3, a ′
4, a ′

6 are the boundary com-
ponents of a pair of pants Q3 in P ′, and a ′

2 , a ′
4, a ′

5 are the boundary components
of a pair of pantsQ4 in P ′. Since x is adjacent to y in P, x ′ is adjacent to y ′ in P ′.
Then there exists a pair of pants Q5 such that Q5 has x ′, y ′ on its boundary. Let
r be the boundary component ofQ5 that is different from x ′ and y ′. Suppose that
r is not a boundary component of R, in which case r is an essential circle. Then
Q1∪Q2 ∪Q3 ∪Q4 ∪Q5 is a genus-2 subsurface with three boundary components
r, a ′

5, a ′
6 that are nonseparating circles in R. Any two of r, a ′

5, a ′
6 can be connected

by an arc in the complement of Q1 ∪ Q2 ∪ Q3 ∪ Q4 ∪ Q5 in R, but this would
be possible only if the genus of R were at least 4. Because we assumed that g =
3, we obtain a contradiction. Hence, r must be a boundary component of R; that
is, (λ(α), λ(β)) is a peripheral pair in N(R). The proof for g ≥ 4 and p ≥ 2 is
similar.

Lemma 2.6. Suppose g ≥ 2 and p ≥ 0, and let λ : N(R) → N(R) be a super-
injective simplicial map. Then λ preserves topological equivalence of ordered
pairs of pants decompositions consisting of nonseparating circles on R. In other
words, for a given ordered pair of pants decomposition P = (c1, c2 , . . . , c3g−3+p)
of R where [ci] ∈ N(R) and for a corresponding ordered pair of pants de-
composition P ′ = (c ′

1, c ′
2 , . . . , c ′

3g−3+p) of R (where [c ′
i ] = λ([ci]) for all i =

1, 2, . . . , 3g−3+p), there exists a homeomorphismH : R → R such thatH(ci) =
c ′
i for all i = 1, 2, . . . , 3g − 3 + p.

Proof. Let P = (c1, c2 , . . . , c3g−3+p) be an ordered pair of pants decomposition
consisting of nonseparating circles on R, and let c ′

i ∈ λ([ci]) be such that the
elements of {c ′

1, c ′
2 , . . . , c ′

3g−3+p} are pairwise disjoint. Then P ′ = (c ′
1, c ′

2 , . . . ,
c ′

3g−3+p) is an ordered pair of pants decomposition of R. Let (B1,B2 , . . . ,Bm) be
an ordered set of all the pairs of pants inP. By Lemma 2.4 and Lemma 2.5, there is
a corresponding or “image” ordered collection of pairs of pants (B ′

1,B ′
2 , . . . ,B ′

m).

Thus, a pair of pants having three essential curves on its boundary corresponds to
a pair of pants having three essential curves on its boundary, and a pair of pants
having an inessential boundary component corresponds to a pair of pants hav-
ing an inessential boundary component. Then, by the classification of surfaces,
there exists an orientation-preserving homeomorphism hi : Bi → B ′

i for all i =
1, . . . ,m.We can compose eachhi with an orientation-preserving homeomorphism
ri that switches the boundary components (if necessary) in order to induce h′

i =
ri � hi to agree with the correspondence given by λ on the boundary components.
(That is: for each essential boundary component a of Bi, i = 1, . . . ,m, we have
λ([q(a)]) = [q ′(h′

i(a))] for q : RP → R and q ′ : RP ′ → R the natural quotient
maps.) Then, for two pairs of pants with a common boundary component, we
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can glue the homeomorphisms by isotoping the homeomorphism of one pair so
that it agrees with the homeomorphism of the other pair on the common bound-
ary component. Adjusting these homeomorphisms on the boundary components
and gluing them yields a homeomorphism h : R → R such that h(ci) = c ′

i for all
i = 1, 2, . . . , 3g − 3 + p.

Lemma 2.7. Suppose g ≥ 2 and p ≥ 0, and let α1 and α2 be two vertices in
N(R). Then i(α1,α2) = 1 if and only if there are isotopy classes α3,α4,α5,α6,α7

in N(R) such that the following properties hold.

(i) i(αi,αj ) = 0 if and only if the ith and j th circles in Figure 4 are disjoint.
(ii) α1,α3,α5,α6 have pairwise disjoint representatives a1, a3, a5, a6 (respec-

tively) such that a5 ∪ a6 divides R into two pieces, one of which is a torus
T with two holes and containing some representatives of the isotopy classes
α1,α2; moreover, a1, a3, a5 bound a pair of pants in T and a1, a3, a6 bound a
pair of pants in T.

Figure 4 Circles intersecting once

Proof. Let i(α1,α2) = 1. Let a1, a2 be representatives of α1,α2 (respectively)
such that a1 intersects a2 transversely once. Let N be a regular neighborhood
of a1 ∪ a2. Then it is easy to see that N is a genus-1 surface with one boundary
component and that, since R is a surface of genus at least 2, there exist simple
closed curves (as shown in Figure 4) whose isotopy classes α3,α4,α5,α6,α7 sat-
isfy properties (i) and (ii). Suppose that there exist isotopy classes α1,α2 , . . . ,α7

in N(R) satisfying (i) and (ii). Then we have a1, a3, a5, a6 as pairwise disjoint
representatives of α1,α3,α5,α6 (respectively) such that a5 ∪a6 divides R into two
pieces, one of which is a torus T with two holes and containing some represen-
tatives of the isotopy classes α1,α2; also, a1, a3, a5 (resp. a1, a3, a6) bound a pair
of pants P (resp.Q) in T. Let a2 , a4, a7 be representatives of α2 ,α4,α7 such that
all the curves ai (i = 1, . . . , 7) have minimal intersection with each other. Then
a4 ∩ a1 = ∅, a2 ∩ a6 = ∅, and a7 ∩ a3 = ∅. Because i(α4,α1) = 0, i(α4,α3) = 0,
and i(α4,α6) = 0, we know that a4 ∩Q has an arc that connects a3 to a6. Since
i(α7,α3) = 0, i(α7,α1) = 0, and i(α7,α6) = 0, it follows that a7 ∩Q has an arc
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connecting a1 to a6. Similarly, since i(α2 ,α6) = 0, i(α2 ,α1) = 0, and i(α2 ,α3) =
0, a2 ∩Q has an arc that connects a1 to a3. Then, since a2 , a4, a7 are pairwise dis-
joint, we can see that all the arcs of a4 ∩Q connect a3 to a6, all the arcs of a7 ∩Q
connect a1 to a6, and all the arcs of a2 ∩Q connect a1 to a3. Similar arguments
show that all the arcs of a4 ∩P connect a3 to a5, all the arcs of a7 ∩P connect a1

to a5, and all the arcs of a2 ∩ P connect a1 to a3. Then, by looking at the gluing
between the arcs in a2 ∩Q and the arcs in a2 ∩ P to form a2 , we see that a2 ∩Q
has one arc and a2 ∩ P has one arc. Hence, i(α1,α2) = 1.

A characterization of geometric intersection1property in C(R)was given by Ivanov
[Iv1, Lemma 1]. Our characterization is similar.

Lemma 2.8. Suppose g ≥ 2 and p ≥ 0. Let λ : N(R) → N(R) be a super-
injective simplicial map, and let α,β be two vertices of N(R). If i(α,β) = 1, then
i(λ(α), λ(β)) = 1.

Proof. Let α and β be two vertices of N(R) such that i(α,β) = 1. Then, by
Lemma 2.7, there exist isotopy classes α3,α4,α5,α6,α7 in N(R) satisfying prop-
erties (i) and (ii) of that lemma. Then, sinceλ is superinjective, i(λ(αi), λ(αj )) = 0
if and only if the ith and j th circles in Figure 4 are disjoint; using Lemma 2.6 and the
properties that λ preserves disjointness and nondisjointness, we can see that there
exist pairwise disjoint representatives a ′

1, a ′
3, a ′

5, a ′
6 of λ(α1), λ(α3), λ(α5), λ(α6),

respectively, such that: a ′
5 ∪ a ′

6 divides R into two pieces, one of which is a torus
T with two holes and containing some representatives of the isotopy classes λ(α1)

and λ(α2); a ′
1, a ′

3, a ′
5 bound a pair of pants in T ; and a ′

1, a ′
3, a ′

6 bound a pair of
pants in T. Then, by Lemma 2.7, i(λ(α), λ(β)) = 1.

3. Superinjective Simplicial Maps of C(R) and Injective
Homomorphisms of Finite Index Subgroups of Mod∗

R

If g = 2 and p ≥ 2 or if g ≥ 3 and p ≥ 0, then—by the results given in [I1] and
[I2]—we can make the following statements: (a) a simplicial map λ : C(R) →
C(R) is superinjective if and only if λ is induced by a homeomorphism of R; and
(b) if K is a finite index subgroup of Mod∗

R and if f : K → Mod∗
R is an injective

homomorphism, then f is induced by a homeomorphism of R. In this section we
prove similar results (i.e., Theorem 1.1 and Theorem 1.2) when g = 2 and p ≤ 1.

If g = 2 and p ≤ 1 and if λ : C(R) → C(R) is a superinjective simplicial map,
then λ is an injective simplicial map that maps a pair of pants decompositions of
R to a pair of decompositions of R and also preserves adjacency relations. The
proofs of these statements are similar to the proofs given in Lemmas 2.1–2.3. Now,
we prove the following lemma.

Lemma 3.1. Suppose g = 2 and p ≤ 1. Let λ : C(R) → C(R) be a superinjective
simplicial map, and let α,β, γ be distinct vertices in C(R) having pairwise dis-
joint representatives that bound a pair of pants in R. Then λ(α), λ(β), λ(γ ) are
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distinct vertices in C(R) having pairwise disjoint representatives that bound a pair
of pants in R.

Proof. Let a, b, c be pairwise disjoint representatives of α,β, γ, respectively. If R
is a closed surface of genus 2 then a, b, c is a pair of pants decomposition on R
and, since a, b, c bound a pair of pants, they must all be nonseparating circles in
this case. Let P ′ be a pair of pants decomposition of R such that λ([P ]) = [P ′ ],
and let a ′, b ′, c ′ be (respectively) the representatives of λ([a]), λ([b]), λ([c]) in
P ′. Since a is adjacent to b and c w.r.t. P, we have that a ′ is adjacent to b ′ and
c ′ w.r.t. P ′. If one of a ′, b ′, or c ′ were a separating curve on R then the other two
would not be adjacent to each other w.r.t. P ′, which would yield a contradiction.
So, each of a ′, b ′, c ′ is a nonseparating curve; then clearly they bound a pair of
pants on R. Now assume that g = 2 and p = 1. There are two cases: either each
of a, b, c is a nonseparating circle or exactly one of a, b, c is a separating circle.

Case 1. Assume that each of a, b, c is a nonseparating circle, and complete
{a, b, c} to a pair of pants decomposition P = {a, b, c, a1} consisting of nonsepa-
rating circles as shown in Figure 5(i). Let P ′ be a pair of pants decomposition of
R such that λ([P ]) = [P ′ ], and let a ′, b ′, c ′, a ′

1 be (respectively) the representa-
tives of λ([a]), λ([b]), λ([c]), λ([a1]) in P ′. Notice that any two curves in P are
adjacent w.r.t.P ; and, since adjacency is preserved, any two curves in P ′ must be
adjacent w.r.t. P ′. If one of a ′, b ′, c ′, a ′

1 were a separating curve then there would
be two circles in P ′ that are not adjacent. As a result, we conclude that all of
a ′, b ′, c ′, a ′

1 are nonseparating. Then we consider the curve configuration as shown
in Figure 5(i), and the proof of the lemma in this case follows as in the proof of
Lemma 2.4 for the case g = 2 and p = 1.

Figure 5 Curve configurations

Case 2. Assume that exactly one of a, b, c is a separating circle. Assume with-
out loss of generality that c is a separating circle. Then c separates R into two
subsurfaces R1,R2 as shown in Figure 5(ii). Let a1, a2 , a3 be as shown in the fig-
ure; then a, b, c, a1 is a pants decomposition P on R. Let P ′ be a pair of pants
decomposition of R such that λ([P ]) = [P ′ ], and let a ′, b ′, c ′, a ′

1 be the represen-
tatives of λ([a]), λ([b]), λ([c]), λ([a1]) in P ′, respectively. Every nonseparating
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circle x on R could be put inside of a pair of pants decomposition consisting of
nonseparating circles, and—using the method given in Case 1—we could see that
λ([x]) has a nonseparating representative. Hence, because a, b, a1 are nonsepa-
rating, also a ′, b ′, a ′

1 are nonseparating. Since a is adjacent to c w.r.t.P, it follows
that a ′ is adjacent to c ′ w.r.t.P ′. Then there is a pair of pantsQ1 having a ′ and c ′
on its boundary. Let x be the other boundary component of Q1. Since a ′ is not a
separating circle, x cannot be c ′. If x is the boundary component of R then, since
c ′ is adjacent to a ′

1 and b ′, there exists a pair of pantsQ2 in P ′ having c ′, b ′, and a ′
1

on its boundary. Then, since a2 intersects a1 essentially and a2 is disjoint from b

and c, we can choose a representative a ′
2 of λ([a2 ]) such that there exists an essen-

tial arc w of a ′
2 inQ2 that starts and ends on a ′

1 and that does not intersect b ′ ∪ c ′.
Next we consider a3, which is disjoint from a1 and a2. Then there exists a repre-
sentative a ′

3 of λ([a3]) such that a ′
3 is disjoint from a ′

1 ∪ w. But then a ′
3 could be

isotoped so that it is disjoint from b ′, since b ′ is a boundary component of a regu-
lar neighborhood of a ′

1 ∪w inQ2. This is a contradiction because i([b], [a3]) = 0
and so i(λ([b]), λ([a3])) = 0. Hence, x cannot be the boundary component of R.

We are left with three possibilities: x is one of a ′, b ′, or a ′
1. If x = a ′ then a ′

wouldn’t be adjacent to b ′ w.r.t. P ′, which is a contradiction. Assume x = a ′
1.

Then, since a2 intersects a1 essentially and since a2 is disjoint from a and c, we
can choose a representative a ′

2 of λ([a2 ]) such that there exists an essential arc w
of a ′

2 in Q1 that starts and ends on a ′
1 and that does not intersect a ′ ∪ c ′. Next we

consider a3, which is disjoint from a1 and a2. Then there exists a representative
a ′

3 of λ([a3]) such that a ′
3 is disjoint from a ′

1 ∪ w. But then a ′
3 could be isotoped

so that it is disjoint from a ′, since a ′ is a boundary component of a regular neigh-
borhood of a ′

1 ∪ w in Q1. This is a contradiction because i([a], [a3]) = 0 and so
i(λ([a]), λ([a3])) = 0. Therefore, x = a ′

1. Hence x = b ′, and a ′, b ′, c ′ bound a
pair of pants in P ′.

Recall our definition (before Lemma 2.5) of a peripheral pair.

Lemma 3.2. Suppose g = 2 andp = 1. Let λ : C(R) → C(R) be a superinjective
simplicial map, and let (α,β) be a peripheral pair in C(R). Then (λ(α), λ(β)) is
a peripheral pair in C(R).
Proof. Let x, y be disjoint representatives of α,β (respectively) such that x, y, and
a boundary component of R bound a pair of pants in R. There are two cases to
consider: either (i) x and y are both nonseparating or (ii) x and y are both separat-
ing. The proof in the first case is similar to the proof given in Lemma 2.5. For the
second case, we complete x, y to a pair of pants decomposition Q consisting of
nonseparating circles a, b on R such that a is in the torus with one hole that comes
with the separation by x. Then we will replace y with a nonseparating curve w
such that: a, x, b,w is a pants decomposition P on R; x, w, and b bound a pair of
pants; and w, b, and the boundary component of R bound a pair of pants on R.
Let P ′ be a pair of pants decomposition of R such that λ([P ]) = [P ′ ], and let
x ′,w ′, a ′, b ′ be (respectively) the representatives of λ([x]), λ([w]), λ([a]), λ([b])
in P ′. Then, using Case 1 of Lemma 3.1, we see that x ′ is a separating circle of
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genus 1. Similarly, y ′ is a separating circle of genus 1 on R. Then it is easy to see
that x ′, y ′, and the boundary component of R bound a pair of pants.

Lemma 3.3. Suppose g = 2 andp ≤ 1. Let λ : C(R) → C(R) be a superinjective
simplicial map. Then λ preserves topological equivalence of ordered pairs of pants
decompositions on R. (That is: for a given ordered pair of pants decomposition
P = (c1, c2 , . . . , c3+p) of R, where [ci] ∈ C(R), and for a corresponding ordered
pair of pants decomposition P ′ = (c ′

1, c ′
2 , . . . , c ′

3+p) of R, where [c ′
i ] = λ([ci])

for all i = 1, 2, . . . , 3 + p, there exists a homeomorphism H : R → R such that
H(ci) = c ′

i for all i = 1, 2, . . . , 3 + p.)

Proof. First we consider the case when g = 2 and p = 0. Let P be a pair of pants
decomposition of R and let A be a nonembedded pair of pants in P. The bound-
ary of A consists of the circles a and c, where c is a 1-separating circle on R and
a is a nonseparating circle on R. Let b, a1, a2 be as shown in Figure 5(iii); then
P = {a, b, c} is a pants decomposition on R. Let P ′ be a pair of pants decom-
position of R such that λ([P ]) = [P ′ ], and let a ′, b ′, c ′ be the representatives of
λ([a]), λ([b]), λ([c]) in P ′, respectively. Every nonseparating circle x onR could
be put inside of a pair of pants decomposition consisting of nonseparating circles
and so, using the method given in Case 1 of Lemma 3.1, we can see that λ([x]) has
a nonseparating representative. Hence, because a and b are nonseparating, a ′ and
b ′ are nonseparating. Assume that c ′ is also nonseparating. Then there exist two
pairs of pants Q1,Q2 in P ′ such that both have a ′, b ′, c ′ on their boundary. Since
a1 intersects a essentially and since a1 is disjoint from b and c, we can choose a
representative a ′

1 of λ([a1]) such that there exists an essential arc w of a ′
1 in Q1

that starts and ends on a ′ and that does not intersect b ′ ∪ c ′. Next we consider a2 ,
which is disjoint from a and a1. There exists a representative a ′

2 of λ([a2 ]) such
that a ′

2 is disjoint from a ′
1 ∪ a ′. But then a ′

2 could be isotoped so that it is disjoint
from b ′, since b ′ is a boundary component of a regular neighborhood of a ′ ∪w in
Q1. This is a contradiction because i([b], [a2 ]) = 0 and so i(λ([b]), λ([a2 ])) =
0. Therefore, c ′ must be separating. Then clearly a ′ and c ′ are the boundary com-
ponents of a nonembedded pair of pants. Hence, a nonembedded pair of pants in
P corresponds to a nonembedded pair of pants in P ′. When g = 2 and p = 1,
this result follows from Lemma 3.1 and Lemma 3.2 after considering the circles
in Figure 5(ii).

Suppose g = 2 andp ≤ 1. LetP = (c1, c2 , . . . , c3+p) be an ordered pair of pants
decomposition onR. Let c ′

i ∈λ([ci]) be such that the elements of {c ′
1, c ′

2 , . . . , c ′
3+p}

are pairwise disjoint. Then P ′ = (c ′
1, c ′

2 , . . . , c ′
3+p) is an ordered pair of pants de-

composition of R. Let (B1,B2 , . . . ,Bm) be an ordered set of all the pairs of pants
in P. The foregoing arguments together with Lemmas 3.1 and 3.2 show that there
is a corresponding (image) ordered collection of pairs of pants (B ′

1,B ′
2 , . . . ,B ′

m).

Nonembedded pairs of pants correspond to nonembedded pairs of pants, embed-
ded pairs of pants correspond to embedded pairs of pants, and a pair of pants
having an inessential boundary component corresponds to a pair of pants having
an inessential boundary component. Then the proof follows as in Lemma 2.6.
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Lemma 3.4. Suppose g = 2 and p ≤ 1. Let λ : C(R) → C(R) be a super-
injective simplicial map, and let α,β be two vertices of C(R). If i(α,β) = 1, then
i(λ(α), λ(β)) = 1.

Proof. The proof follows as in the proof of Lemma 2.8, using Lemma 3.3.

Lemma 3.5. Suppose g = 2 andp ≤ 1. Let λ : C(R) → C(R) be a superinjective
simplicial map. Let α and β be two vertices in C(R) that have representatives with
geometric intersection 2 and algebraic intersection 0 on R. Then λ(α) and λ(β)
have representatives with geometric intersection 2 and algebraic intersection 0
on R.

Proof. Assume that g = 2 and p = 0. Let h, v be representatives of α,β with
geometric intersection 2 and algebraic intersection 0 on R. Let N be a regular
neighborhood of h∪ v in R. Then N is a sphere with four boundary components.
Let c, x, y, z be boundary components of N such that there exists a homeomor-
phism ϕ : (N, c, x, y, z,h, v) → (No, co, xo, yo, zo,ho, vo), where No is a standard
sphere with four holes having co, xo, yo, zo on its boundary and ho, vo (horizontal,
vertical) are two circles as indicated in Figure 6(i). Since h and v have geomet-
ric intersection 2 and algebraic intersection 0 on R, none of c, x, y, z bound a disk
on R. There are two cases to consider: either exactly one of h or v is separating
or both h and v are nonseparating.

Figure 6 Curves intersecting twice

Case 1. Assume without loss of generality that v is separating and h is nonsep-
arating. Then x is isotopic to z and y is isotopic to c and c, x,h, v are as shown
in Figure 6(ii). Let a1, a2 be as shown in the figure, and let c ′,h′, x ′ be pairwise
disjoint representatives of λ([c]), λ([h]), λ([x]), respectively. Then {c ′,h′, x ′} is
a pair of pants decomposition on R. Since nondisjointness and intersection 1 is
preserved by λ, there are disjoint representatives a ′

1, a ′
2 of λ([a1]), λ([a2 ]) respec-

tively such that (a) a ′
1 intersects each of c ′ and h′ exactly once and a ′

1 is disjoint
from x ′, and similarly (b) a ′

2 intersects each of x ′ and h′ exactly once and a ′
2 is

disjoint from c ′. Then, since v is disjoint from c ∪ a1 ∪ a2 ∪ x, we can choose a
representative v ′ of λ([v]) such that it lives inside of the cylinder that we obtain
after cutting R along c ′ ∪a ′

1 ∪a ′
2 ∪x ′. Then it is easy to see that h′ and v ′ intersect

twice geometrically and zero times algebraically.
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Figure 7 Curves intersecting twice

Case 2. Assume that both of h, v are nonseparating. Then c and z are the bound-
ary components of an annulus A1 in R \ N, and x and y are the boundary com-
ponents of an annulus A2 in R \ N. Let i and j be as shown in Figure 7(i). We
connect the endpoints of i on N with an arc in A1 to get a circle w such that
w intersects each of c and z at only one point. Similarly, we connect the end-
points of j on N with an arc in A2 to get a circle k such that k intersects each
of x and y at only one point. Observe that w and k intersect at only one point.
Let c ′, x ′,h′, y ′, z ′ be pairwise disjoint representatives of the image curves, and let
N ′ be sphere with four holes bounded by c ′, x ′, y ′, z ′. By Lemma 3.3, h′ gives a
pants decompositions on N ′. Now we choose minimally intersecting representa-
tives w ′, k ′ of λ([w]), λ([k]) respectively such that each of w ′ and k ′ intersects
c ′, x ′, y ′, z ′ minimally. Then, since the intersection 1 is preserved, there exist arcs
i ′, j ′ of w ′, k ′ (respectively) in N ′ such that i ′ intersects j ′ once in N ′, i ′ connects
c ′ to z ′, and j ′ connects x ′ to y ′. Since v does not intersect any of x, c, y, z and
since v intersects w and k exactly once, there is a representative v ′ of λ([v]) in
N ′ such that v ′ intersects each of i ′ and j ′ exactly once. Notice that h′ also in-
tersects each of i ′ and j ′ exactly once. When we cut N ′ along the arcs of i ′ and
j ′ we get a disk. The boundary of the disk either is as shown in Figure 7(ii) or
has the similar form where only x ′ and y ′ are switched. We will consider the first
situation (arguments for the second follow similarly). If v ′ makes its intersection
with i ′ and j ′ at the intersection point of i ′ and j ′ with each other, then v ′ must
be one of the arcs shown in Figure 7(ii), and—by looking at the intersection of
v ′ with the other curves—it is easy to see that v ′ intersects h′ twice geometrically
and zero times algebraically on R. Suppose that v ′ intersects i ′ and j ′ at different
points. Then there are two arcs of v ′ connecting i ′ to j ′ in the disk. Now, since v ′
does not intersect any of x ′, c ′, y ′, z ′, we can see that v ′ must be one of the curves
shown in Figure 7(iii) or (iv). Since v ′ is not isotopic to h′, it follows that v ′ must
be the curve shown in Figure 7(iii) and hence v ′ intersects h′ twice geometrically
and zero times algebraically on R.

The proof is similar (using Figure 6(iii) for Case 1) when g = 2 and p = 1.

The proof of Theorem 1.1 follows from Lemmas 3.3–3.5 and the techniques given
for the proof of Theorem 1.1 in [I1; I2].

A mapping class g ∈ Mod∗
R is called pseudo-Anosov if A is nonempty and if

gn(α) = α for all α in A and any n = 0; g is called reducible if there is a nonempty
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subset B ⊆ A such that a set of disjoint representatives can be chosen for B and
g(B) = B. In this case, B is called a reduction system for g. Each element of B is
called a reduction class for g. A reduction class α for g is called an essential re-
duction class for g if, for each β ∈ A such that i(α,β) = 0 and for each integer
m = 0, we have gm(β) = β. The set Bg of all essential reduction classes for g is
called the canonical reduction system for g.

Let- ′ = ker(ϕ), whereϕ : Mod∗
R → Aut(H1(R, Z3)) is the homomorphism de-

fined by the action of homeomorphisms on the homology. The proofs of Lemma 3.6
and Lemma 3.7 follow by the techniques given in [I1]. Note that we need to use
that the maximal rank of an abelian subgroup of Mod∗

R is 3g − 3 + p [BLuM].

Lemma 3.6. Suppose g = 2 and p ≤ 1. Let K be a finite index subgroup of
Mod∗

R and let f : K → Mod∗
R be an injective homomorphism. Let α ∈ A. Then

there exists an N ∈ Z
∗ such that rankC(C- ′(f(tNα ))) = 1.

Lemma 3.7. Suppose g = 2 and p ≤ 1. Let K be a finite index subgroup of
Mod∗

R and let f : K → Mod∗
R be an injective homomorphism. Then there exists

an N ∈ Z
∗ such that f(tNα ) is a reducible element of infinite order for all α ∈ A.

In the proof of Lemma 3.7, we use that the centralizer of a p-Anosov element in
the extended mapping class group is a virtually infinite cyclic group (see [M2]).

Lemma 3.8. Suppose g = 2 and p ≤ 1. Let K be a finite index subgroup of
Mod∗

R and let f : K → Mod∗
R be an injective homomorphism. Then, for all α ∈

A , f(tNα ) = tMβ(α) for some M,N ∈ Z
∗ and β(α)∈ A.

Proof. Let - = f −1(- ′) ∩ - ′. Since - is a finite index subgroup, we can choose
N ∈Z∗ such that tNα ∈- for all α in A. By Lemma 3.7, f(tNα ) is a reducible ele-
ment of infinite order in Mod∗

R. Let C be a realization of the canonical reduction
system of f(tNα ). Let c be the number of components of C and let r be the number
of p-Anosov components of f(tNα ). Since tNα ∈-, we have f(tNα )∈- ′. By [IvM,
Thm. 5.9], C(C- ′(f(tNα ))) is a free abelian group of rank c + r. By Lemma 3.6,
c + r = 1. Hence either c = 1 and r = 0 or c = 0 and r = 1. Because there is
at least one curve in the canonical reduction system, c = 1 and r = 0. Therefore,
since f(tNα ) ∈ - ′ it follows that f(tNα ) = tMβ(α) for some M ∈ Z

∗ and β(α) ∈ A
[BLuM; IvM].

Remark. Suppose that f(tMα ) = tPβ for some β ∈ A and that M,P ∈ Z
∗ and

f(tNα ) = tQγ for some γ ∈ A and N,Q ∈ Z
∗. Since f(tMNα ) = f(tNMα ), we have

tPNβ = tQMγ forP,Q,M,N ∈ Z
∗. Then β = γ. Therefore, by Lemma 3.8, f gives a

correspondence between isotopy classes of circles and f induces a map, f∗ : A →
A , where f∗(α) = β(α).

In the following lemma we use the well-known fact that ftαf −1 = t
ε(f )

f(α) for all
α ∈ A and f ∈ Mod∗

R , where ε(f ) = 1 if f has an orientation-preserving repre-
sentative and ε(f ) = −1 if f has an orientation-reversing representative.
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Lemma 3.9. Let K be a finite index subgroup of Mod∗
R. Let f : K → Mod∗

R be
an injective homomorphism. Assume that there exists anN ∈ Z

∗ such that, for all
α ∈ A , there is a Q∈ Z

∗ such that f(tNα ) = tQα . If g = 2 and p = 1 then f is the
identity onK. If g = 2 and p = 0 then f(k) = kim(k), where i is the hyperelliptic
involution on R and m(k)∈ {0,1}.
Proof. We use Ivanov’s trick to see that f(ktNα k

−1) = f(t
ε(k)·N
k(α) ) = t

Q·ε(k)
k(α) and

f(ktNα k
−1) = f(k)f(tNα )f(k)

−1 = f(k)tQαf(k)
−1 = t

ε(f(k))·Q
f(k)(α) for all α ∈ A and

all k ∈K. Then we have tQ·ε(k)
k(α) = t

ε(f(k))·Q
f(k)(α) (∀α ∈ A , ∀k ∈K) and hence k(α) =

f(k)(α) (∀α ∈ A , ∀k ∈K). Then k−1f(k)(α) = α (∀α ∈ A , ∀k ∈K) and there-
fore k−1f(k) commutes with tα (∀α ∈ A , ∀k ∈K). Then, since ModR is generated
by Dehn twists when g = 2 and p ≤ 1, we have k−1f(k)∈C(ModR) for all k∈K.
If g = 2 and p = 1, thenC(ModR) is trivial by [IvM, Thm. 5.3]. Hence k = f(k)

for all k ∈K and so f = idK. If g = 2 and p = 0 then C(ModR) = {idR , i} =
Z2 , where i is the hyperelliptic involution on R. Then, for each k ∈ K, either
k−1f(k) = idR or k−1f(k) = i. Thus f(k) = kim(k), where m(k)∈ {0,1}.
Corollary 3.10. Suppose g = 2 and p = 1. Let h : Mod∗

R → Mod∗
R be an iso-

morphism and let f : Mod∗
R → Mod∗

R be an injective homomorphism. Assume
that there exists an N ∈ Z

∗ such that, for all α ∈ A , there is a Q ∈ Z
∗ such that

h(tNα ) = f(tQα ). Then h = f.

Proof. Apply Lemma 3.9 to h−1f with K = Mod∗
R. Because h−1f(tNα ) = tQα for

all α in A , we have h−1f = idK. Hence, h = f.

By the Remark after Lemma 3.8, we have that f : K → Mod∗
R induces a map

f∗ : A → A , where K is a finite index subgroup of Mod∗
R. In the next lemma we

prove that f∗ is a superinjective simplicial map on C(R).

Lemma 3.11. Suppose g = 2 and p ≤ 1. Let f : K → Mod∗
R be an injection and

let α,β ∈ A. Then i(α,β) = 0 if and only if i(f∗(α), f∗(β)) = 0.

Proof. There exists an N ∈ Z
∗ such that tNα ∈K and tNβ ∈K. Then we have the

following: i(α,β) = 0 iff tNα t
N
β = tNβ t

N
α iff f(tNα )f(t

N
β ) = f(tNβ )f(t

N
α ) (since f

is injective on K) iff tPf∗(α)t
Q

f∗(β) = t
Q

f∗(β)t
P
f∗(α), where P = M(α,N)∈ Z

∗ and Q =
M(β,N)∈ Z

∗ if and only if i(f∗(α), f∗(β)) = 0.

Now, we prove the second main theorem of the section.

Theorem 3.12. Let K be a finite index subgroup of Mod∗
R and let f be an in-

jective homomorphism f : K → Mod∗
R. If g = 2 and p = 1, then f has the form

k → hkh−1 for some h ∈ Mod∗
R and f has a unique extension to an automor-

phism of Mod∗
R. If R is a closed surface of genus 2 then f has the form k →

hkh−1im(k) for some h ∈ Mod∗
R , where m is a homomorphism K → Z2 and i is

the hyperelliptic involution on R.
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Proof. If g = 2 and p ≤ 1 then, by Lemma 3.11, f∗ is a superinjective simplicial
map on C(R). Then, by Theorem 1.1, f∗ is induced by a homeomorphism h : R →
R; that is, f∗(α) = h#(α) for all α in A , where h# = [h]. Let χh# : Mod∗

R →
Mod∗

R be the isomorphism defined by the rule χh#(k) = h#kh
−1
# for all k in Mod∗

R.

Then, for all α in A:

χh
−1
# � f(tNα ) = χh

−1
# (tMf∗(α)) = χh

−1
# (tMh#(α)

)

= h−1
# t

M
h#(α)

h# = t
M·ε(h−1

# )

h−1
# (h#(α))

= tM·ε(h−1
# )

α .

If g = 2 and p = 1 then, since χh
−1
# � f is injective, χh

−1
# � f = idK by

Lemma 3.9. So, χh# |K = f. Hence f is the restriction of an isomorphism that is
conjugation by h# (i.e., f is induced by h). Suppose there exists an automorphism
τ : Mod∗

R → Mod∗
R such that τ |K = f. Let N ∈Z∗ be such that tNα ∈K for all α

in A. Since χh# |K = f = τ |K and tNα ∈K, it follows that τ(tNα ) = χh#(t
N
α ) for all

α in A. Then, by Corollary 3.10, τ = χh# . Hence the extension of f is unique.
If g = 2 and p = 0 then, by Lemma 3.9, since χh

−1
# � f is injective it fol-

lows that χh
−1
# � f(k) = kim(k), where m(k) ∈ {0,1}. Hence, f has the form k →

h#kh
−1
# i

m(k). Since χh
−1
# �f(k1k2) = k1k2 i

m(k1k2 ) and χh
−1
# �f(k1)χ

h−1
# �f(k2) =

k1i
m(k1)k2 i

m(k2 ) = k1k2 i
m(k1)im(k2 ), we have that m(k1k2) = m(k1) + m(k2) for

all k1, k2 ∈K. Therefore, m : K → Z2 is a homomorphism.

Remark. Note that k → hkh−1im(k) defines a homomorphism fromK → Mod∗
R

for every h ∈ Mod∗
R and for every homomorphism m : K → Z2. It is easy to see

that k → hkh−1im(k) is injective if and only if either i /∈K or i ∈ Ker(m). Inner au-
tomorphisms of K act on the set of injective homomorphisms from K → Mod∗

R.

Using Theorem 3.12, we can see that the orbit space Inj Hom(K, Mod∗
R)/Inn(K)

of this action is finite. Then we have the following corollary.

Corollary 3.13. Suppose that g = 2 and p ≤ 1, and let K be a finite index
subgroup of Mod∗

R. Then Out(K) is finite.

In the other cases—whenR has genus at least 2 andK is a finite index subgroup—
we have that Out(K) is finite as a corollary to the main results in [I1; I2]. See
[M1] for an explicit description of automorphisms of Mod∗

R for a closed surface
of genus 2.

4. Extending Superinjective Simplicial Maps of N(R)

to Superinjective Simplicial Maps of C(R)

In this section we prove Theorem 1.3 and Theorem 1.4.

Lemma 4.1. Suppose that g ≥ 2 and p ≤ 1. Let λ : N(R) → N(R) be a
superinjective simplicial map. Then λ extends to a superinjective simplicial map
λ∗ : C(R) → C(R).
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Proof. For x a nonseparating simple closed curve, we define λ∗([x]) = λ([x]).
Let c be a separating simple closed curve on R.

Case 1. Assume that R is closed. Since g ≥ 2, c separates R into two sub-
surfaces R1 and R2 , each of which has genus at least 1. We take a chain on R1,
{α1, . . . ,αm}, with i(αi,αi+1) = 1 and i(αi,αj ) = 0 for |i − j | > 1 and where
[ai] = αi ∈ N(R) as shown in Figure 8(i) (for the g = 4 case when R1 has
genus 3), such that R1 ∪ {c} is a regular neighborhood of a1 ∪ · · · ∪ an. Since
λ preserves disjointness, nondisjointness, and intersection-1 property, we can see
that the chain {α1, . . . ,αn} is mapped by λ into a similar chain, {λ(α1), . . . , λ(αm)},
with i(λ(αi), λ(αi+1)) = 1 and i(λ(αi), λ(αj )) = 0 for |i − j | > 1. Let a ′

i ∈ λ(αi)
be such that any two elements in {a ′

1, . . . , a ′
m} have minimal intersection with each

other. Let M be a regular neighborhood of a ′
1 ∪ · · · ∪ a ′

n. Then it is easy to see
that M is homeomorphic to R1 ∪ c. Let a ′ be the boundary of M. Suppose that
we have another chain on R1, {β1, . . . ,βm}, with i(βi,βi+1) = 1 and i(βi,βj ) =
0 for |i − j | > 1 and where [bi] = βi ∈ N(R) such that R1 ∪ {c} is a regu-
lar neighborhood of b1 ∪ · · · ∪ bm. Again we see that the chain {β1, . . . ,βm} is
mapped by λ into a similar chain, {λ(β1), . . . , λ(βm)}, with i(λ(βi), λ(βi+1)) =
1 and i(λ(βi), λ(βj )) = 0 for |i − j | > 1. Let b ′

i ∈ λ(βi) be such that any two
elements in {b ′

1, . . . , b ′
m} have minimal intersection with each other. Let T be a

regular neighborhood of b ′
1 ∪ · · · ∪ b ′

n. Then T is homeomorphic to R1 ∪ c. Let b ′
be the boundary of T.

Figure 8 Chains

Claim: [a ′ ] = [b ′ ].
Proof. We take a similar chain on R2 , {γ1, . . . , γn}, with i(γi, γi+1) = 1 and

i(γi, γj ) = 0 for |i − j | > 1 and where [ci] = γi ∈ N(R), such that R2 ∪ {c}
is a regular neighborhood of c1 ∪ · · · ∪ cn. This chain is mapped into a simi-
lar chain, {λ(γ1), . . . , λ(γn)}. Let c ′

i ∈ λ(γi) be such that any two elements in
{a ′

1, . . . , a ′
n, c

′
1, . . . , c ′

m} and {b ′
1, . . . , b ′

n, c
′
1, . . . , c ′

m} have minimal intersection with
each other. Then a ′

i is disjoint from c ′
j for any i, j, and b ′

i is disjoint from c ′
j for

any i, j. Hence we can choose a regular neighborhoodN of c ′
1 ∪· · ·∪c ′

n inR such
that N is disjoint fromM ∪ T. Let c ′ be the boundary component of N. Then it is
easy to see that N is homeomorphic to R2 ∪ c and that the boundary components
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of M and N are isotopic in R. Similarly, the boundary components of T and N
are isotopic in R. Therefore, [a ′ ] = [c ′ ] = [b ′ ]. We define λ∗([c]) = [a ′ ].

Claim: λ∗ : C(R) → C(R) is a simplicial map.
Proof. Let α,β be two vertices in C(R) such that i(α,β) = 0. Let x and y

be disjoint representatives of α and β, respectively. If x, y are two nonseparating
simple closed curves then i(λ∗(α), λ∗(β)) = i(λ(α), λ(β)) = 0. If x is a nonsep-
arating simple closed curve and if y is a separating simple closed curve, then x
lives in a subsurface R1 that comes from separation by y. We could thus choose
a chain as described previously that contains x and then see, by the construction
of the image of [y], that i(λ∗([x]), λ∗([y])) = 0. If both x and y are separating,
then clearly R \ ((R \ x) ∩ (R \ y)) has two connected components T1, T2 such
that T1 is disjoint from T2 and y (resp. x) is an essential boundary component of
T1 (resp. T2). As a result, the chains that come from the disjoint subsurfaces T1

and T2—and that will be used to define the images of [x] and [y]—are disjoint.
Because λ preserves disjointness, the “image” chains will be disjoint and hence
i(λ∗([x]), λ∗([y])) = 0.

Claim: λ∗ : C(R) → C(R) is a superinjective simplicial map.
Proof. Let α,β be two vertices in C(R) such that i(α,β) = 0. Let x and y be

representatives of α and β, respectively.
(i) Assume that x and y are two nonseparating simple closed curves. Then we

have i(λ∗(α), λ∗(β)) = i(λ(α), λ(β)) = 0 (since λ is superinjective).
(ii) Assume y is a nonseparating simple closed curve, and assume x is a sepa-

rating simple closed curve that separates R into two subsurfaces R1,R2. Without
loss of generality, assume that y is in R1. Let {α1, . . . ,αm} be a chain on R1, with
i(αi,αi+1) = 1 and i(αi,αj ) = 0 for |i − j | > 1 and where [ai] = αi ∈ N(R),
such that R1 ∪ {x} is a regular neighborhood of a1 ∪ · · · ∪ am. Since i(α,β) = 0,
it follows that i(β,αi) = 0 for some i. Thus i(λ∗(β), λ∗(αi)) = i(λ(β), λ(αi)) =
0 (since λ is superinjective). It is then easy to see that i(λ∗(α), λ∗(β)) = 0.

(iii) Assume that both x and y are separating and that x separates R into two
subsurfaces R1,R2. Let {α1, . . . ,αm} be a chain on R1, with i(αi,αi+1) = 1 and
i(αi,αj ) = 0 for |i − j | > 1 and where [ai] = αi ∈ N(R), such that R1 ∪ {x} is
a regular neighborhood of a1 ∪ · · · ∪ am. Since i(α,β) = 0, we have i(β,αi) =
0 for some i. Hence i(λ∗(β), λ∗(αi)) = 0 by part (ii), and it is easy to see
that i(λ∗(α), λ∗(β)) = 0. We thus have a superinjective simplicial extension
λ∗ : C(R) → C(R) of λ : N(R) → N(R).

Case 2. Assume that R has one boundary component. Then c separates R into
two subsurfaces R1,R2. Assume without loss of generality that R1 is a genus-k
subsurface with c as its boundary. We consider chains on R1 as in the first case
and also chains on R2 such that regular neighborhoods of the curves coming from
the chains have c as their essential boundary component and the boundary of R
as their inessential boundary component (see Figure 8(ii)). From this point on the
proof is similar to that for Case 1.

Remark. If g ≥ 2 and p ≥ 2, and if C is the set of separating circles on R
that separate R into two pieces such that each piece has genus at least 1, then—by
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using chains on these two pieces and following the techniques of Lemma 4.1—we
can extend λ to λ∗ on C and obtain a superinjective extension.

Let M be a sphere with k holes, k ≥ 5. A circle a on M is called an n-circle
if a bounds a disk with n ≥ 2 holes on M. A pentagon in C(M) is an ordered
5-tuple (α1,α2 ,α3,α4,α5), defined up to cyclic permutations, of vertices of C(M)
such that i(αj ,αj+1) = 0 for j = 1, 2, . . . , 5 and i(αj ,αk) = 0 otherwise, where
α6 = α1. A vertex in C(M) is called an n-vertex if it has a representative that is an
n-circle on M.

Let x, y be disjoint simple closed curves on R such that ([x], [y]) is a periph-
eral pair; that is, x, y and a boundary component of R bound a pair of pants on R.
Observe that x∪y separateR into two subsurfaces. LetRx,y be the positive-genus
subsurface of R that comes from this separation. We can identify N(Rx,y) with a
subcomplex Lx,y of N(R). We use λx,y to denote the restriction of λ on N(Rx,y).
If k : R → R is a homeomorphism, then k# denotes the map induced by k on
N(R) (i.e., k# : N(R) → N(R) for k# = [k]).

An arc i on R is properly embedded if ∂i ⊆ ∂R and i is transversal to ∂R; arc i
is nontrivial (or essential) if i cannot be deformed into ∂R in such a way that the
endpoints of i remain in ∂R during the deformation. If a and b are two disjoint
arcs connecting a boundary component of R to itself, then a and b are linked if
their endpoints alternate on the boundary component; otherwise, a and b are un-
linked. The complex of arcs B(R) on R is an abstract simplicial complex whose
vertices are the isotopy classes of nontrivial properly embedded arcs i in R. A set
of vertices forms a simplex if these vertices can be represented by pairwise disjoint
arcs. Let i be an essential properly embedded arc onR. LetA be a boundary com-
ponent of R that has one endpoint of i, and let B be the boundary component of R
that has the other endpoint of i. Let N be a regular neighborhood of i ∪A ∪ B in
R. By Euler characteristic arguments, N is a pair of pants. The boundary compo-
nents ofN are called encoding circles of i on R. An essential, properly embedded
arc i on R is called type-1 if it joins one boundary component ∂k of R to itself; i
is nonseparating if its complement in R is connected.

The mapping class group ModR ofR is the group of isotopy classes of orientation-
preserving homeomorphisms of R. The pure mapping class group, PModR , is the
subgroup of ModR consisting of isotopy classes of homeomorphisms that preserve
each boundary component of R.

Lemma 4.2. Suppose g ≥ 3 and p = 2, and let λ : N(R) → N(R) be a super-
injective simplicial map. Assume that, for any peripheral pair ([x], [y]) on R
with x, y disjoint, λx,y agrees with a map (gx,y)# : N(Rx,y) → N(Rx ′,y ′) induced
by a homeomorphism gx,y : Rx,y → Rx ′,y ′ , where x ′, y ′ are disjoint and where
λ([x]) = [x ′ ], λ([y]) = [y ′ ] and gx,y(x) = x ′, gx,y(y) = y ′. Then λ agrees with
a map h# : N(R) → N(R) that is induced by a homeomorphism h : R → R.

Proof. Let x, y be disjoint simple closed curves such that ([x], [y]) is a periph-
eral pair, and let (gx,y)# : N(Rx,y) → N(Rx ′,y ′) be a simplicial map induced by a
homeomorphism gx,y : Rx,y → Rx ′,y ′—where x ′, y ′ are disjoint, λ([x]) = [x ′ ],
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Figure 9 (i) A dual curve; (ii) pants decomposition

λ([y]) = [y ′ ] and gx,y(x) = x ′, gx,y(y) = y ′—such that λx,y agrees with
(gx,y)# on N(Rx,y). Let g be a homeomorphism of R that cuts to a homeomor-
phism Rx,y → Rx ′,y ′ isotopic to gx,y. Then each homeomorphism of R that cuts
to a homeomorphism Rx,y → Rx ′,y ′ that is isotopic to gx,y is itself isotopic to an
element in the set {gt mx t ny , m, n ∈ Z}. It is easy to see that λx,y agrees with the
restriction of (gt mx t

n
y )# on N(Rx,y) for all m, n ∈ Z. Let w be a simple closed

curve that is dual to both x and y (see Figure 9(i)). Since λ preserves geometric
intersection-1 property by Lemma 2.8, λ([w]) has a representative that is dual to
both of x ′ and y ′. Let P be a regular neighborhood of x ∪ y ∪w that is a genus-1
surface with two boundary components. Let t be the essential boundary compo-
nent of P, and letQ be the genus-1 subsurface with two boundary components of
R that has g(t) as its boundary. Then, using the properties of λ, it is easy to see
that (a) λ([w]) has a representative that lies in the interior ofQ and is dual to both
x ′ and y ′ and (b) there exist mo, no ∈ Z such that gt mox t noy agrees with λ on [w].
LetDx,y be the set of isotopy classes of simple closed curves that are dual to each
of x and y on R.

Claim 1: (gt mox t noy )# agrees with λ on {[x]} ∪ {[y]} ∪ Lx,y ∪Dx,y.
Proof. It is clear that (gt mox t noy )#([x])= λ([x])= [x ′ ] and (gt mox t noy )#([y])=

λ([y]) = [y ′ ]. Since λx,y agrees with the restriction of (gt mox t noy )# on N(Rx,y),
it follows that (gt mox t noy )# agrees with λ on Lx,y. We have seen that (gt mox t noy )#
agrees with λ on [w]. Let w1 be a simple closed curve that is disjoint from w and
dual to both of x and y. As described previously, there exists m̃, ñ∈ Z such that λ
agrees with (gt m̃x t

ñ
y )# on [w1]. Since w and w1 are disjoint nonseparating curves,

i(λ([w]), λ([w1])) = 0. Because λ preserves disjointness and nondisjointness,
clearly m = m̃ and n = ñ. This shows that (gt mox t noy )# also agrees with λ on
[w1]. Given any simple closed curve v that is dual to both x and y, we can find a
sequence of dual curves to both x and y, connecting w to v, such that each con-
secutive pair is disjoint; that is, the isotopy classes of these curves define a path
between w and v in N(R). Then, using the argument just given and the sequence,
we conclude that (gt mox t noy )# agrees with λ onDx,y. Hence, (gt mox t noy )# agrees with
λ on {[x]} ∪ {[y]} ∪ Lx,y ∪ Dx,y. This proves Claim 1. Let hx,y = gt mox t noy . We
have that (hx,y)# agrees with λ on {[x]} ∪ {[y]} ∪ Lx,y ∪Dx,y.
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We complete x, y to a pair of pants decomposition P consisting of nonseparat-
ing circles as shown in Figure 9(ii) for g = 3 and p = 2 (similar configurations
can be chosen for g ≥ 3). Let t, z,w, c, k, r be as shown in the figure.

Claim 2. (hx,y)# agrees with λ on c.

Proof. Let t ′, z ′, x ′, y ′, k ′, r ′ be (respectively) pairwise disjoint representa-
tives of λ([t]), λ([z]), λ([x]), λ([y]), λ([k]), λ([r]), and let w ′ be a representa-
tive of λ([w]) that has minimal intersection with each of t ′, z ′, x ′, y ′, k ′, r ′. Since
k, r, z, y, ∂1 bound a sphere T (on R) with five holes and containing x and c, it
follows by Lemma 2.6 that k ′, r ′, z ′, y ′ and a boundary component of R bound a
sphere T ′ with five holes on R. Because x and c have geometric intersection 2
and algebraic intersection 0 in T, there exist vertices γ1, γ2 , γ3 of C(T ) such that:
(γ1, γ2 , [x], γ3, [c]) is a pentagon in C(T ); γ1 and γ3 are 2-vertices; γ2 is a 3-
vertex; {[x], γ3}, {[x], γ2}, {[c], γ3}, and {γ1, γ2} are codimension-0 simplices of
C(T ); and each γi has a representative that is nonseparating on R. Since λ is
superinjective, we can see that (λ(γ1), λ(γ2), λ([x]), λ(γ3), λ([c])) is a pentagon
in C(T ′). By Lemma 2.6, λ(γ1) and λ(γ3) are 2-vertices, and λ(γ2) is a 3-vertex,
in C(T ′). Since λ is an injective simplicial map, it follows that {λ([x]), λ(γ3)},
{λ([x]), λ(γ2)}, {λ([c]), λ(γ3)}, and {λ(γ1), λ(γ2)} are all codimension-0 sim-
plices of C(T ′). Clearly, λ([c]) has a representative that is disjoint from t ′, z ′, y ′.
Then (see [K]), {λ([x]), λ([c])} have representatives with geometric intersection 2
and algebraic intersection 0 in the sphere with four holes bounded by t ′, z ′, y ′ and
the boundary component ofR.Also, (hx,y)#([c]) has a representative c ′′ that is dis-
joint from t ′, z ′, y ′,w ′ and that intersects x ′ geometrically twice and algebraically
zero times. Since (hx,y)# agrees with λ on {[x]} ∪ {[y]} ∪ Lx,y ∪Dx,y , it follows
that [c ′ ] = [c ′′ ]; that is, (hx,y)# agrees with λ on c.

Claim 3. (hx,y)# agrees with λ on the class of every nonseparating circle on R.

Proof. Let z be a nonseparating simple closed curve onR. Let t be another sim-
ple closed curve, disjoint from z, such that z, t, and ∂1 bound a pair of pants in R.
Let i and j be nonseparating type-1 arcs connecting ∂1 to itself such that i has x, y
as its encoding circles and j has z, t as its encoding circles. We can assume with-
out loss of generality that i and j have minimal intersection. By [I2, Lemma 3.8]
there exists a sequence i = r0 → r1 → · · · → rn+1 = j of essential, properly
embedded, nonseparating type-1 arcs joining ∂1 to itself such that each consecu-
tive pair is disjoint—that is, the isotopy classes of these arcs define a path in B(R)
between i and j. Let xi, yi be the encoding circles for ri (i = 1, . . . , n). For the
pair of arcs i and r1, we will consider two cases, A and B.

Case A. Assume that i and r1 are linked (i.e., their endpoints alternate on the
boundary component ∂1). Then a regular neighborhood of i ∪ r1 ∪ ∂1 is a genus-1
surface with two boundary components N, and the arcs i, r1 and their encoding
circles x, y, x1, y1 on N are as shown in Figure 10(i). In this case, we complete
{x, y, x1, y1} to a curve configurationG consisting of nonseparating circles—which
is shown in Figure 11(i) for g = 3 and p = 3 (see [IvM])—such that the isotopy
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Figure 10 Arcs and their encoding circles

classes of Dehn twists about the elements of this set generate PModR and such
that all the curves in this set are (i) either disjoint from x, y or simultaneously dual
to x, y and (ii) either disjoint from x1, y1 or simultaneously dual to x1, y1. Then,
since all the curves in G are either disjoint from x, y or simultaneously dual to
x, y, by Claim 1 we have (hx,y)#([x]) = λ([x]) for every x ∈G. Similarly, since
all the curves in G are either disjoint from x1, y1 or simultaneously dual to x1, y1,
Claim 1 yields (hx1,y1)#([x]) = λ([x]) for every x ∈ G. Hence (hx,y)#([x]) =
λ([x]) = (hx1,y1)#([x]) for every x ∈G, so (h−1

x,yhx1,y1)# ∈ CModR(PModR). By
[IvM, Thm. 5.3], CModR(PModR) = {1}; hence (hx,y)# = (hx1,y1)#.

Figure 11 Encoding circles in curve configurations

Case B. Assume that i and r1 are unlinked (i.e., their endpoints do not alter-
nate on the boundary component ∂1). Then a regular neighborhood of i ∪ r1 ∪ ∂1

is a sphere with four boundary components S 2
4, and the arcs i, r1 and their encod-

ing circles x, y, x1, y1 on S 2
4 are as shown in Figure 10(ii). Let w be the boundary

component of S 2
4 that is different from x1, y, ∂1. If w is a nonseparating curve,

then we complete {x, y, x1, y1} to a curve configuration G consisting of nonsepa-
rating circles as shown in Figure 11(ii) and such that the isotopy classes of Dehn
twists about the elements ofG generate PModR. By Claims 1 and 2, respectively,
(hx,y)#([x]) = λ([x]) for every x ∈ G and (hx1,y1)#([x]) = λ([x]) for every
x ∈ G. Then (h−1

x,yhx1,y1)#([x]) = [x] for every x ∈ G and so (h−1
x,yhx1,y1)# ∈

CModR(PModR). Again using [IvM, Thm. 5.3], we have CModR(PModR) = {1}.
Hence (hx,y)# = (hx1,y1)#.
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Figure 12 Curves intersecting twice

Suppose that w is a separating curve. By the remark after Lemma 4.1, we can
extend λ to a superinjective map λ∗ on a subcomplex of C(R) containing sepa-
rating circles on R that separate R into two pieces, each of genus ≥ 1. Notice
that w is such a circle. For the rest of the proof, we will use λ for this exten-
sion. We will demonstrate the case when x1 and y are not isotopic; the other
case is proved similarly. Let M be the subsurface that has w on its boundary
and that does not contain N, and let T be the closure of R \ {M ∪ N}. The cir-
cles x1 and y are boundary components of T. Since w is an essential separating
circle and since p = 2, it follows that M has genus at least 1. In Figure 12 we
show M,N, T for a special case. By Claim 1, (hx,y)#([x]) = λ([x]) for every
x ∈ N(T ), and likewise (hx1,y1)#([x]) = λ([x]) for every x ∈ N(T ); hence
(h−1
x,yhx1,y1)#([x]) = [x] for every x ∈ N(T ). Then the restriction of (h−1

x,yhx1,y1)#

on N(T ) is inC(PModT ). By Theorem 5.3 in [IvM],C(PModT ) = {1} and there-
fore (hx,y)# = (hx1,y1)# on N(T ). It is easy to see that (hx,y)# = (hx1,y1)# on the
set {[x1], [w], [y]}. Following the proof of Claim 2 (considering that we have the
extended superinjective simplicial map on “good” separating circles), we see that
(hx,y)# = (hx1,y1)# on {[x], [y1]}. Then, since Dehn twists about x and y1 gen-
erate PModN , the restriction of (h−1

x,yhx1,y1)# on C(N ) is in C(PModN). Again by
Theorem 5.3 in [IvM], C(PModN) = {1} and so (hx,y)# = (hx1,y1)# on C(N ).
By Claim 1, (h−1

x,yhx1,y1)#([x]) = [x] for every x ∈ N(M); hence the restric-
tion of (h−1

x,yhx1,y1)# on N(M) is in C(PModM). By considering the action on
oriented circles and using [IvM, Thm. 5.3], we see that (hx,y)# = (hx1,y1)# on
N(M). Thus (hx,y)# = (hx1,y1)# on N(M) ∪ C(N ) ∪ N(T ). Figure 12 shows
the curve c, which is dual to each of x, y, x1, y1. By Claim 1, (hx,y)#([c]) =
λ([c]) = (hx1,y1)#([c]). Therefore, since (hx,y)# and (hx1,y1)# agree on [c], we
have (hx,y)# = (hx1,y1)# on N(R). Now g ≥ 3 implies that (hx,y)# = (hx1,y1)#.

If w is a boundary component of R, then proving that (hx,y)# = (hx1,y1)# is
similar.

In both cases we have seen that (hx,y)# = (hx1,y1)#. Using our sequence, an
inductive argument yields that (hx,y)# = (hz,t )# and that (hx,y)# = (hz,t )# = λ

on {[x]} ∪ {[y]} ∪ {[z]} ∪ {[t]} ∪ Lx,y ∪Dx,y ∪ Lz,t ∪Dz,t . In particular, (hx,y)#
agrees with λ on any nonseparating curve z and so (hx,y)# agrees with λ on N(R).
This proves the lemma.
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Theorem 4.3. Suppose that the genus of R is at least 2 and that R has at most
g − 1 boundary components. Then a simplicial map λ : N(R) → N(R) is super-
injective if and only if λ is induced by a homeomorphism of R.

Proof. If λ is induced by a homeomorphism of R, then it preserves disjointness
and nondisjointness and hence it is superinjective. Assume that λ is superinjective.
In the cases when R is a closed surface or when R has exactly one boundary com-
ponent, λ extends (by Lemma 4.1) to a superinjective simplicial map λ∗ on C(R).
Then λ∗ is induced by a homeomorphism h : R → R; that is, λ∗(α) = h#(α) for
each vertex α in C(R) by the main results in [I1; I2] and by Theorem 1.1. Hence λ
is induced by the homeomorphism h.

Assume that g ≥ 3 and p = 2. Let x and y be disjoint nonseparating circles
such that x, y, and a boundary component ∂1 of R bound a pair of pants on R.
Let x ′ and y ′ be disjoint representatives of λ([x]) and λ([y]), respectively. Using
Lemma 2.5 and recalling that λ preserves disjointness and nondisjointness, it is
easy to see that λ maps N(Rx∪y) to N(Rx ′∪y ′). Since every essential separating
curve on Rx∪y separates R into two subsurfaces, each with genus ≥ 1, we can use
chains on these subsurfaces in order to extend λ to a superinjective simplicial map
λx,y : C(Rx∪y) → C(Rx ′∪y ′) as in Case 1 of Lemma 4.1. Then, by the main re-
sults in [I2], there exists a homeomorphism h : Rx∪y → Rx ′∪y ′ such that h(x) =
x ′, h(y) = y ′, and λx,y is induced by h. The proof of the theorem now follows
from Lemma 4.2.

Next assume that g ≥ 4 and 3 ≤ p ≤ g − 1. We will give the proof when
p = g − 1; the proof of the remaining cases is similar. Let {a1, . . . , a2(p−1)} be
a set of pairwise disjoint nonseparating circles such that (a2i+1, a2i+2) is a pe-
ripheral pair, as shown in Figure 13 for i = 0, . . . ,p − 2. Let Ra1∪a2∪···∪a2(p−1)

be the genus-2 surface with 2p − 1 boundary components that comes from the
separation by a1 ∪ a2 ∪ · · · ∪ a2(p−1). Exactly one of the boundary components of
Ra1∪a2∪···∪a2(p−1) is a boundary component of R. We identify N(Ra1∪a2∪···∪a2(p−1) )

with a subcomplex La1∪a2∪···∪a2(p−1) of N(R). Let λa1∪a2∪···∪a2(p−1) denote the re-
striction ofλon N(Ra1∪a2∪···∪a2(p−1) ). Leta ′

1, . . . , a ′
2(p−1) be pairwise disjoint repre-

sentatives ofλ([a1]), . . . , λ([a2(p−1)]), respectively. By Lemma 2.5 and the proper-
ties of λ, it is clear that λmaps N(Ra1∪a2∪···∪a2(p−1) ) to N(Ra ′

1∪a ′
2∪···∪a ′

2(p−1)
). Since

every essential separating curve on Ra1∪a2∪···∪a2(p−1) separates R into two subsur-
faces, each with genus ≥ 1, we can use chains on these subsurfaces and so ex-
tend λ to a superinjective simplicial map λa1∪a2∪···∪a2(p−1) : C(Ra1∪a2∪···∪a2(p−1) ) →
C(Ra ′

1∪a ′
2∪···∪a ′

2(p−1)
) as in Lemma 4.1. Then, by the main results in [I2], there exists

a homeomorphism h : Ra1∪a2∪···∪a2(p−1) → Ra ′
1∪a ′

2∪···∪a ′
2(p−1)

such that h(ai) = a ′
i

and λa1∪a2∪···∪a2(p−1) is induced by h. If (a2p−3, a2p−2) is replaced with another
peripheral pair (b2p−3, b2p−2), where b2p−3 and b2p−2 are each disjoint from
a1 ∪ a2 ∪ · · · ∪ a2p−4, then by similar techniques we obtain a homeomorphism

t : Ra1∪a2∪···∪a2p−4∪b2p−3∪b2p−2 → Ra ′
1∪a ′

2∪···∪a ′
2p−4∪b ′

2p−3∪b ′
2p−2

such that t(ai) = a ′
i and t(bj ) = b ′

j , where b ′
2p−3 and b ′

2p−2 are (respectively)
pairwise disjoint representatives of λ([b2p−3]) and λ([b2p−2 ]) and where the map
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λa1∪a2∪···∪a2p−4∪b2p−3∪b2p−2 is induced by t. Following the techniques in the proof
of Lemma 4.2, we see that there exists a homeomorphism r : Ra1∪a2∪···∪a2p−4 →
Ra ′

1∪a ′
2∪···∪a ′

2p−4
such that r(ai) = a ′

i and λa1∪a2∪···∪a2p−4 is induced by r. Then
an inductive argument shows that there exists a homeomorphism q : R → R such
that λ is induced by q.

Figure 13 Cutting R along peripheral pairs

Now we consider the graph G(R) defined by Schaller. The vertex set of G(R) is
the set of isotopy classes of nonseparating simple closed curves on R. Two ver-
tices are connected by an edge if and only if their geometric intersection number is
1. In the proof of the following theorem, we use the result from Schaller [S] that,
if g ≥ 2 and if R is not a closed surface of genus 2, then Aut(G(R)) ∼= Mod∗

R.

Theorem 4.4. Suppose thatR has genus ≥ 2. IfR is a closed surface of genus 2,
then Aut(N(R)) ∼= Mod∗

R/C(Mod∗
R). If R is not a closed surface of genus 2, then

Aut(N(R)) ∼= Mod∗
R.

Proof. Assume that R is not a closed surface of genus 2. If [f ] ∈ Mod∗
R then [f ]

induces an automorphism of N(R). If [f ] fixes the isotopy class of every non-
trivial, nonseparating, simple closed curve on R, then f is orientation preserving
and it can be shown that f is isotopic to idR. An automorphism λ of N(R) is
a superinjective simplicial map of N(R). By Lemma 2.8, λ preserves geometric
intersection-1 property and hence induces an automorphism of G(R). By [S], an
automorphism of G(R) is induced by a homeomorphism ofR (note that ifR has at
most g−1 boundary components then Theorem 4.3 also implies that λ is induced
by a homeomorphism of R). Then it is easy to see that Aut(N(R)) ∼= Mod∗

R.

Assume now that R is a closed surface of genus 2. If [f ] ∈ Mod∗
R then [f ]

induces an automorphism of N(R). If [f ] fixes the isotopy class of every non-
separating simple closed curve on R, then f is either isotopic to idR or the hyper-
elliptic involution. An automorphism of N(R) is a superinjective simplicial map
of N(R) and, by Theorem 4.3, is induced by a homeomorphism of R. Thus we
have Aut(N(R)) ∼= Mod∗

R/C(Mod∗
R).
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