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SEMICLASSICAL LIMIT OF THE NONLINEAR

SCHRÖDINGER-POISSON EQUATION

WITH SUBCRITICAL INITIAL DATA ∗

HAILIANG LIU† AND EITAN TADMOR‡

Abstract. We study the semi-classical limit of the nonlinear Schrödinger-Poisson (NLSP) equa-
tion for initial data of the WKB type. The semi-classical limit in this case is realized in terms of
a density-velocity pair governed by the Euler-Poisson equations. Recently we have shown in [ELT,
Indiana Univ. Math. J., 50 (2001), 109–157], that the isotropic Euler-Poisson equations admit
a critical threshold phenomena, where initial data in the sub-critical regime give rise to globally
smooth solutions. Consequently, we justify the semi-classical limit for sub-critical NLSP initial data
and confirm the validity of the WKB method.

1. Introduction. Consider the nonlinear Schrödinger-Poisson (NLSP) equation,

iǫψǫ
t = −ǫ

2

2
∆xψ

ǫ − k
(

∆−1
x (|ψǫ|2 − c)

)

ψǫ, x ∈ IR
d, t ∈ IR

+, (1.1)

subject to the initial condition

ψǫ
0(x) =

√

ρ0(x)e
iS0(x)/ǫ, x ∈ IR

d. (1.2)

Here, ψǫ(·, t) is a complex-valued wavefunction depending on the scaled Planck con-
stant ǫ ∼ ~, with k and c > 0 being scaled physical constants. The NLSP equation
(1.1) has been studied in different contexts, and in particular, as the fundamental
equation in semiconductors applications, with c > 0 standing for a constant back-
ground charge and k ∼ λ−2, λ << 1 being the Debye number. We refer the reader to
the recent review [GLM] and references therein.

The connection between Schrödinger equations and the classical hydrodynamics
was already noted in 1927 by Madelung, in the context of semi-classical limit of the
Nonlinear Schrödinger (NLS) equation. To this end, one identifies two physically
relevant observable quantities — the fluid density ρǫ := |ψǫ|2, and the fluid velocity
uǫ := ǫ∇xargψǫ. Indeed, introducing Sǫ as the phase of the wave function

ψǫ =
√

ρǫ(x, t)eiSǫ(x,t)/ǫ

and separating real and imaginary parts in the NLSP equation (1.1), one obtains the
following irrotational flow equations for the density-velocity pair, (ρǫ, uǫ := ∇xS

ǫ),
consult e.g., [LL]

ρǫ
t + ∇ · (ρǫuǫ) = 0, (1.3)

uǫ
t + uǫ · ∇uǫ = k∇∆−1

x (ρǫ − c) +
ǫ2

2
∇
[

∆
√
ρǫ

√
ρǫ

]

. (1.4)

The resulting system amounts to a dispersive regularization with the square of the
Planck constant playing the role of the amplitude of dispersion. If we argue formally
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that this O(ǫ2) term on the right of (1.4) is negligible as ǫ→ 0, then the corresponding
limiting system becomes the Euler-Poisson equations

ρt + ∇ · (ρu) = 0, (1.5)

ut + u · ∇u = k∇∆−1
x (ρ− c), (1.6)

subject to given initial data

ρ(x, 0) = ρ0(x), u(x, 0) = ∇S0(x).

The dispersive regularization term in (1.4) represents a quantum correction, and the
corresponding system (1.3)-(1.4) governing the observables (ρǫ, uǫ) could be viewed as
Quantum Euler-Poisson (QEP) system, a specific example to larger class of quantum
hydrodynamical systems, [SMM].

The above argument is, of course, only formal. The Madelung’s transformation
relies on the assumption that the amplitude ρǫ does not vanish and that the phase
Sǫ remains nonsingular, for otherwise the transformation is not well-defined and the
equations (1.3), (1.4) become singular, even though NLSP itself is still regular. The
challenging issue here is to justify such a dispersive limit. The asymptotics of ob-
servable quantities as ǫ→ 0 is known as ‘semi-classical’, expressing the passage from
quantum to Newton mechanics, where the time and distance scales become large
enough relative to Planck’s constant. The ‘semi-classical’ limit problem associated
with the NLSP equation (1.1) can be summarized as follows. We consider the family
of solutions for the NLSP Cauchy problem (1.1), {ψǫ, ǫ > 0}, subject to the WKB-type
initial data

ψǫ(x, 0) =
√

ρ0(x)e
iS0(x)/ǫ, x ∈ IR

d (1.7)

where ρ0 and S0 are given smooth functions. The purpose is to determine the behavior
of the wavefunction ψǫ as ǫ→ 0, through the dynamics governing semi-classical limits
of its observables, the density, ρ = lim |ψǫ|2, and the velocity u = lim ǫ∇xargψǫ.

As noted earlier, this argument is self-consistent as long as the solution of the
Euler-Poisson system (1.5)-(1.6) remains classical. Motivated by the recent regularity
results for general a class of isotropic Euler-Poisson equations, [ELT], we turn to
justify the (strong) semi-classical limit of the NLSP. In this paper we restrict our
attention to the one-dimensional problem

iǫψǫ
t = −ǫ

2

2
ψǫ

xx + V ǫψǫ, V ǫ
xx = k(|ψǫ|2 − c). (1.8)

The corresponding one-dimensional QEP system reads

ρǫ
t + (ρǫuǫ)x = 0, (1.9)

uǫ
t + uǫuǫ

x = V ǫ
x +

ǫ2

2

(

(
√
ρǫ)xx√
ρǫ

)

x

, V ǫ
xx = k(ρǫ − c), (1.10)

and we are inquiring whether the one-dimensional NLSP (1.8) has a ‘faithful’ de-
scription in terms of its formal semi-classical limit system, the one-dimensional Euler-
Poisson equations,

ρt + (ρu)x = 0, (1.11)

ut + uux = Vx, Vxx = k(ρ− c). (1.12)
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In [ELT] we have shown that the one-dimensional Euler-Poisson system (1.11)-
(1.12) with initial data, (ρ0, u0),

∫

(ρ0(·) − c) = 0, below certain critical threshold,
i.e.,

|∂xu0| <
√

k
(

2ρ0 − c
)

, (1.13)

retains a globally smooth solution. Equipped with this regularity result for the limit-
ing Euler-Poisson system, it is natural to inquire about the regularity of its dispersive
regularization, the QEP equations (1.9)-(1.10). Our main results show the existence
of globally smooth solution, ψǫ, of (1.8), which assume sub-critical smooth initial data,
(1.7),

|∂2
xS0| <

√

k
(

2|ψ0|2 − c
)

.

We then justify the semi-classical limit for the observables (ρǫ, uǫ) connected with
these global solutions and we conclude by verifying their WKB expansions.

We comment in passing on two related difficulties associated with justifying the
global semi-classical limit in this case. First, the QEP equations represent a dispersive
regularization of the limiting Euler-Poisson equations, and as such, they do not lend
themselves to the standard energy method. Instead, the analysis of small dispersive
limits usually proceeds by exploiting sufficiently many integrals of the motion. A case
in point is the recent study of semi-classical limit of the defocusing cubic NLS carried
out in [JLM2]. In our case, however, the nonlinearity of the dispersive correction yields
only two such integrals that we know of — the total density and energy recorded in
(2.1)-(2.2) below. Second, the regularity of the Euler Poisson equations with sub-
critical initial data is based on tracing along particle paths, the delicate balance
between the focusing effect of convective terms and the repulsive Poisson forcing. We
lack, however, the usual energy dissipation estimates in this case. Consequently, one
should not expect to extend a classical energy approach, whose general framework in
the context of quantum hydrodynamics can be found in [JLM1], in order to justify
the semi-classical limit in the present setting of sub-critical NLSP problem.

To circumvent these difficulties, our analysis of the 2×2 QEP system (1.9)-(1.10)
is carried out in terms of a modified Madelung’s transformation of the form, consult
[Gre],

ψǫ(x, t) = Aǫ(x, t)eiΦǫ(x,t)/ǫ.

Here Aǫ is a complex valued amplitude which takes into account the slowly varying part
of the solution and Φǫ represents the fast scale. There is a one-to-one correspondence
between these modified variables, (qǫ := Φǫ

x, A
ǫ := aǫ + ibǫ) and the observables

(ρǫ, uǫ = Sǫ
x) connected with the usual representation, ψǫ =

√
ρǫexp{iSǫ/ǫ},

ρǫ = |Aǫ|2, uǫ = qǫ + ǫ
aǫbǫx − bǫaǫ

x

2i
√

(aǫ)2 + (bǫ)2
, uǫ := Sǫ

x, q
ǫ =: Φǫ

x. (1.14)

This leads to an equivalent 3×3 modified system, (2.8)-(2.10), governing the modified
velocity gradient qǫ and a slowly varying complex valued amplitude Aǫ = aǫ + ibǫ.
Unlike the usual WKB variables, the governing equations for U ǫ := [Φǫ

xx, a
ǫ, bǫ] form a

strongly hyperbolic system, which enables us to bridge between the associated NLSP
solution, U ǫ, and its semi-classical limit solution of the Euler-Poisson equations.
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The rest of the paper is summarized into main four theorems. We begin in §2 with
the following local existence statement.

Theorem 1.1 (Local existence). Consider the NLSP equation (1.8) subject to
a sequence of WKB initial data, ψǫ

0(x) = Aǫ
0(x)exp{iΦǫ

0(x)/ǫ}, with (Φǫ
0(x), A

ǫ
0(x))

uniformly bounded in (H4(IR),H2(IR)). Then there exists T0 > 0,

T0 ∼ 1/(‖Φǫ
0‖H4(IR) + ‖Aǫ

0‖H2(IR)),

such that (1.8) admits a solution of the form

ψǫ(x, t) = Aǫ(x, t)exp{iΦǫ(x, t)/ǫ}, 0 ≤ t < T0.

Moreover (Aǫ(x, t),Φǫ(x, t)) remain bounded in L∞
(

[0, T0],H
2(IR)

)

×
L∞
(

[0, T0],H
4(IR)

)

uniformly in ǫ.

Theorem 1.1 tells us that the modified variables, U ǫ := [dǫ := Φǫ
xx, a

ǫ, bǫ] converge
to a limit, U := [d, a, b]. This limit is governed by a modified limit system, (3.1)-(3.3),
which is studied in §3. Our next result, outlined in §4, complements Theorem 1.1
with an error estimate for ‖U ǫ − U‖.

Theorem 1.2 (Error estimate). Consider the NLSP equation (1.8) subject to
a sequence of WKB initial data ψǫ

0(x) = Aǫ
0(x)exp{iΦǫ

0(x)/ǫ}, with (Φǫ
0(x), A

ǫ
0(x))

uniformly bounded in (H4(IR),H2(IR)). Let U ǫ = [dǫ ≡ Φǫ
xx, a

ǫ, bǫ], t ≤ T0 denote
the modified variables associated with the local NLSP solution Aǫ(x, t)exp{iΦǫ/ǫ}, t ≤
T0, and let U = [d, a, b] denote the solution of the modified limit system, consult (3.1)-
(3.3) below. Then H2− limU ǫ(·, t) = U(·, t), t ≤ T0, and the following error estimate
holds

‖U ǫ(·, t) − U(·, t)‖H2 ≤ Const.
[

‖U ǫ
0(x) − U0(x)‖H2 + ǫ

]

, t ≤ T0.

The modified limit system (3.1)-(3.3) is equivalent with Euler-Poisson equations
(1.11)-(1.12). In particular, the H2-regularity of its limit solution, U(·, t) is dictated
by the regularity of the Euler-Poisson equation. We now invoke the global regularity of
Euler-Poisson solutions, established in [ELT] under the sub-critical condition (1.13).
It follows that ‖U(·, t)‖H2 and hence ‖U ǫ(·, t)‖H2 remain bounded for t ≤ Const.ln 1

ǫ
and we can therefore extend the local solution constructed above. The argument is
classical – consult e.g., [Co] in the context of global Navier-Stokes solutions during the
regularity interval of Euler equations. We conclude, in §5 with the following statement
of global existence.

Theorem 1.3 (Global existence). Consider the NLSP equation (1.8) subject to
WKB initial data, ψ(x, 0) = A0(x)exp{iΦ0(x)/ǫ}, with Φ0(x) = S0(x) ∈ H4(IR), and
A0(x) =

√

ρ0(x) ∈ H2(IR),
∫

(ρ0(·) − c) = 0. Assume that the initial data satisfy the
sub-critical condition

|∂2
xS0(α)| <

√

k
(

2ρ0(α) − c
)

, α ∈ IR.

Then for any T > 0, there exists ǫ0 = ǫ0(T ) such that, for every 0 < ǫ ≤ ǫ0, the NLSP
equation (1.8) admits a global solution of the form ψǫ = Aǫ(x, t)exp{iΦǫ(x, t)/ǫ} for
all t < T , where Φǫ

xx, A
ǫ = aǫ + ibǫ are bounded in L∞([0, T ],H2(IR)) uniformly in ǫ.
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Moreover, its semi-classical limit (d = Φxx, a, b) is the global solution of the modified
system (3.1)-(3.3) and the following error estimate holds

‖Φǫ
xx(·, t) − Φxx(·, t)‖H2 + ‖Aǫ(·, t) −A(·, t)‖H2 ≤ ConstT .ǫ, t ≤ T. (1.15)

Finally, we are ready to convert the last global statement, yielding a complete
global characterization of the semi-classical limit of the one-dimensional NLSP in
terms of the usual observable variables, ρǫ, uǫ. Relations (1.14) and Theorem 1.3
imply the H2 convergence of ρǫ −→ ρ(x, t) of order O(ǫ). Moreover, we can use the
fact that H1(IR) is an algebra to conclude that

ǫ
∥

∥

∥

aǫbǫx − bǫaǫ
x

2i
√

(aǫ)2 + (bǫ)2

∥

∥

∥

H1

≤ Const.ǫ

and hence the H1 convergence of uǫ = qǫ + O(ǫ) −→ u of order O(ǫ) follows. We
conclude

Corollary 1.1 (Global convergence revisited). Consider the NLSP equa-
tion (1.8) subject to WKB initial data (1.7), ψǫ

0(x) =
√

ρ0(x)exp{iS0(x)/ǫ}, with
(ρ0(x), S0(x)) bounded in (H2(IR),H4(IR)),

∫

(ρ0(·) − c) = 0. Assume that the initial
data satisfy the sub-critical condition

|∂2
xS0(α)| <

√

k
(

2ρ0(α) − c
)

, α ∈ IR.

Then, for ǫ small enough, (1.8) admits a global solution of the form

ψǫ =
√

ρǫ(x, t)exp{iSǫ(x, t)/ǫ}

for all t < Const.ln 1
ǫ , with the following semi-classical limit, (ρǫ, uǫ := Sǫ

x) −→ (ρ, u)
where (ρ, u) is the solution of the Euler-Poisson equations (1.5)(1.6). Moreover, the
following error estimate holds

‖ρǫ(·, t) − ρ(·, t)‖H2
+ ‖uǫ(·, t) − u(·, t)‖H1

≤ ConstT · ǫ, t ≤ T ∼ ln
1

ǫ
.

The above results enable us to justify the WKB expansion.

Theorem 1.4 (WKB expansion). Consider the NLSP equation (1.8) subject to
sub-critical WKB initial data, ψ(x, 0) = A(x, 0)exp{iΦ(x, 0)/ǫ}

|∂2
xΦ(α, 0)| <

√

k(2|A(α, 0)|2 − c).

Fix an integer N ≥ 0, and assume that [Φxx(·, 0), A(·, 0)] ∈ Hs, s > 2N + 2. Then
(1.8) admits a solution of the form ψǫ = Aǫexp{iΦǫ/ǫ},

Aǫ(x, t)) =

N
∑

j=0

Aj(x, t)ǫ
j + o(ǫN ), Aj ∈ Hs−2j(IR),

Φǫ(x, t)) =

N
∑

j=0

Φj(x, t)ǫ
j + o(ǫN ), Φj ∈ Hs−2j+2(IR).
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This then yields the usual N -terms WKB expansion

Aǫ(x, t)exp{iΦǫ(x, t)/ǫ} =

N
∑

j=0

√

ρj(x, t)ǫ
jexp{iSj(x, t)/ǫ} + o(ǫN ), t ≤ T ∼ Nln

1

ǫ

with Sj and ρj determined by the WKB method.

We conclude our Introduction by mapping yet another possible route to justify the
semi-classical limit in the current setting of NLSP. In the first step, one justifies the
passage from one-dimensional NLSP to the limiting one-dimensional Vlasov-Poisson
equation,

∂tf(x, ξ, t) + ξ∂xf(x, ξ, t) + Vx∂ξf(x, ξ, t) = 0; Vxx(x, t) = k
(

∫

ξ

f(x, ξ, t)dξ − c
)

.

This passage, administered through the Wigner transform, f ǫ := (Wψǫ)(x, ξ, t), was
rigorously justified in [LP] and [MM] for multidimensional problems in the mixed type
case and was recently proved in the one space dimension for the general case in [ZZM].
The second step requires a rigorous justification of the passage from Vlasov-Poisson to
Euler-Poisson equations. This passage is administered through the measure solution,

f(x, ξ, t) = ρ(x, t)δ(ξ − u(x, t)),

whose first two moments form a renormalized solution of the Euler-Poisson, consult
[GM]. In particular, for sub-critical (ρ0, u0), the Euler-Poisson solution (ρ(·, t), u(·, t))
remains smooth, [ELT] and it coincides with such renormalized solution, [GLM, Corol-
lary 3.2].

2. Local convergence in time. We can show that there are two global invari-
ants for the quantum Euler-Poisson equation

M(t) =

∫

IR

(ρǫ − c)dx = M(0), (2.1)

E(t) :=

∫

IR

(

1

2
ρǫ(uǫ)2 +

k

2
(V ǫ

x )2 + ǫ2
(

(
√
ρǫ)x

)2
)

dx = E(0). (2.2)

Following Grenier [Gre], we use a modified Madelung’s transform

ψǫ = Aǫ(x, t)eiΦǫ(x,t)/ǫ

with a complex-valued ‘amplitude’, Aǫ, representing the slowly varying part of the
solution and an argument Φǫ dictating the fast part of the solution. In the present
context, this modified transformation plays a key role in the derivation of global (in
time) hyperbolicity which in turn justifies the global semi-classical limit. The relation
with the usual observables is revealed upon the change of variables

ψǫ =
√
ρǫeiSǫ/ǫ ≡ |Aǫ|exp{i(Sǫ + ǫargAǫ)/ǫ}

which yields

ρǫ := |ψǫ|2 = |Aǫ|2, (2.3)

uǫ := Sǫ
x = qǫ + ǫ(ĀǫAǫ

x −AǫĀǫ
x)/(2iρǫ), qǫ := Φǫ

x. (2.4)
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Substitution of ψǫ = Aǫexp{iΦǫ/ǫ} into the NLSP (1.8) leads to

−iǫAǫ
t + Φǫ

tA
ǫ − ǫ2

2
Aǫ

xx − iǫΦǫ
xA

ǫ
x − iǫ

2
AǫΦǫ

xx +
1

2
Aǫ
(

Φǫ
x

)2 − V ǫAǫ = 0

with

V ǫ
xx = |Aǫ|2 − c.

We split the above equation between the slowly varying part governed by the complex
valued Aǫ, and the fast scale governed by Φǫ,

Φǫ
t +

1

2
(Φǫ

x)2 = V ǫ, V ǫ
xx = k(|Aǫ|2 − c),

Aǫ
t + Φǫ

xA
ǫ
x +

1

2
AǫΦǫ

xx − iǫ

2
Aǫ

xx = 0.

Setting the velocity qǫ = Φǫ
x and the electric charge, eǫ := V ǫ

x /k, gives

qǫ
t + qǫqǫ

x = keǫ, eǫ
x = |Aǫ|2 − c, (2.5)

Aǫ
t + qǫAǫ

x +
1

2
Aǫqǫ

x =
iǫ

2
Aǫ

xx.

Separating the real and the imaginary part of Aǫ := aǫ + ibǫ, the amplitude
equation reads

aǫ
t + qǫaǫ

x +
1

2
aǫqǫ

x = − ǫ

2
bǫxx, (2.6)

bǫt + qǫbǫx +
1

2
bǫqǫ

x =
ǫ

2
aǫ

xx. (2.7)

To justify the uniform estimates of Φǫ and Aǫ, the velocity is dealt in terms of its
derivative, dǫ := qǫ

x = Φǫ
xx, satisfying the transport equation

dǫ
t + qǫdǫ

x +
(

dǫ
)2

= keǫ
x = k

(

|aǫ + ibǫ|2 − c
)

.

We arrive at the following system

dǫ
t + qǫdǫ

x = k
(

|aǫ + ibǫ|2 − c
)

− (dǫ)2, (2.8)

aǫ
t + qǫaǫ

x = −1

2
aǫdǫ − ǫ

2
bǫxx, (2.9)

bǫt + qǫbǫx = −1

2
bǫdǫ +

ǫ

2
aǫ

xx. (2.10)

We observe that even when the modified variables assume initial data with a
real amplitude, (aǫ(x, 0), bǫ(x, 0)) = (

√

ρǫ
0, 0), the evolution of (2.10) still develops an

imaginary component, bǫ(·, t) 6= 0.
The system (2.8)-(2.10) can be written in the compact form in terms of the 3-

vector U ǫ := [dǫ, aǫ, bǫ]
⊤

U ǫ
t + qǫU ǫ

x =
ǫ

2
JU ǫ

xx +Q(U ǫ, U ǫ), J :=





0 0 0
0 0 −1
0 1 0



 (2.11)
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with a quadratic nonlinear term given by

Q(U ǫ, U ǫ) =





k
(

|aǫ + ibǫ|2 − c
)

− (dǫ)2

−aǫdǫ/2
−bǫdǫ/2



 .

Observing that (2.11) is a symmetric hyperbolic system, will enable us to proceed
in the usual fashion with classical energy estimate. We use (·, ·), ‖ · ‖ to denote the
usual L2 products and norms, and we seek a short time uniform bound of ‖U ǫ‖2

m :=
∑

l≤m ‖∂l
xU

ǫ‖2
L2 . Differentiation of (2.11) with respect to x leads to

(∂m
x U

ǫ)t + ∂m
x (qǫU ǫ

x) =
ǫ

2
J(∂m

x U
ǫ)xx + ∂m

x Q(U ǫ, U ǫ), m = 0, 1, 2.

Taking the inner product of the above equation with ∂m
x U

ǫ with m = 2 yields

1

2

d

dt
‖∂2

xU
ǫ‖2 =

(

∂t∂
2
xU

ǫ, ∂2
xU

ǫ
)

=
(

− ∂2
x(qǫU ǫ)x, ∂

2
xU

ǫ
)

+
ǫ

2

(

J(∂2
xU

ǫ)xx, ∂
2
xU

ǫ
)

+
(

∂2
xQ(U ǫ, U ǫ), ∂2

xU
ǫ
)

=: I1 + I2 + I3.

For the first term we have

I1 =
(

− ∂2
x(qǫU ǫ)x, ∂

2
xU

ǫ
)

= −
2
∑

k=0

(

2
k

)

(

∂k
xq

ǫ∂3−k
x U ǫ, ∂2

xU
ǫ
)

=:

2
∑

k=0

I1k.

Integration by parts yields |I10| = |
(

qǫ∂3
xU

ǫ, ∂2
xU

ǫ
)

| ≡ |12
(

qǫ
x∂

2
xU

ǫ, ∂2
xU

ǫ
)

| ≤
‖dǫ‖∞‖U ǫ‖2

2. For the other two terms we have

|I11| = 2|
(

qǫ
x∂

2
xU

ǫ, ∂2
xU

ǫ
)

| ≤ ‖dǫ‖∞‖U ǫ‖2
2,

|I12| = |
(

qǫ
xx∂xU

ǫ, ∂2
xU

ǫ
)

| ≤ ‖dǫ
x‖∞‖U ǫ‖2

2,

and together with one-dimensional Sobolev estimate, the last three upper bounds
imply that

|I1| ≤ Const.(‖dǫ‖∞ + ‖dǫ
x‖∞)‖U ǫ‖2

2 ≤ Const.‖U ǫ‖3
2. (2.12)

Integration by parts and the anti-symmetry of J show that the dispersive term van-
ishes,

I2 =
ǫ

2

(

J(∂2
xU

ǫ)xx, ∂
2
xU

ǫ
)

= − ǫ

2

(

J∂3
xU

ǫ, ∂3
xU

ǫ
)

= 0.

We are left with the last quadratic term

I3 =
(

∂2
xQ(U ǫ, U ǫ), ∂2

xU
ǫ
)

=
(

(k(|aǫ + ibǫ|2 − c) − (dǫ)2)xx, d
ǫ
xx

)

− 1

2

(

(aǫdǫ)xx, a
ǫ
xx

)

− 1

2

(

(bǫdǫ)xx, b
ǫ
xx

)

=: I31 + I32 + I33.

Some further calculations imply that each of the last three expressions is upper
bounded by Const.‖U ǫ‖3

2; for example

|I31| ≤
1

2
‖dǫ‖∞‖aǫ‖2

2 + ‖dǫ
x‖∞‖aǫ

x‖ · ‖aǫ
xx‖ +

1

2
‖aǫ‖∞‖dǫ

xx‖ · ‖aǫ
xx‖ ≤ Const.‖U ǫ‖3

2,
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with similar estimates for I32 and I33. The estimate for ‖∂m
x U

m‖ with m = 0, 1 can
be similarly obtained. A combination of the above facts yields the usual Ricatti’s
equation

d

dt
‖U ǫ‖2 ≤ C0‖U ǫ‖2

2. (2.13)

The energy bound independent of ǫ asserted in Theorem 1.1 follows for a local time
interval, [0, T0],

‖U ǫ(·, t)‖2 ≤ 2‖U ǫ
0‖2, t ≤ T0 :=

1

2C0‖U ǫ
0‖2

.

3. The modified limit system. To study the global convergence rate of the
QEP system (1.9)-(1.10), we consider the modified Madelung transformation which
led to the system of three equations (2.8)-(2.10). The corresponding 3×3 limit system
takes of the form

dt + qdx = k(|a+ ib|2 − c) − d2, (3.1)

at + qax = −1

2
ad, (3.2)

bt + qbx = −1

2
bd, (3.3)

with q(·, t) standing for the primitive of d(·, t) satisfying

qt + qqx = ke, ex = |a+ ib|2 − c. (3.4)

This modified system shares the same regularity properties as the 2 × 2 limit Euler-
Poisson system, (1.11-(1.12). This is the content of

Lemma 3.1 (Regularity). Let T ∗ be the maximal time interval of regularity for
the solution U = (d, a, b)⊤ of the modified system (3.1)-(3.4). Let T be the maximal
time of regularity for the solution (ρ, u)⊤ of the Euler-Poisson equation (1.11)-(1.12),
subject to initial conditions (ρ0 = a2

0 + b20, u0)
⊤. Then we have T = T ∗.

Proof. Assume (d, a, b)⊤ is a smooth solution of the modified system (3.1)-(3.3),
with q denoting the velocity, d = qx. A simple manipulation, (3.2)×2a+(3.3)×2b
yields that η := a2 + b2 satisfies the mass equation (1.11),

ηt + (ηq)x = 0, η := a2 + b2.

Spatial integration of (3.1) implies that the primitive q =
∫

d satisfies

qt + qqx = Vx, Vxx = k(|a+ ib|2 − c) = k(η − c).

We conclude that (η, q)⊤ is a smooth solution of Euler-Poisson system (1.11)-(1.12),
subject to initial conditions (η0, q0)

⊤ = (ρ0, u0)
⊤, Thus, by uniqueness, the two solu-

tions coincide, (η = a2 + b2, q)⊤ = (ρ, u)⊤ for t ≤ T ∗ and hence T ∗ ≤ T .
Conversely, assume that (ρ, u)⊤ is the smooth solution of Euler-Poisson system

(1.11)-(1.12) for t ∈ [0, T ], subject to initial data (ρ0 ≥ 0, u0) such that ρ0 = a2
0 + b20.

By assumption, d = ux is smooth. Consequently, for t ∈ [0, T ] one obtains smooth
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solutions a and b of the linear transport equations, (3.2) and (3.3), subject to initial
conditions (a0, b0)

⊤. Combining the two equations for a and b gives, as before

(a2 + b2)t + q(a2 + b2)x = −(a2 + b2)d.

Subtracting this from the mass equation (1.11), we find that w := ρ − (a2 + b2) is a
solution of the transport equation

wt + uwx = −wd,
with zero initial data, w(x, 0) ≡ 0, and hence w ≡ 0, i.e., ρ = a2 + b2. Differentiation
of (1.12) then yields

(∂xu)t + u(∂xu)x = −k(ρ− c) = −k(|a+ ib|2 − c),

which shows that (∂xu, a, b)
⊤ is a smooth solution of the modified system (3.1)-(3.3)

with initial data (d0, a0, b0) for t ∈ [0, T ] and hence T ≤ T ∗.

Lemma 3.1 tells us that the regularity of the extended system (3.1)-(3.4) is dic-
tated by the regularity of the associated 1D model (1.11)-(1.12). The critical threshold
of the latter was analyzed in [ELT], and the result is recorded here for the reader’s
convenience.

Theorem 3.1 (Global regularity with sub-critical data). The system of Euler-
Poisson equations (1.11)-(1.12) admits a global smooth solution for sub-critical initial
configurations (ρ0, u0) with

∫

IR
(ρ0 − c)dx = 0 such that

|∂xu0(α)| <
√

k
(

2ρ0(α) − c
)

, ∀α ∈ IR. (3.5)

The precise behavior of the solution of (1.11)-(1.12) is given along the particle
paths

x(α, t) := α+
u(α, 0)√

ck
sin(

√
ckt) +

∫ x

−∞
(ρ0 − c)dx

c
(1 − cos(

√
ckt). (3.6)

If (3.5) holds then xα 6= 0, and we have

ρ(x(α, t), t) =
ρ0

xα(α, t)
, u(x(α, t), t) = u0(α) cos(

√
ckt)+

k
∫ x

−∞
(ρ0 − c)dx
√
ck

sin(
√
ckt).

If condition (3.5) fails, then the solution breaks down at the first finite time, tc, where
xα(α, tc) vanishes.
Lemma 3.1 together with Theorem 3.1 yield

Theorem 3.2 (Critical threshold for modified system). The limit system (3.1)-
(3.4) with initial data (d0, a0, b0)

⊤ with
∫

IR
(a2

0+b20−c)dx = 0 admits a globally smooth
solution if and only if

|d0(α)| <
√

k
(

2a2
0(α) + 2b20(α) − c

)

, ∀α ∈ IR. (3.7)

In this case the solution of (3.1)-(3.3) is given by

(a2 + b2)(x(α, t), t) =
a2
0(α) + b20(α)

xα(α, t)
,

d(x(α, t), t) =
d0(α) cos(

√
ckt) +

√

k/c(ρ0(α) − c) sin(
√
ckt)

xα(α, t)
.
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4. Local convergence rate. According to Theorem 1.1, the modified QEP
solution U ǫ = (dǫ, aǫ, bǫ)⊤ remains uniformly bounded together with couple of its
derivatives, independent of ǫ. Passing to the limit for the time interval t ≤ T0,
the QEP solution converges to a limit solution, U , which is governed by the Euler-
Poisson equations in their modified formulation (3.1)-(3.3). We want to estimate the
convergence error. To prove Theorem 1.2 let us consider the difference W ǫ := U ǫ −U
which is governed by the error equation

W ǫ
t + qǫW ǫ

x = (q − qǫ)Ux +
ǫ

2
JW ǫ

xx +
ǫ

2
JUxx +Q(U ǫ, U ǫ) −Q(U,U).

We seek an error bound ‖∂2
xW

ǫ‖2. A straightforward energy method yields

1

2

d

dt
‖∂2

xW
ǫ‖2 = (∂2

x∂tW
ǫ, ∂2

xW
ǫ)

=
(

− ∂2
x(qǫ∂xW

ǫ), ∂2
xW

ǫ
)

+
(

∂2
x((qǫ − q)∂xU), ∂2

xW
ǫ
)

+
ǫ

2

(

J∂2
x(Uxx +W ǫ

xx)), ∂2
xW

ǫ
)

+
(

∂2
x(Q(U ǫ, U ǫ) −Q(U,U)), ∂2

xW
ǫ
)

=: I1 + I2 + I3 + I4.

For the first term we have the same estimate we had before for I1 in (2.12)

|I1| = |
(

∂2
x(qǫW ǫ), ∂2

xW
ǫ
)

| ≤ Const.‖U ǫ‖2‖W ǫ‖2
2. (4.1)

We now turn to the second term

I2 =
(

∂2
x((qǫ − q)∂xU), ∂2

xW
ǫ
)

=

2
∑

k=0

(

2
k

)

(

∂k
x(qǫ − q)∂3−k

x U, ∂2
xW

ǫ
)

=:

2
∑

k=0

I2k.

The expressions on the right are estimated from above by Sobolev inequality

|I20| = |
(

(qǫ − q)∂3
xU, ∂

2
xW

ǫ
)

| ≤ ‖∂3
xU‖∞‖qǫ − q‖‖W ǫ‖2 ≤ Const.‖U‖4‖W ǫ‖2

2,

|I21| = |2
(

(qǫ − q)x∂
2
xU, ∂

2
xW

ǫ
)

| ≤ ‖∂2
xU‖∞‖(qǫ − q)x‖‖W ǫ‖2 ≤ Const.‖U‖3‖W ǫ‖2

2,

|I22| = |
(

∂2
x(qǫ − q)Ux, ∂

2
xW

ǫ
)

| ≤ ‖Ux‖∞‖qǫ − q‖2‖W ǫ‖2 ≤ Const.‖U‖2‖W ǫ‖2
2.

For the third term we have

|I3| = ǫ|
(

J∂2
x(Uxx +W ǫ

xx), ∂2
xW

ǫ
)

| = ǫ|
(

J∂2
xUxx, ∂

2
xW

ǫ
)

| ≤ ǫ‖U‖4‖W ǫ‖2. (4.2)

Finally, we treat the forth term, I4. We first note that difference between the quadrat-
ics, Q(U ǫ, U ǫ) −Q(U,U) must be of the form

Q(U ǫ, U ǫ) −Q(U,U) = L[U, (U ǫ − U)] +R[(U ǫ − U), U ǫ], (4.3)

where L and R are some fixed bilinear form (which in this case involve the constant
k). We split, accordingly, I4 = J4 +K4 and we find

J4 :=
(

∂2
xL[U,W ǫ], ∂2

xW
ǫ
)

=

2
∑

k=0

(

2
k

)

(

L[∂k
xU, ∂

2−kW ǫ], ∂2
xW

ǫ
)

and we find with the usual estimates

|J4| ≤ Const.

2
∑

k=0

‖∂k
xU‖∞‖W ǫ‖2−k‖W ǫ‖2 ≤ Const‖U‖3 · ‖W ǫ‖2

2.
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A more careful treatment is required to handle K4, when L replaced by R,

K4 :=
(

∂2
xR[W ǫ, U ǫ], ∂2

xW
ǫ
)

=

2
∑

k=0

(

2
k

)

(

R[∂k
xW

ǫ, ∂2−kU ǫ], ∂2
xW

ǫ
)

=:

2
∑

k=0

K4k,

each of the terms on the right is upper bounded as follows,

|K40| ≤ Const.‖W ǫ‖∞‖U ǫ‖2‖W ǫ‖2 ≤ Const.‖U ǫ‖2‖W ǫ‖2
2,

|K41| ≤ Const.‖∂xW
ǫ‖∞‖U ǫ‖1‖W ǫ‖2 ≤ Const.‖U ǫ‖2‖W ǫ‖2

2,

|K42| ≤ Const.‖W ǫ‖2‖U ǫ‖∞‖W ǫ‖2 ≤ Const.‖U ǫ‖2‖W ǫ‖2
2.

Summarizing the upper bound we have so far we conclude

d

dt
‖W ǫ‖2 ≤ ǫ‖U‖4 + C1

(

‖U(·, t)‖4 + ‖U ǫ‖2

)

· ‖W ǫ‖2. (4.4)

According to Theorem 3.2, the particular solution U and its derivatives remain uni-
formly bounded in time, since they could be expressed in terms of ∂k

α(a2+b2), ∂k
αd and

∂k
αu which are all periodic in time. Let C4 denote the upper bound ‖U(·, t)‖4 ≤ C4.

By Gronwall’s inequality the error does not exceed

‖U ǫ(·, t) − U(·, t)‖2 (4.5)

≤ ‖U ǫ(·, 0) − U(·, 0)‖2 + C4ǫ

∫ t

s=0

exp

{
∫ t

τ=s

C1(C4 + ‖U ǫ(·, τ‖2)dτ

}

ds.

We recall that for the short time interval, t ≤ T0, we have by Theorem 1.1,
‖U ǫ(·, t)‖2 ≤ 2‖U0‖2 and (4.5) implies convergence rate of order O(ǫ) asserted in
Theorem 1.2.

5. Global convergence of semi-classical limit. The error equation (4.4)
shows that during the local existence interval, [0, T0], the QEP solution cannot grow
too fast as predicted by the pessimistic Ricatti bound (2.13),

d

dt
‖U ǫ‖2 ≤ C0‖U ǫ‖2

2.

Indeed, U ǫ must stay within the O(ǫ) neighborhood of the limit solution U(·), and in
particular,

‖U ǫ(·, t)‖2 ≤ ‖U(·, t)‖2+‖U ǫ(·, t)−U(·, t)‖2 ≤ C2+C4ǫ

∫ t

s=0

e
∫

t

τ=s
C1(C4+‖Uǫ(·,τ‖2)dτds.

We want to extend this argument beyond the local existence interval [0, T0]. The error
bound (4.4) is valid for all t’s, linking the growth of the error e(t) := ‖U ǫ(·, t)−U(·, t)‖2

to the growth of ‖U(·, t)‖2,

d

dt
e(t) ≤ C4ǫ+ C1

(

C4 + ‖U ǫ‖2

)

· e(t).

Together with the upper bound ‖U ǫ‖2 ≤ ‖U‖2 + ‖U ǫ(·, t) − U(·, t)‖2 ≤ C2 + e(t) we
conclude

d

dt
e(t) ≤ C4ǫ+ C1

(

C4 + C2 + e(t)
)

· e(t) ≤ C[ǫ+ e(t) + e2(t)], e(0) = 0.
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This gives the inequality for Z(t) = e(t)e−Ct,

d

dt
Z(t) ≤ Cǫe−Ct + CeCtZ2, Z(0) = 0.

Multiplying the above inequality by θ
(1+θZ)2 with θ chosen as

θ = max

{

4(eCT − 1),
eCT

4ǫ(eCT − 1)

}

,

we obtain

θZ ′

(1 + θZ)2
≤ Cθǫe−Ct + Cθ−1eCt.

Integration over [0, t] gives

1

1 + θZ
≥ 1 − ǫθ(1 − e−Ct) − θ−1(eCt − 1) ≥ 1

2

for ǫ ≤ ǫ0 with ǫ0 = eCT

16(eCT −1)2
and θ chosen above. Therefore we have Z ≤ 1/θ, i.e.,

e(t) ≤ min

{

eCT

4(eCT − 1)
, 4ǫ(eCT − 1)

}

.

This shows that for any T > 0, there exists a sufficiently small ǫ0 ∼ e−CT , such that
for ǫ ≤ ǫ0 we have ‖U ǫ(·, t) − U(·, t)‖2 ≤ ConstT ǫ and Theorem 1.3 follows.

6. Validity of the WKB expansion. According to Theorem 1.3, the NLSP
equation (1.8) admits a global solution with modified variables, U ǫ = [Φǫ

xx, a
ǫ, bǫ] such

that U ǫ = U +O(ǫ) where U satisfies the limiting modified system (2.11). The latter
is an hyperbolic system so that U(·, t) is in Hs if U(·, 0) is. We want to show that
the NLSP solution ψǫ = Aǫexp{iΦǫ/ǫ}, realized in terms of the 3-vector of modified
variables U ǫ := [Φǫ

xx, a
ǫ, bǫ], admits the following asymptotic expansion

U ǫ =
N
∑

j=0

Ujǫ
j + o(ǫN ), Uj ∈ L∞([0, T ],Hs−2j(IR)).

• Leading order
From Theorem 1.3 we know that U ǫ are bounded in L∞([0, T ],H2(IR)). Using
the governing equation (2.11), U ǫ

t are bounded in L∞(0, T ;L2(IR)); in fact,
according to (2.11), U ǫ is given as the sum of three terms: an H1 ×H1 term
qǫU ǫ

x, a vanishing L2 term, ∼ ǫJU ǫ
xx and an H2 quadratic term, Q(U ǫ, U ǫ),

which are compact in L2. It follows that a subsequence of U ǫ converge uni-
formly in L∞([0, T ], L2(IR)) to U0, which are solutions of

∂tU0 + q0∂xU0 = Q(U0, U0), U0 = [d0, a0, b0], d0 = ∂xq0 = ∂xxΦ0

subject to Hs initial data

U0(·, 0) = lim
ǫ→0

U ǫ(·, 0) ∈ Hs.

Hyperbolicity implies that U0(·, t) remains in Hs and the uniqueness of limit
solution for this system ensures the convergence of the whole sequence, U ǫ −→
U0.
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• First order
To justify the first order term in the expansion, we consider the Hs−2-initial
data

U1(·, 0) = lim
ǫ→0

U ǫ(·, 0) − U0(·, 0)

ǫ
.

Setting W ǫ := (U ǫ − U0)/ǫ, and carrying out the energy estimates along the
lines of §4 leads to an upper bound

‖W ǫ(·, t)‖s−2 ≤ F(‖U0‖s), t ≤ T,

with a nonlinear dependence F , depending on {‖U0(·, t)‖s}0≤t≤T . Hence
W ǫ is bounded in L∞([0, T ],Hs−2), and W ǫ

t is bounded in L∞([0, T ],Hs−4).
As before, a subsequence, W ǫ converges strongly in L∞([0, T ],Hs−4) to a
limit function U1 = [q1, a1, b1]. This limit solves the following first variation
problem

∂tU1 + q0∂xU1 + q1∂xU0 = Q(U0, U0) +





−2d0 2ka0 2kb0
− 1

2a0 − 1
2d0 0

− 1
2b0 0 − 1

2d0



U1, (6.1)

with initial data

U1(0) = lim
ǫ→0

U ǫ(0) − U0(0)

ǫ
.

The hyperbolicity of (6.1) implies that U1(·, t) remains in Hs−2 and compact
in Hs−4. The uniqueness of solution to this problem ensures the convergence
of the whole sequence W ǫ to U1 ∈ Hs−4.

• Higher order terms
Assume that we have already an asymptotic expansion to the order N

U ǫ =

N
∑

j=0

Ujǫ
j + o(ǫN ),

with Uj ∈ L∞([0, T ],Hs−2j). Let W ǫ ≡W ǫ
N denote the error

W ǫ =
U ǫ − Ũ ǫ

ǫN+1
, Ũ ǫ :=

N
∑

j=0

Ujǫ
j .

Inserted into (2.11), we find that W ǫ satisfies

∂tW
ǫ + qǫ∂xW

ǫ + (qǫ − q̃ǫ)∂xŨ
ǫ =

ǫ

2
JW ǫ

xx +
1

2ǫN
JŨ ǫ

xx +Hǫ(W ǫ, Ũ ǫ) (6.2)

where Hǫ ≡ Hǫ
N is given as the sum of bilinear form, consult (4.3)

Hǫ
N = L(Ũ ǫ,W ǫ) +R(Ũ ǫ,W ǫ) + ǫN+1Q(W ǫ,W ǫ).

One can show that Hǫ
N (·, t) is bounded ‖HN‖s−2N−2 ≤ Const.‖W ǫ‖2

s−2N−2.
Assume that the initial data satisfy

‖W ǫ(0)‖s−2N−2 ≤ Const.,
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then (6.2) implies that the scaled error, e(t) := ‖W (·, t‖s−2N−2, satisfies
ė(t) ≤ C2s + C1e(t) + C2e

2(t), which in turn yields

‖W ǫ(·, t)‖s−2N−2 ≤ Const. t ≤ T ∼ N ln
1

ǫ
.

We conclude that ‖U ǫ −
∑N

Ujǫ
j‖s−2N−2 ≤ O(ǫN+1).

• WKB expansion
The above results show that we have obtained the formal expansion of Aǫ

and Φǫ to an arbitrarily high order. To recover the usual WKB expansion, it
suffices to equate the ǫ-powers of the same order in the identity

∞
∑

j=0

√

ρj(x, t)ǫ
jeiSj(x,t)/ǫ =

(

∞
∑

m=0

Amǫ
m

)

exp

(

i

∞
∑

m=0

Φmǫ
m−1

)

.
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