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#### Abstract

This paper presents the history of investigations concerning a subclass of zero-sum two-person games called duels, which were initiated by David Blackwell and other mathematicians in the reports of the RAND Corporation in 1948-52. The second part of the paper discusses mutual relationships between discrete and non-discrete duels, and gives a review of recent more general results. The paper also discusses some open problems in the general theory and makes hypothesis on them (strongly suggested by previous results).


## 1. Introduction

In 1948 the RAND Corporation collected a team of mathematicians, statisticians, economists, and social scientists to analyze "the uncertainties" in the global world situation and to construct a blue-print for the optimal operation against that. One of the results of this study, achieved within a component of the program, was the solution of many problems formulated in the form of some zero-sum two-person games, called duels, or games of timing when considered in a more general sense. Particularly, David Blackwell, one of the members of that team, was very instrumental in formulating and solving several versions of such games. He, together with M. Shiffman, M. A. Girshick, L. S. Shapley, R. Bellman, I. Glicksberg and others, initiated a new topic within zero-sum games at that time, and recognized the wide scope of possible applications of games of timing, particularly in the description and explaining of some conflict situations in economics. Since then many new general problems in games of timing have been formulated and many important and interesting results have been achieved. However, to say more in detail about it, at first, we must give a definition of games of timing in a sufficiently general form to include the whole rich collection of all different duel-models studied in the literature. We will do it in a slightly different (but equivalent) convention in comparison to that adopted by the pioneers of this topic mentioned above.

Consider the following model of a zero-sum game: There are two Players 1 and 2 with initial amounts $M_{1}$ and $M_{2}$ of some homogeneous resources, respectively. It is assumed that they should distribute some or all of their

[^0]resources over a common one-dimensional continuum, say $[0,1]$ as an timeinterval, so that each player's distribution progresses over the time. As the consequence of such a game will already be a pair ( $\mu_{1}, \mu_{2}$ ) of measures on $[0,1]$ that describes the way in which the players have distributed their resources. If $\left(\mu_{1}, \mu_{2}\right)$ is such a resulting pair, Player 1 wins from Player 2 a value $K\left(\mu_{1}, \mu_{2}\right)$, where $K$ is some fixed payoff function. The purpose of Player 1 is to maximize his winnings $K\left(\mu_{1}, \mu_{2}\right)$, while Player 2 wishes to minimize it.

In specifying and analyzing such a game, the next possible feature is whether the opponent of Player $i, i=1,2$, constantly knows the exact history of player $i$ 's expenditures so far. If this is the case, Player $i$ is called a noisy player, while at the opposite extreme (his opponent is completely ignorant about that) Player $i$ is called silent. Thus a situation of the indicated type actually gives rise to three possible types of games: $\Gamma_{n n}$ (noisy) in which both players are noisy, $\Gamma_{s s}$ (silent) in which both are silent, and $\Gamma_{n s}$ (mixed) in which Player 1 is noisy and Player 2 is silent.

Obviously, the possible strategies of a player have much more complicated structure when his opponent is noisy than when he is silent. Anyway, independently of the possible types of the players, any such a generalized game of timing has, as its starting game, the following basic game in normal form

$$
\Gamma=\left\langle\mathcal{M}_{1}, \mathcal{M}_{2}, K\right\rangle
$$

where for $i=1,2$,
(A1) the strategy space $\mathcal{M}_{i}$ of Player $i$ is a specified subset of the set of all measures $\mu_{i}$ on (the Borel sets) of $[0,1]$ satisfying $\mu_{i}([0,1]) \leq M_{i}$; (Here $\mu_{i}([0, t))$ is interpreted as the quantity of Player $i$ 's resource expended up to time $t$ );
(A2) $K: \mathcal{M}_{1} \times \mathcal{M}_{2} \rightarrow R$ is the payoff kernel (from Player 2 to 1).
Obviously, the normal form of the game $\Gamma_{s s}$ coincides with that of the basic game $\Gamma$, but this is not longer true for games $\Gamma_{n n}$ and $\Gamma_{n s}$. It was shown in Radzik \& Goldman (1996) that the normal form of $\Gamma_{n s}$ is completely determined by its basic game $\Gamma$, and the same is true only for some cases of $\Gamma_{n n}$. In general, the problem of mutual relationships between $\Gamma$ and $\Gamma_{n n}$ is very complex, and rather far from being completely solved.

Now, let us consider the next possible feature of the players' resources which can be in one of the two states: "indivisible" - when player's resources consist of only some finite number of indivisible "actions" of the same amount 1 each, and each of them can be distributed only at single moments of $[0,1]$; and "divisible" - when a player is able to distribute his resources quite arbitrarily (in a continuous or discontinuous way) over the time interval. This gives rise to the next three types of games of timing: discrete when both the players have only resources of indivisible type, non-discrete when both
have only divisible ones, and mixed - in the situation where one of the players possesses only divisible while his opponent indivisible resources. So the games of timing may be considered with various configurations of "noisy", "silent", "discrete" and "non-discrete". In the paper, we shall use the notation $\Gamma_{n n}(k, l), \Gamma_{s s}(k, l)$ or $\Gamma_{n s}(k, l)$ to denote a discrete game of timing with $k$ and $l$ indivisible actions at Player 1 and 2, respectively, and with an appropriate type of actions (noisy, silent). Analogously, by $\Gamma_{n n}\left(\hat{M}_{1}, \hat{M}_{2}\right)$, $\Gamma_{s s}\left(\hat{M}_{1}, \hat{M}_{2}\right)$ or $\Gamma_{n s}\left(\hat{M}_{1}, \hat{M}_{2}\right)$ such non-discrete games of timing will be denoted, where $M_{1}$ and $M_{2}$ are the amounts of resources possessed by the players. Finally, $\Gamma_{n n}(k, \hat{M})$ and $\Gamma_{s s}(k, \hat{M})$ denote mixed games, where Player 1 is in possession of $k$ indivisible actions and Player 2 has divisible resources of amount $M$.

Historically, the notion of classical duels (discrete and non-discrete) is reserved to a subclass of generalized games of timing such that the payoff kernels $K$ of their basic games $\Gamma$ (as expected payoffs of Player 1) are consistent with the following five additional assumptions on a game. Namely, for $i=1,2$,
(B1) Player $i$ taking one his actions (an indivisible part of resources of amount 1) at a single moment $t$, succeeds with a probability $P_{i}(t)$; here $P_{i}(t), 0 \leq t \leq 1$, the so-called accuracy function associated with that player and known to both, is (usually) assumed to be nondecreasing and continuous with $P_{i}(0)=0$ and $P_{i}(1)=1 ;$
(B2) the players act independently of each other in the game;
(B3) events that a player will not succeed in any disjoint subintervals of $[0,1]$, respectively, are always independent;
(B4) the game ends at the moment of the first success of any of the players, or at $t=1$, otherwise;
(B5) the payoff of Player 1 amounts $+1,-1$ or 0, respectively in the three cases: (a) the game ends with Player 1's success only; (b) Player 2 succeeds alone; (c) both the players succeed or the game ends without a success of either player.

For discrete duels of any of type $\Gamma_{n n}(k, l), \Gamma_{s s}(k, l)$ or $\Gamma_{n s}(k, l)$, the five additional assumptions introduced above uniquely determine the payoff kernel $K$ in their basic games $\Gamma$. It can be given in an equivalent form as a function $K\left(\bar{x}_{k}, \bar{y}_{l}\right)$ of $k+l$ variables, defined on the product of the sets $X=\left\{\bar{x}_{k} \in[0,1]^{k}: 0 \leq x_{1} \leq x_{2} \leq \ldots \leq x_{k} \leq 1\right\}$ and $Y=\left\{\bar{y}_{l} \in[0,1]^{l}:\right.$ $\left.0 \leq y_{1} \leq y_{2} \leq \ldots \leq y_{l} \leq 1\right\}$; here $x_{i}$ and $y_{j}$ describe the moments at which Player 1 takes his $i$-th action and Player 2 takes his $j$-th action, respectively. Now, after identifying vectors $\bar{x}_{k}$ with the measures $\mu_{1}$ of total mass $k$ and concentrated equally at all points $x_{i}$ of $\bar{x}_{k}$ with mass 1 each (and analogously for $\bar{y}_{l}$ ), these discrete duels are quite in accordance with the convention of the basic game $\Gamma$.

As far as a non-discrete duel is concerned, the payoff function $K$ of its basic game $\Gamma$ is not uniquely determined by the additional assumptions (B1) (B5) given above. But after adding some other ones (connecting very closely discrete and non-discrete duels), the uniqueness of $K$ can also be ensured. This will be widely discussed in Section 3. In Section 2, we present the history of investigations and achieved results in games of timing. Section 4 contains a review and discussion of some recent more general results related to discrete and non-discrete duels. Section 5 is devoted to open problems and some conjectures on them in the general theory of games of timing.

## 2. History of achieved results

Since 1948, when the first models of discrete duels were formulated, many interesting results have been achieved. The basic difficulty in studying such games is that neither of the general theorems (known in the game theory) answers the question about the possible existence of their value and optimal strategies for the players. Even in the simplest cases of discrete silent duels, the payoff kernel is discontinuous. On the other hand, the structure of duels with noisy actions is much more complex, since in general, the players' strategies must depend on the information about the behavior of the opponent within the time interval. In such a way, these games are in fact extensive games with discontinuous payoff functions, and with continuum possible alternatives in each position. This short explanation sufficiently puts across the complexity of studying games of timing. Below, in seven parts, we present the history of problems and achieved results in this field.
2.1. The beginning of the theory. Let us denote by $\Gamma(k, l)$ the class of discrete duels (games of timing) involving such games with silent or noisy actions, that is, $\Gamma_{n n}(k, l), \Gamma_{s s}(k, l)$ and $\Gamma_{n s}(k, l)$. The first cases of games $\Gamma(1,1)$ were formulated and studied in 1948-53, in the RAND Corporation reports of American mathematicians. Particularly Blackwell, Shiffman, Girshick, Bellman, Glicksberg and Shapley were very instrumental in formulating and solving several various duels. As far as the first more important papers on duels of type $\Gamma(1,1)$ are concerned, we can list here Blackwell (1949a, 1949b), Blackwell \& Girshick (1949) and Bellman \& Girshick (1949). The first two papers study duels under arbitrary accuracy functions $P_{1}(t) \neq P_{2}(t)$. In the first of them a solution of a general noisy duel $\Gamma_{n n}(1,1)$ is given, permitting the possibility of nonmonotonic accuracy functions, while the second one solves the general silent duel $\Gamma_{s s}(1,1)$, by employing a suitable extension of the equalizer strategy technique. The next two papers deal with slightly enriched models of duels, under the assumption that $P_{1}(t)=P_{2}(t)=t$. Namely, the first of them studies $\Gamma_{n n}(1,1)$ assuming the random actions at the players, while the last one analyses the duel $\Gamma_{s s}(1,1)$ on a constrained time interval $[b, 1]$.
2.2. Games of timing of class I and II. The complete results on general silent games of timing of type $\Gamma_{s s}(1,1)$ (defined by the general form of payoff kernel $K\left(x_{1}, y_{1}\right)$ as a function on the unit square, increasing in $x_{1}$ and decreasing in $y_{1}$ below and over the diagonal, and with possible discontinuities only on it) belong toShiffman (1953) - the symmetric case ( $K\left(x_{1}, y_{1}\right)=-K\left(y_{1}, x_{1}\right)$ ), and to Karlin (1953) - the unsymmetric case. In the literature, such games are called games of timing of class II. The first author showed that the solution in the symmetric case, which is the same for each player, occurs in four categories and can be obtained by solving a single integral equation of the second kind. Karlin (1953) extended Shiffman's result to unsymmetric case, and showed that this leads to fourteen possible categories of solutions. The method of solving games of timing in both cases appeals fundamentally to the theory of positive integral transformations. It is worth mentioning here that games of timing of class II in a non-zero sum version also were studied, and some partial results can be found in Sudżute (1983).

The second general result concerning games $\Gamma(1,1)$ belongs to Glicksberg (1950). He found a solution of a general discrete noisy game of timing of type $\Gamma_{n n}(1,1)$. These games, called in literature as games of timing of class $I$, differs from that of class II in the payoff kernel that it is constant in each variable over the diagonal. One should add here that an independent and more complete determination of the solution was given by Karlin (1953), where he solved those games by approximating a solution uniformly by a sequence of games of timing of class II and then invoking a standard limiting process. (For a non-zero-sum version, see Pitchik (1981)).
2.3. Noisy discrete duels. Now let us pass to more complicated discrete noisy games of timing $\Gamma_{n n}(k, l)$ with numbers of actions greater than 1 for both players. Unfortunately, there are no general results here, comparable (with respect to degree of generality) to the results on games of timing of classes I and II, found by Glicksberg and Karlin. In spite this, many interesting and very difficult problems have been solved in this topic. The first result belongs here to Blackwell \& Girshick (1954), where they found the solution of noisy duels $\Gamma_{n n}(k, l)$ with general number of actions, $k, l \geq 1$, and with equal accuracy functions $P_{1}(t)=P_{2}(t)=t$. These authors showed that then all the duels $\Gamma_{n n}(k, l)$ possessed values, and they constructed $\epsilon$-optimal strategies with a recursive structure for both players. Unfortunately, their method does not allow to solve that duel under $P_{1}(t) \neq P_{2}(t)$. The further essential generalization of the last result is due to Fox \& Kimeldorf (1969), who solved the noisy duel $\Gamma_{n n}(k, l)$ with arbitrary continuous and nondecreasing accuracy functions, satisfying only the slight restriction, $P_{i}(0)=0, P_{i}(1)=1$ for $i=1,2$. The $\epsilon$-optimal strategies found there are also of a recursive type, but much more complex in comparison to the ones of the previous case. However their method, although based on very subtle considerations, does not enable them to find whether the duels $\Gamma_{n n}(k, l)$ have values in the general case, $0 \leq P_{i}(0)<P_{i}(1) \leq 1, i=1,2$. Zadan (1976) obtained the
next important result in this direction. He showed with the help of a largely complex theory, especially constructed for the need of the problem, that under only the continuity of accuracy functions with $P_{i}(0)=0, P_{i}(1)<1$ for $i=1,2$, noisy discrete duels $\Gamma_{n n}(k, l)$ still have values, and he found the form of $\epsilon$-optimal strategies for the players. The assumption made by Żadan has appeared to be necessary there.

In the last three papers discussed above and concerning the duel $\Gamma_{n n}(k, l)$, the condition, $P_{i}(0)=0, i=1,2$, is necessary because of the method adopted there. $\epsilon$-optimal strategies found there have such a recursive structure which cannot be transferred to duels $\Gamma_{n n}(k, l)$ under $P_{i}(0)>0, i=1,2$. This restriction was finally overcome in Radzik (1991), where a complete solution of duels $\Gamma_{n n}(k, l)$ with $k, l \geq 1$ was found, under the general assumption that the accuracy functions are continuous and nondecreasing with $0 \leq P_{i}(0) \leq$ $P_{i}(1) \leq 1, i=1,2$. To this end, a special theory studying properties of optimal strategies and equilibria in some matrix games with restricted set of admissible pairs of the players' pure strategies has been developed. In the case, $P_{i}(0)>0$ for $i=1,2$, the structure of $\epsilon$-optimal strategies has appeared much more complex in comparison to the ones considered in the three papers mentioned above. At the end, it is worth mentioning that some asymptotic properties of noisy discrete duels were discussed in Fox \& Kimeldorf (1970) and of all types discrete duels in Kimeldorf \& Lang (1978). However, in spite of strong results found in this topic, we still do not know how to extend the result of Glicksberg and Karlin for games of timing $\Gamma_{n n}(1,1)$ of class I to that of $\Gamma_{n n}(k, l)$ with $k, l \geq 1$.
2.4. Silent discrete duels. Now we shall treat of a general silent discrete duels $\Gamma_{s s}(k, l)$ with $k, l \geq 1$. The most famous result in this topic we find in $\mathrm{Re}-$ strepo (1957). It is shown there that for all $k, l$, the silent duel $\Gamma_{s s}(k, l)$, with continuously differentiable accuracy functions satisfying $P_{i}(0)=0, P_{i}(1)=1$ and $P_{i}^{\prime}(t)>0$ for $i=1,2$ and $0<t<1$, always has a value, and optimal strategies for the players have been found. In spite of large complexity of the analysis adopted there, Restrepo's method is insufficient to derive a theorem involving a full extension of the general game of timing of class II, analogous to that of Karlin for $\Gamma_{s s}(1,1)$. Summarizing, the questions how to extend Karlin's results to general games of timing $\Gamma_{s s}(k, l)$ with $k, l>1$, is still an open problem. As yet Restrepo's result has been extended only to two somewhat modified models of $\Gamma_{s s}(k, l)$ in Ciegielski (1986a, 1986b). In the first paper the assumption on a the model is weakened to a random number of actions at each player, while the second one deals with $P_{i}(1)<1$ for $i=1,2$, but still with the restriction $P_{i}(0)=0$ for $i=1,2$ in both papers. It is also worth mentioning here two other modifications of $\Gamma_{s s}(k, l)$, where by assumption, a duel ends with a "small delay" ( Orłowski \& Radzik (1985)), and, where, a possibility of a "retreat after the shots" is admitted to the players (Trybuła (1990, 1993)),
2.5. Mixed discrete duels. In the topic of mixed discrete duels $\Gamma_{n s}(k, l)$, there are not more general results. It seems that this kind of duel is the most difficult to study. It is rather surprising that, for instance, even the duel $\Gamma_{n s}(2,1)$ with $P_{1}(t) \neq P_{2}(t)$, still remains an open problem. Only partial and rather particular problems (though mostly often very hard) have been solved here, though the number of published papers is rather large. We can list only some of them, representative in some sense. They concern different modifications of duels with, mostly often, arbitrary accuracy functions. Kurisu (1991) solved a class of duels $\Gamma_{s n}(1,1)$ with such a modification that the action of Player 2 is noisy with a constant "time lag"; so that class contains the standard discrete duels $\Gamma_{s n}(1,1)$ and $\Gamma_{s s}(1,1)$ as its two extremes. In the next interesting paper, Kurisu (1983) solved (with the help of computer calculations and graphs) a solution of duel $\Gamma_{n s}(2,1)$ under $P_{1}(t)=P_{2}(t)=t$, but the adopted method cannot be used to in a general analysis of such games. Smith (1967) solved the duel, where Player 1 has one silent and one noisy action while Player 2 has only one noisy action. Styszyński (1974) found a solution of mixed duel $\Gamma_{s n}(k, 1)$ with $k>1$. The last two results were generalized in Radzik \& Orłowski (1982a) and Radzik \& Orłowski (1982b), where such a duel is studied, in which Player 2 has only one noisy action while Player 1 is in possession of any fixed number of noisy and silent actions, and by assumption, he must take them in an arbitrarily fixed order (known to Player 2). Another modification of duels was studied in in Sakaguchi (1984) considering a duel of type $\Gamma(1,1)$ with the uncertain knowledge about the existence of players' actions. Here one can also mention models of duels of type $\Gamma(1,1)$, considered with a "random termination" of a duel in Teraoka (1983, 1986), and with a "player detection probability" in Sweat (1971).
2.6. Silent non-discrete duels. The next subclass of games of timing studied in the literature, are silent non-discrete duels of type $\Gamma_{s s}\left(\hat{M}_{1}, \hat{M}_{2}\right)$. They differ from the silent discrete ones in the possibility of quite arbitrary way of distributing the players' resources over the time interval. Early formulation of such a game (called the two machine-gun duel) with a partial solution was given by Danskin \& Gillman (1953), but the first rigorous solution was due to Karlin (1959). In that model the players were allowed to distribute his resources in a continuous way over $[0, \infty)$, but only with a bounded intensity. Yanovskaya (1969) studied a more general version considered by Karlin. But the construction of the payoff kernel in the non-discrete duels discussed in the last three papers, was rather far from that of discrete duels. The first close relation between these two kinds of duels was noticed by Lang \& Kimeldorf $(1975,1976)$ who formulated a slightly another model of $\Gamma_{s s}\left(\hat{M}_{1}, \hat{M}_{2}\right)$ and solved it in two versions. In the first paper the authors considered the silent non-discrete duel with $P_{1}(t)=P_{2}(t)$, under the restriction that the players have the possibility of only continuous distributing of their resources. The second paper contains a solution of the same duel without that restriction, under $P_{1}(t) \neq P_{2}(t)$. The optimal strategies found there are independent of
each other and, consequently, they remain optimal also in duels $\Gamma_{s n}\left(\hat{M}_{1}, \hat{M}_{2}\right)$ and $\Gamma_{n n}\left(\hat{M}_{1}, \hat{M}_{2}\right)$. Next, in Positielskaya (1984), one can find an optimal strategy for Player 2 in a duel $\Gamma_{n s}\left(\hat{M}_{1}, \hat{M}_{2}\right)$, that is an equalizer against almost all continuous strategies of Player 1. It is also worth mentioning that asymptotic properties of non-discrete duels were discussed in Kimeldorf \& Lang (1977).

As far as the two models of $\Gamma_{s s}\left(\hat{M}_{1}, \hat{M}_{2}\right)$ discussed above are concerned, they belong (when considered on $[0,1]$ ) to the same class of non-discrete silent duels. The only difference is that the accuracy functions satisfy $P_{i}(1)=$ $1-e^{-1}$ in Karlin's model, and $P_{i}(1)=1$ in the model of Lang and Kimeldorf, $i=1,2$.(The equalities $P_{i}(0)=0$ are common to both.) This fact is widely discussed in Section 3, where payoff kernel for $\Gamma_{s s}\left(\hat{M}_{1}, \hat{M}_{2}\right)$ is constructed in a new axiomatic way. The last result concerning silent non-discrete duels was obtained in Radzik (1988a), where such games were solved under total general assumptions: $P_{i}(0) \geq 0, P_{i}(1) \leq 1$ for $i=1,2$. A complete characterization of optimal strategies found there is analogous to that of Karlin for games of timing of class II. It is rather surprising that in the case, $P_{1}(1)<1, P_{2}(1)=1$, Player 2 has only $\epsilon$-optimal strategies. The method exploited there is a strong extension of that one from Lang \& Kimeldorf (1976). At the end, it is worth adding here that some new modification of these duels was analyzed in Radzik \& Orłowski (1985).
2.7. Silent mixed duels. The next very natural subclass of games of timing are silent mixed duels of type $\Gamma_{s s}(1, \hat{M})$, where Player 1 possesses one indivisible action and behaves as in a discrete duel, while Player 2 with his divisible resources of amount $M$ acts as in a non-discrete duel. There are rather few results here, and this topic lacks any coherent theory. The first authors who were instrumental in formulating and solving some different examples of such games were Gillman, Blackwell, Shiffman, Bellman and Karlin. They all studied the first version of this game called the fighterbomber duel, where in the model Player 2 was allowed to distribute his resources only in a continuous way, and with a bounded intensity. Its connection with the classical discrete duels was rather loose. At first, that problem was studied and solved in Blackwell \& Shiffman (1949a, 1949b) and in other unpublished papers of Weiss, Bellman and Blackwell. The interpretation of it as an advertising campaign was conceived by Gillman (1950). It was also studied in Karlin (1959), where the author applied a new method, relying heavily on the Neyman-Pearson lemma, to find the optimal strategy for Player 1. Besides, there are only two results in this topic, and they belong to Radzik (1988b, 1989). Both these papers study mixed silent duels of type $\Gamma_{s s}(k, \hat{M})$, but in a slightly different version to that discussed above, more closely related to discrete duels. The first of them gives the complete characterization of solutions for the duel $\Gamma_{s s}(1, \hat{M})$, where Player 2 can distribute his resources without any restrictions. A more general duel of type
$\Gamma_{s s}(k, \hat{M})$ with $k>1$ is analyzed in the second paper. It is shown there that such duels always have values and the form of an optimal strategy for Player 2 was found.
2.8. Final comments. It follows from the above discussion that no general coherent theory has been found in the topic of games of timing during the last 35 years. In this period a lot of problems have been solved, but we must critically admit that very many of them concern rather various particular and strongly detailed models. It has been caused by not only a large degree of complexity of models and huge theoretical difficulties with information that arise there. We are still lacking general and effective methods in this topic. To find here a solution of any general problem, most often one has to construct a special theory devoted only to it. As yet there is no homogeneous theory for more general games of timing that would be satisfactory. Practically, there is such a theory only for the very narrow case of Karlin's games of timing of classes I and II, where the payoff kernel is determined not by accuracy functions but in more general form of a function $K(x, y)$ on the unit square. Unfortunately, this beautiful theory is quite powerless in more general problems, where payoff kernels are defined on multi-dimensional spaces or on a set of pairs of measures. Hence the question: are there any chances to change this situation? It seems that we can risk the answer YES!, and this is strongly motivated by all the more general results achieved just during the last 35 years. We shall say more about it in Section 5.

## 3. Relationships between discrete and non-discrete duels

Let us consider any duel, that is, any game of timing with its basic game $\Gamma$ satisfying assumption (A1)-(A2) and (B1)-(B5) from Introduction. Let $P_{i}(t), 0 \leq t \leq 1$, be an accuracy function of Player $i$. By definition, $P_{i}(t)$ describes the probability that Player $i$ succeeds at a moment $t$, in the situation when he expends one unit of his resources (an action) exactly at $t$.

For any vector $\bar{z}_{m}=\left(z_{1}, z_{2}, \ldots, z_{m}\right)$ with $0 \leq z_{1} \leq z_{2} \leq \ldots \leq z_{m} \leq 1$, let $I\left(\bar{z}_{m}\right)$ define the measure on $[0,1]$ of total mass $m$ and concentrated exactly at points $z_{1}, z_{2}, \ldots, z_{m}$ with masses 1 at each.

Further, for any strategy $\mu_{i}$ of Player $i$ and for any subinterval $D \subseteq[0,1]$, we define $Q^{\mu_{i}}(D)$ as the probability that Player $i$, distributing his resources according to $\mu_{i}$, succeeds in $D$.

It appears that in general, $Q^{\mu_{i}}(D)$ is not uniquely determined by the accuracy function $P_{i}(t)$ and assumptions (B1)-(B4) mentioned above. On the other hand, $Q^{\mu_{i}}(D)$ is basic in constructing of the payoff kernel $K\left(\mu_{1}, \mu_{2}\right)$ of the basic game $\Gamma$. Namely, under the notation

$$
Q_{i}(t) \stackrel{\text { def }}{=} Q^{\mu_{i}}([0, t]), \quad \bar{Q}_{i}(t) \stackrel{\text { def }}{=} 1-Q_{i}(t)
$$

the payoff kernel can be easily derived as

$$
\begin{equation*}
K\left(\mu_{1}, \mu_{2}\right)=\int_{[0,1]} \bar{Q}_{2} d Q_{1}-\int_{[0,1]} \bar{Q}_{1} d Q_{2} \tag{2}
\end{equation*}
$$

To justify this formula, notice that $\bar{Q}_{i}(t)$ represents the probability that Player $i$ does not succeed in $[0, t]$. Therefore, the quantity $\bar{Q}_{2}(t) d Q_{1}(t)$ is the probability that Player 1 succeeds in the interval $(t, t+d t)$, given neither succeed by the time $t$. Then the limit sum of these probabilities (equal to the first integral in (2)) is the probability that Player 1 succeeds before Player 2, ensuring himself payoff +1 (by assumption (B5)). Similar arguments apply to the second integral in (2).

By definition, in a discrete duel the players can distribute their resources only according to measures of the form $I\left(\bar{z}_{m}\right)$, and it is easy to show with the help of assumptions (B1)-(B4) from the introduction that

$$
Q^{I\left(\bar{z}_{m}\right)}([0, t])=1-\prod_{s \leq t}\left[1-P_{i}\left(z_{s}\right)\right], \quad 0 \leq t \leq 1
$$

Thus, in view of (1) and (2), assumptions (B1)-(B5) uniquely determine the basic game $\Gamma$ of any discrete duel. But this is not the case for non-discrete duels, and to determine $Q^{\mu_{i}}(t)$ for all $\mu_{i}$, some new assumption must be considered. Below we analyze three approaches to $Q^{\mu_{i}}(t)$.
3.1. Model $I$. This model was considered in two equivalent versions, on $[0,1]$ and on $[0, \infty)$, as time intervals, in Blackwell \& Shiffman (1949a, 1949b) and in Karlin (1959). Here we present it on $[0,1]$ in a slightly more general form.

It is assumed that $Q^{\mu_{i}}(t)$ satisfies:

$$
\begin{equation*}
Q^{\mu_{i}}([t, t+h])=\mu_{i}([t, t+h]) \cdot A_{i}(t)+o(h), \quad \text { a.e., } 0 \leq t \leq 1 \tag{3}
\end{equation*}
$$

for any absolutely continuous measure $\mu_{i}$ on $[0,1]$, where $A_{i}(t)$ is a continuously monotone function with

$$
\begin{equation*}
A_{i}(0)=0, \quad A_{i}(1)=1 \tag{4}
\end{equation*}
$$

(The function $A_{i}(t)$ does not coincide with the accuracy function $P_{i}(t)$, and is called a modified accuracy function.)

Condition (3), by the standard limit procedure, leads to

$$
\begin{equation*}
Q^{\mu_{i}}(t)=1-\exp \left(-\int_{[0, t]} A_{i}(u) d \mu_{i}(u)\right), \quad 0 \leq t \leq 1 \tag{5}
\end{equation*}
$$

for any absolutely continuous measure $\mu_{i}$. Now, if we formally extend formula (5) to the set of all measures $\mu_{i}$, then after substituting $\mu_{i}=I(t)$, we shall obtain

$$
\begin{equation*}
P_{i}(t)=1-\exp \left[-A_{i}(t)\right], \quad 0 \leq t \leq 1 \tag{6}
\end{equation*}
$$

because of the obvious equality, $P_{i}(t)=Q^{I(t)}(t)$. Therefore (see (6) and (4)), this model is consistent with such discrete duels, where the accuracy functions satisfy: $P_{i}(0)=0$ and $P_{i}(1)=1-e^{-1}$.
3.2. Model II. Lang \& Kimeldorf (1975) proposed to change the function $A_{i}(t)$ in (3) for another one, defined on $[0,1)$ and satisfying

$$
A_{i}(0)=0, \quad A_{i}(1-)=\infty
$$

Now we can repeat the considerations of Model I to get the conclusion that Model II is consistent with discrete duels, with $P_{i}(0)=0$ and $P_{i}(1)=1$.
3.3. Model III. Both the approaches in Models I and II have some deficiency. Namely, though formula (5) on $Q^{\mu_{i}}(t)$ can be well defined for all measures $\mu_{i}$, the starting condition (3) is consistent with (5) only for absolutely continuous $\mu_{i}$. It is not difficult to check that for discontinuous measures, (3) may contradict (5), as for instance, for $\mu_{i}=I(t)$ with $h \rightarrow 0$. On the other hand, in Model II, $Q^{\mu_{i}}(t)$ and thereby non-discrete duels, are defined on $[0,1)$ instead of $[0,1]$. In Radzik (1988b) another model was proposed without these deficiencies, and we present it below.

Let $P_{i}(t)$ be any accuracy function on $[0,1]$ with $0 \leq P_{i}(0), P_{i}(1) \leq 1$, not necessarily monotone or continuous. It is very natural to require that the function

$$
\begin{equation*}
\bar{Q}_{i}^{\mu_{i}}(D) \stackrel{\operatorname{def}}{=} 1-Q_{i}^{\mu_{i}}(D) \tag{7}
\end{equation*}
$$

satisfy the following four conditions:
(C1) for any measurable set $D \subseteq[0,1]$ and for all $t \in D$ and $\alpha \geq 0$,

$$
0 \leq \bar{Q}_{i}^{\alpha I(t)}(D) \leq 1, \quad \bar{Q}_{i}^{I(t)}(D)=1-P_{i}(t)
$$

(C2) for any measurable set $D \subseteq[0,1]$ and for all $t \in D$ and $\alpha, \beta \geq 0$,

$$
\bar{Q}_{i}^{(\alpha+\beta) I(t)}(D)=\bar{Q}_{i}^{\alpha I(t)}(D) \cdot \bar{Q}_{i}^{\beta I(t)}(D) ;
$$

(C3) for any measure $\mu$ on $[0,1]$ and for all nonempty measurable sets $D \subseteq[0,1]$,

$$
\inf _{t \in D} \bar{Q}_{i}^{\alpha I(t)}(D) \leq \bar{Q}_{i}^{\mu}(D) \leq \sup _{t \in D} \bar{Q}_{i}^{\alpha I(t)}(D)
$$

where $\alpha=\mu(D)$;
(C4) for any sequence $\left\{D_{m}\right\}$ of disjoint measurable subsets of $[0,1]$, and for any measure $\mu$ on $[0,1]$,

$$
\bar{Q}_{i}^{\mu}\left(\bigcup_{m} D_{m}\right)=\prod_{m} \bar{Q}_{i}^{\mu}\left(D_{m}\right)
$$

Notice that in fact, conditions ( C 1 ) and (C4) are a repetition of assumptions (B1) and (B3) from the introduction. The remaining two are new. These four conditions have a very natural interpretation. Now we present
the main result related to them that gives a rigorous answer about the possible form of the function $Q^{\mu}(t)$.

Theorem 3.1. For any measurable accuracy function $P_{i}(t)$ on $[0,1]$, conditions (C1)-(C4) uniquely determine the function $Q^{\mu}(t)$ in the form

$$
\begin{equation*}
Q^{\mu}(t)=1-\exp \left(\int_{[0, t]} \log \left[1-P_{i}(u)\right] d \mu(u)\right), \quad 0 \leq t \leq 1 \tag{8}
\end{equation*}
$$

for all measures $\mu$ on $[0,1]$. (Here, by definition: $\exp (-\infty)=0, \log 0=$ $-\infty, 0 \cdot(-\infty)=0$.)

Proof. In view of (7), to show (8) it suffices to verify that conditions (C1)-(C4) are equivalent to the following: for all measures $\mu$ on $[0,1]$ and for all measurable sets $D \subseteq[0,1]$,

$$
\begin{equation*}
\bar{Q}^{\mu}(D)=\exp \left(\int_{D} \log \left[1-P_{i}(u)\right] d \mu(u)\right) \tag{9}
\end{equation*}
$$

Namely, it is not difficult to check that (C1) and (C2) imply (9) for all measures of the form $\mu=\alpha I(t)$ with $\alpha \geq 0,0 \leq t \leq 1$. After this, we can show by the definition of Lebesgue integral that conditions (C3) and (C4) are sufficient for (9) to hold for all measures. The converse implication is immediate.

Remark 3.1. If $P_{i}(t)$ is monotone, Theorem 3.1 holds after replacing measurable sets $D$ and $D_{m}$ in (C1)-(C4) by intervals.

This ends our construction of Model III, since we have shown that formula (5), extended to the set of all measures, is the unique solution determined by conditions (C1)-(C4). This fact is an immediate consequence of (8), (7) and (6).

## 4. Recent general Results

In this section we present some recent general results about discrete and non-discrete duels. They are fundamental in our discussion about open problems related to general theory of games of timing (in Sect. 5), where also some hypothesis about them are made. Here we present four results, two for discrete and two for other types of duels.
4.1. A basic system for $\Gamma_{n n}(k, l)$. Here we present the results of Radzik (1991), where the noisy discrete duel $\Gamma_{n n}(k, l)$ was solved, with $k, l \geq 1$ and with continuous nondecreasing accuracy functions, satisfying

$$
\begin{equation*}
0 \leq P_{i}(0) \leq P_{i}(1) \leq 1, \quad i=1,2 \tag{10}
\end{equation*}
$$

That paper generalizes earlier results of Blackwell \& Girshick (1954) and Fox \& Kimeldorf (1969). The first of these papers treats the problem under $P_{i}(t)=t$, while the second solved it under $P_{i}(0)=0$ and $P_{i}(1)=1$ for $i=1,2$.

At first, introduce the notation of the modified noisy duel $\Gamma_{n n}^{a}(k, l)$ to describe the noisy duel $\Gamma_{n n}(k, l)$ played on the time interval $[a, 1]$ instead of $[0,1]$. Now, it is not difficult to see that the solution of $\Gamma_{n n}(k, l)$ under (10), can be easily concluded from the solution of some modified noisy duel $\Gamma_{n n}^{a}(k, l)$ with some $0 \leq a \leq 1$, where (10) is replaced by

$$
\begin{equation*}
P_{i}(0)=0, \quad P_{i}(1) \leq 1, \quad i=1,2 \tag{11}
\end{equation*}
$$

As it will appear, this way of studying of noisy discrete duels is more convenient, so we fix (11) as our assumption instead of (10). The solution of duel $\Gamma_{n n}^{a}(k, l)$ will be presented in two stages, with $a=0$ and next, with a general $0 \leq a \leq 1$. At first, we must introduce the following constant

$$
t_{*}=\max \left\{t: 0 \leq t \leq 1 \text { and }\left(P_{1}(t)=0 \text { or } P_{2}(t)=0\right)\right\}
$$

which is very essential for duels $\Gamma_{n n}^{0}(k, l)$. This is seen in the context of the next theorem which determines some constants $v_{i j}$ and $t_{i j}$, basic for $\Gamma_{n n}^{0}(k, l)$.

Theorem 4.1. Under (11), there exist a set $\left\{t_{i j}\right\}$ of numbers from $\left[t_{*}, 1\right]$ and a unique set $\left\{v_{i j}\right\}, i, j=0,1, \ldots$, such that

$$
\begin{array}{ll}
t_{i 0}=t_{0 j}=1 \text { and } v_{00}=0, & i, j \geq 1 \\
v_{i j}=P_{1}\left(t_{i j}\right)+\left[1-P_{1}\left(t_{i j}\right)\right] v_{i-1, j}, & i \geq 1, j \geq 0 \\
v_{i j}=-P_{2}\left(t_{i j}\right)+\left[1-P_{2}\left(t_{i j}\right)\right] v_{i, j-1}, & i \geq 0, j \geq 1
\end{array}
$$

Furthermore, for $i, j \geq 1$ we always have

$$
t_{i j} \begin{cases}<\min \left(t_{i-1, j}, t_{i, j-1}\right) & \text { if } \min \left(t_{i-1, j}, t_{i, j-1}\right)>t_{*}, \\ =\min \left(t_{i-1, j}, t_{i, j-1}\right) & \text { if } \min \left(t_{i-1, j}, t_{i, j-1}\right)=t_{*} .\end{cases}
$$

Remark 4.1. The above theorem generalizes and slightly corrects a corollary of Fox \& Kimeldorf (1969). The solutions $t_{i j}$ are basic in constructing optimal strategies in $\Gamma_{n n}^{0}(i, j)$. We shall show later that the equality $t_{i j}=\min \left(t_{i-1, j}, t_{i, j-1}\right)$ can occur even in non-trivial cases. Just this possibility was overlooked in that paper.
4.2. Optimal strategies in $\Gamma_{n n}^{0}(i, j)$. Let $\left\{v_{i j}\right\}$ and $\left\{t_{i j}\right\}$ be any solution of Theorem 4.1. We shall define two sets $\left\{\xi_{i j}\right\}$ and $\left\{\eta_{i j}\right\}, i, j=0,1, \ldots$, of $\epsilon$-optimal strategies for Players 1 and 2, respectively, in the games $\Gamma_{n n}^{0}(i, j)$. At first, we define the set $\left\{\xi_{i j}\right\}$ as follows:
(1) for all $i \geq 1$, the strategy $\xi_{i 0}$ prescribes Player 1 to take all his $i$ actions at time $t=1$ with probability 1 ;
(2) for $i \geq 1$ and $j \geq 1$, the strategy $\xi_{i j}$ has the following structure: At the beginning, if $t_{i j}=t_{*}$, Player 1 should take $s$ of his actions with probability 1 at moment $t_{*}$, where $s=\max \left(r: t_{i-r, j}=t_{*}\right)$, and next, apply $\xi_{i-s, j}$ in the time interval ( $t_{*}, 1$ ]. If $t_{i j}>t_{*}, \xi_{i j}$ consists of the following steps;
(a) Player 1 chooses $t$ in any time interval ( $t_{i j}, t_{i j}+\tau_{i j}$ ) according to the uniform distribution such that $0<\tau_{i j}<\min \left(t_{i-1, j}, t_{i, j-1}\right)-t_{i j}$;
(b) if Player 2 has taken $s$ his actions at a moment $t_{1}<t$, Player 1 changes $\xi_{i j}$ for $\xi_{i, j-s}$ in $\left(t_{1}, 1\right]$;
(c) if Player 2 has not taken any of his actions before time $t$, Player 1 should take one of his actions at this moment, and next apply $\xi_{i-1, j}$ in $(t, 1]$. In the analogous way, the strategies $\eta_{i j}$ of Player 2 are defined.

Now, we can formulate the main theorem on the games $\Gamma_{n n}^{0}(i, j)$.
Theorem 4.2. Let $\epsilon>0, i \geq 0$ and $j \geq 0$. Then, under (11), the game $\Gamma_{n n}^{0}(i, j)$ has the value $v_{i j}$, and for sufficiently small $\tau_{r s}$ for $r \leq i$ and $s \leq j$, $\xi_{i j}$ and $\eta_{i j}$ are $\epsilon$-optimal strategies for Players 1 and 2, respectively, in this game.

Example 4.1. Consider the games $\Gamma_{n n}^{0}(i, j), i j \geq 1$, where accuracy functions are of the following form:

$$
P_{1}(t)=\left\{\begin{array}{cll}
2 t & \text { if } 0 \leq t \leq 1 / 4 \\
1 / 2 & \text { if } 1 / 4<t<1 / 2 \quad P_{2}(t)=\{ & \begin{array}{cl}
0 & \text { if } 0 \leq t \leq 1 / 4 \\
t & \text { if } 1 / 2 \leq t \leq 1,
\end{array} \\
t & \text { if } 1 / 4<t<1 / 2 \\
t & \text { if } 1 / 2 \leq t \leq 1
\end{array}\right.
$$

Here $t_{*}=1 / 4$, and by Theorem 4.1, we can easily get:

$$
\begin{array}{ll}
t_{i 1}=1 / 4+1 / 2^{i+1}, & i \geq 1 \\
t_{i j}=t_{*}, & i \geq 1, j>1 \\
v_{i j}=1-1 / 2^{i-1}, & i \geq 1, j \geq 1
\end{array}
$$

According to a corollary in Fox \& Kimeldorf (1969), the strict inequalities, $t_{i j}<\min \left(t_{i-1, j}, t_{i, j-1}\right)$ for all $i, j>1$, should hold. But our example contradicts that. On the other hand, it is a very surprising fact that the values $v_{i j}$ of duels $\Gamma_{n n}^{0}(i, j), i j \geq 1$, do not depend on the number $j$ of actions of Player 2.
4.3. Optimal strategies in $\Gamma_{n n}^{a}(k, l)$. Here, for fixed $0 \leq a<1, k, l \geq 1$, and for all $0 \leq i \leq k$ and $0 \leq j \leq l$, we construct some strategies $\xi_{i}^{a}$ and $\eta_{j}^{a}$ for Players 1 and 2, respectively, in the game $\Gamma_{n n}^{a}(k, l)$. Namely, strategy $\xi_{i}^{a}$ has the following structure:
(1) At first, Player 1 should take $i$ of his actions at the starting moment $t=a$, and next (if Player 2 has taken $s$ of his actions at $a$ ),
(a) (if $t_{k-i, l-s} \geq a$ ) Player 1 acts according to $\xi_{k-i, l-s}$ in the time interval ( $a, 1$ ];
(b) (if $t_{k-i, l-s}<a$ ) Player 1 chooses a moment $t$ in the time interval ( $a, a+\tau$ ) according to the uniform distribution and takes $r$ of his actions at this moment, where

$$
r=\min \left\{u \geq 0: t_{k-i-u, l-s-p} \geq t\right\}
$$

and $p$ is the number of Player 2's actions taken by him in the open interval ( $a, t$ ). Next, Player 1 adopts $\xi_{k-i-r, l-s-p}$ as his strategy in ( $t, 1$ ].
In the analogous way, for all $0 \leq j \leq l$, the strategies $\eta_{j}^{a}$ for Player 2 in the game $\Gamma_{n n}^{a}(k, l)$ are defined.

To formulate our main theorem in this subsection, we need the successive notation. For any probability vector ( $\lambda, 1-\lambda$ ) and for two strategies $\xi_{1}$ and $\xi_{2}$ of a player, $\lambda \xi_{1}+(1-\lambda) \xi_{2}$ denotes such his strategy which prescribes him to adopt $\xi_{1}$ with probability $\lambda$ and $\xi_{2}$ with probability $1-\lambda$.

Theorem 4.3. Let $\epsilon>0, k \geq 0$ and $l \geq 0$ with $(k, l) \neq(0,0)$ and $0 \leq a<1$. Then, under (11), the game $\Gamma_{n n}^{a}(k, l)$ has a value and there exist $0 \leq p \leq k$, $0 \leq q \leq l, \quad 0 \leq \lambda \leq 1$ and $0 \leq \gamma \leq 1$ such that for sufficiently small parameters $\tau_{i j}$ and $\tau$, the strategies

$$
\xi^{*}=\lambda \xi_{p}^{a}+(1-\lambda) \xi_{p+1}^{a} \quad \text { and } \quad \eta^{*}=\gamma \eta_{q}^{a}+(1-\gamma) \eta_{q+1}^{a}
$$

are $\epsilon$-optimal for Players 1 and 2, respectively, in the game $\Gamma_{n n}^{a}(k, l)$.
For $p$ and $q$, the inequality: $t_{k-p, l-q} \geq a$ holds.
Remark 4.2. In Radzik (1991), a procedure is found which allows to find the values of parameters $p, q, \lambda$ and $\gamma$, basic for the last theorem. To this end, a special theory of equilibria in constrained matrices was constructed there.

Example 4.2. Consider the duel $\Gamma_{n n}^{0.3}(3,1)$ for which $P_{1}(t)=P_{2}(t)=t$. By Theorem 4.1, we easily get

$$
t_{i 1}=\frac{1}{(i+1)}, \quad v_{i 1}=\frac{(i-1)}{(i+1)} \text { for } i \geq 0, \quad \text { and } \quad t_{i 0}=1, v_{i 0}=1 \text { for } i \geq 1
$$

Since $t_{31}=1 / 4<0.3$, the games $\Gamma_{n n}^{0.3}(3,1)$ and $\Gamma_{n n}^{0}(3,1)$ are different. By the procedure related to Theorem 4.3, one can find the $\epsilon$-optimal strategies $\xi^{*}=0.500 \xi_{1}^{0.3}+0.500 \xi_{2}^{0.3}$ and $\eta^{*}=0.733 \eta_{0}^{0.3}+0.267 \eta_{1}^{0.3}$ for Players 1 and 2 , respectively. The value of our game $\Gamma_{n n}^{0.3}(3,1)$ is equal to 0.5215 .
4.4. General silent discrete duel. Here we present the result of Ciegielski (1986b) (generalizing slightly the famous paper of Restrepo (1957)), where the silent discrete duel $\Gamma_{s s}(k, l)$ was solved under (11), with $k, l \geq 1$. (Unfortunately, the solution under (10) is still not known.) We begin with some notation and definition.

Denote the mixed strategies of Players 1 and 2 in the duel $\Gamma_{s s}(k, l)$ by $F$ and $G$, respectively. So $F$ and $G$ are probability distributions over the sets
$X$ and $Y$ of the form

$$
\begin{gather*}
X=\left\{\bar{x} \in[0,1]^{k}: 0 \leq x_{1} \leq x_{2} \leq \ldots \leq x_{k} \leq 1\right\}  \tag{12}\\
Y=\left\{\bar{y} \in[0,1]^{l}: 0 \leq y_{1} \leq y_{2} \leq \ldots \leq y_{l} \leq 1\right\} \tag{13}
\end{gather*}
$$

Definition 4.1. We say that the strategy $F$ belongs to the class $\mathcal{F}_{k}$ if:
(i) $F(\bar{x})=\prod_{i=1}^{k} F_{i}\left(x_{i}\right)$, where $F_{i}$ is a probability distribution of $x_{i}$;
(ii) there are some $0 \leq a_{1}<a_{2}<\ldots<a_{q}<a_{q+1}=a_{q+2}=\ldots=a_{k+1}=$ 1 for some $q, 1 \leq q \leq k$, such that $\operatorname{supp} F_{i}=\left[a_{i}, a_{i+1}\right]$ for $i=1,2 \ldots, k$;
(iii) all $F_{i}$ are absolutely continuous on $(0,1)$.

In a similar way, we define the class $\mathcal{G}_{l}$ with $l, G_{j}, b_{j}$ and $r$ instead of $k, F_{i}, a_{i}$ and $q$, respectively.

So, for instance, a mixed strategy $F$ from the class $\mathcal{F}_{k}$ prescribes Player 1 to behave as follows. He should take his $q$ first actions (for some $q$ ) independently, in a continuous way in the intervals $\left(a_{1}, a_{2}\right), \ldots,\left(a_{q}, 1\right)$, respectively, with the possible positive probability at $t=1$ for the last action in this group. The rest of his actions Player 1 should take at $t=1$ with probability 1.

Theorem 4.4. Assume that (11) holds. Then for any $k, l \geq 1$ the silent discrete duel $\Gamma_{s s}(k, l)$ has a value, and there are optimal mixed strategies $F \in \mathcal{F}_{k}$ and $G \in \mathcal{G}_{l}$ for the players in this game such that $a_{1}=b_{1}$ and $F_{k}$ or $G_{l}$ is continuous at $t=1$.

REMARK 4.3. It follows from the above theorem that in some duels $\Gamma_{s s}(k, l)$ with (11), the optimal strategy for one of the players may be such that more than one action is concentrated at the point $t=1$. This is contrary to the result of Restrepo (1957) because of the stronger assumption $P_{1}(1)=P_{2}(1)=1$ considered there. On the other hand, one can expect that under (10), it may happen that an optimal strategy of a player in $\Gamma_{s s}(k, l)$ prescribes him to take some of his actions also at moment $t=0$.
4.5. General silent non-discrete duels. The most general result in this topic was achieved in Radzik (1988a). It studies the duel $\Gamma_{s s}\left(\hat{M}_{1}, \hat{M}_{2}\right)$ under very weak restrictions. Namely, it is assumed on the accuracy functions $P_{i}(t)$ that they are absolutely continuous and strictly increasing on $[0,1]$, and are restricted only by condition (10). On the other hand, both the players in this game are allowed to distribute their divisible resources quite in an arbitrary way over the time interval $[0,1]$. To present that result, we must begin with some notation and definitions.

For fixed $M_{1}, M_{2}>0$ (quantities of the players' resources), let $\mathcal{M}_{i}^{*}$ denote the set of all measures $\mu_{i}$ on $[0,1]$ satisfying $\mu_{i}([0,1]) \leq M_{i}, i=1,2$. Therefore, the normal form of the considered silent non-discrete duel is

$$
\begin{equation*}
\Gamma_{s s}\left(\hat{M}_{1}, \hat{M}_{2}\right)=<\mathcal{M}_{1}^{*}, \mathcal{M}_{2}^{*}, K> \tag{14}
\end{equation*}
$$

where $K$ is the payoff kernel defined by (8) and (2).
Further, for any $\alpha, \beta \geq 0$ and $0 \leq a<1$, let ( $\alpha I_{0}, f^{a}, \beta I_{1}$ ) denote the measure on $[0,1]$ described by two masses $\alpha$ and $\beta$ concentrated at points 0 and 1 , respectively, and by its continuous part on the subinterval ( $a, 1$ ) determined by density function $f^{a}$.

Now we are ready to formulate the result of $\operatorname{Radzik}(1988 a)$.
Theorem 4.5. Assume that (10) holds. Then the silent non-discrete duel $\Gamma_{s s}\left(\hat{M}_{1}, \hat{M}_{2}\right)$ of the form (14) has a value, and both players have optimal pure strategies $\mu_{1}^{*} \in \mathcal{M}_{1}^{*}$ and $\mu_{2}^{*} \in \mathcal{M}_{2}^{*}$ of the form $\mu_{i}^{*}=\left(\alpha_{i} I_{0}, f_{i}^{a}, \beta_{i} I_{1}\right), i=1,2$, with the exception that Player 1 or 2 has only $\epsilon$-optimal strategy of that form when $\left[P_{1}(1)=1, P_{2}(1)<1\right]$ or $\left[P_{1}(1)<1, P_{2}(1)=1\right]$, respectively. The parameters $\beta_{1}$ and $\beta_{2}$ satisfy: $\beta_{1} \beta_{2}=0$.

Remark 4.4. In Radzik(1988a) a complete characterization of optimal strategies is given, and it is presented in 18 cases in a similar way to that of given in $\operatorname{Karlin}(1959)$ for games of timing of class II on the unit square. For one of these cases, $P_{i}(0)=0, P_{i}(1)=1$ for $i=1,2$, we get $\alpha_{i}=\beta_{i}=0$ for $i=1,2$, which coincides with the result of Lang \& Kimeldorf(1976).
4.6. General silent mixed duels. Here we present the last result. It concerns the duel $\Gamma_{s s}\left(1, \hat{M}_{2}\right)$ with one indivisible action for Player 1 and divisible resources of amount $M_{2}$ for Player 2. In Radzik (1988b) that game was completely solved. We preserve all the notation and assumptions made in the previous subsection. So the normal form of our duel is

$$
\begin{equation*}
\Gamma_{s s}\left(1, \hat{M}_{2}\right)=\left\langle[0,1], \mathcal{M}_{2}^{*}, K\right\rangle \tag{15}
\end{equation*}
$$

where the payoff kernel $K$ is defined by $K\left(t, \mu_{2}\right)=K\left(I(t), \mu_{2}\right)$, and next,by (8) and (2).

Theorem 4.6. Assume (10) holds. Then the silent mixed duel $\Gamma_{s s}\left(1, \hat{M}_{2}\right)$ of the form (15) has a value. Player 1 has an optimal mixed strategy $\mu_{1}^{*}$ (a probability measure on $[0,1]$ ) and Player 2 has an optimal pure strategy $\mu_{2}^{*} \in \mathcal{M}_{2}^{*}$ of the form $\mu_{i}^{*}=\left(\alpha_{i} I_{0}, f_{i}^{a}, \beta_{i} I_{1}\right), i=1,2$, with the exception that Player 2 has only $\epsilon$-optimal strategy of that form when $P_{2}(1)=1$. The parameters $\beta_{1}$ and $\beta_{2}$ satisfy: $\beta_{1} \beta_{2}=0$.

Remark 4.5. In Radzik(1988b) a complete characterization of optimal strategies is given, and the problem of their uniqueness is discussed.

## 5. Open problems and hypothesis in the general theory

The theory of games of timing is still lacking a coherent theory involving rather a rich set of different, more or less detailed models of duels studied
in the literature. In this section we discuss some open problems related to such a theory.

In connection with the results presented in the previous section, some questions about the possibility of their further generalization arise. Namely, it is natural to ask in case of those four theorems how wide is the class of games of timing, for which the type of optimal strategies for the players found there still remains valid. It seems that those results are sufficiently general and rich to make some real hypothesis that could be seen a multi-dimensional extension of Glicksberg and Karlin's theorems on games of timing of classes I and II on the unit square (chapts 5 and 6 in Karlin (1959)).

At the beginning, we must introduce some notation and definitions. For fixed natural $k$ and $l$, let the sets $X$ and $Y$ be of the form (12) and (13). Further, for $i=1,2, \ldots, k$ and $j=1,2, \ldots, l$, let $Q_{i}(t), R_{i}(t), S_{i}(t)$ and $T_{i}(t)$ be functions defined on $[0,1]$ with $S_{i}(t), T_{i}(t) \geq 0$.

For $\bar{x} \in X$ and $\bar{y} \in Y$ with $x_{i} \neq y_{j}$ for all $i, j$, let $\bar{z}=\left(z_{1}, z_{2}, \ldots, z_{k+l}\right)$ denotes the vector whose components are $x_{1}, x_{2}, \ldots, x_{k}$ and $y_{1}, y_{2}, \ldots, y_{l}$, rearranged in increasing order. Now, let

$$
r\left(z_{u}\right)=\left\{\begin{array}{lll}
Q_{i}\left(x_{i}\right) & \text { if } & z_{u}=x_{i} \\
R_{j}\left(y_{j}\right) & \text { if } & z_{u}=y_{j}
\end{array} \quad s\left(z_{u}\right)=\left\{\begin{array}{lll}
S_{i}\left(x_{i}\right) & \text { if } & z_{u}=x_{i} \\
T_{j}\left(y_{j}\right) & \text { if } & z_{u}=y_{j}
\end{array}\right.\right.
$$

Finally, $\psi(\bar{z})$ is defined recursively as follows:

$$
\begin{aligned}
& \psi\left(z_{1}, z_{2}, \ldots, z_{u}\right)=r\left(z_{1}\right)+s\left(z_{1}\right) \psi\left(z_{2}, \ldots, z_{u}\right) \\
& \psi\left(z_{2}, \ldots, z_{u}\right)=r\left(z_{2}\right)+s\left(z_{2}\right) \psi\left(z_{3}, \ldots, z_{u}\right) \\
& \ldots \ldots \ldots \ldots \ldots \ldots \cdots \cdots \cdots \cdots \\
& \psi\left(z_{u}\right)=r\left(z_{u}\right)
\end{aligned}
$$

for $u=1,2, \ldots, m+n$.
Now, let us define a basic game $\Gamma^{*}=\langle X, Y, K\rangle$, with the payoff kernel $K=K(\bar{x}, \bar{y})$ satisfying the following three assumptions (D1)-(D3):
(D1) For any $\bar{x} \in X$ and $\bar{y} \in Y$ with $x_{i} \neq y_{j}$ for all $i$ and $j, K(\bar{x}, \bar{y})=$ $\psi\left(\bar{z}_{k+l}\right)$, where
(a) for $i=1,2, \ldots, k$ and $j=1,2, \ldots, l$, the functions $Q_{i}(t), R_{j}(t), S_{i}(t)$ and $T_{j}(t)$ are continuous on $[0,1]$, and $S_{i}(t)$ and $T_{j}(t)$ are nonnegative;
(b) for $u=1,2, \ldots, k+l$ the functions $\psi\left(z_{1}, z_{2}, \ldots, z_{u}\right)$ are strictly increasing or strictly decreasing in variable $z_{i}$ in the interval ( $z_{i-1}, z_{i+1}$ ) if $z_{i}=x_{t}$ or $z_{i}=y_{t}$ for some $t$, respectively, $i=1,2, \ldots, u$;
(D2) for any $\bar{x} \in X$ and $\bar{y} \in Y$ with $x_{1}=\ldots=x_{s}=0$ and $y_{1}=\ldots=$ $y_{u}=0$, there hold the inequalities:

$$
\begin{align*}
& K(\bar{x}, \bar{y}) \geq \lim _{x_{s} \rightarrow 0^{+}} K(\bar{x}, \bar{y}) \geq \lim _{\left(x_{s-1}, x_{s}\right) \rightarrow\left(0^{+}, 0^{+}\right)} K(\bar{x}, \bar{y}) \geq  \tag{16}\\
& \ldots \geq \sum_{\left(x_{1}, x_{2}, \ldots, x_{s}\right) \rightarrow\left(0^{+}, 0^{+}, \ldots, 0^{+}\right)} K(\bar{x}, \bar{y})
\end{align*}
$$

$$
\begin{align*}
K(\bar{x}, \bar{y}) \leq \lim _{y_{u} \rightarrow 0^{+}} K(\bar{x}, \bar{y}) \leq & \lim _{\left(y_{u-1}, y_{u}\right) \rightarrow\left(0^{+}, 0^{+}\right)} K(\bar{x}, \bar{y}) \leq  \tag{17}\\
& \ldots \leq \lim _{\left(y_{1}, y_{2}, \ldots, y_{u}\right) \rightarrow\left(0^{+}, 0^{+}, \ldots, 0^{+}\right)} K(\bar{x}, \bar{y})
\end{align*}
$$

(D3) for any $\bar{x} \in X$ and $\bar{y} \in Y$ with $x_{a}=\ldots=x_{k}=1$ and $y_{b}=\ldots=$ $y_{l}=1$, there hold the inequalities:

$$
\begin{align*}
& K(\bar{x}, \bar{y}) \leq \lim _{x_{a} \rightarrow 1^{-}} K(\bar{x}, \bar{y}) \leq  \tag{18}\\
& \operatorname{lx}_{\left(x_{a}, x_{a+1}\right) \rightarrow\left(1^{-}, 1^{-}\right)} K(\bar{x}, \bar{y}) \leq \\
&  \tag{19}\\
& \ldots \leq \sum_{\left(x_{a}, x_{a+1}, \ldots, x_{k}\right) \rightarrow\left(1^{-}, 1^{-}, \ldots, 1^{-}\right)} K(\bar{x}, \bar{y}), \\
& K(\bar{x}, \bar{y}) \geq \lim _{y_{b} \rightarrow 1^{-}} K(\bar{x}, \bar{y}) \geq \\
& \lim _{\left(y_{b}, y_{b+1}\right) \rightarrow\left(1^{-}, 1^{-}\right)} K(\bar{x}, \bar{y}) \geq \\
& \\
& \quad \ldots \geq \sum_{\left(y_{b}, y_{b+1}, \ldots, y_{l}\right) \rightarrow\left(1^{-}, 1^{-}, \ldots, 1^{-}\right)} K(\bar{x}, \bar{y}) .
\end{align*}
$$

In spite of the fact that the payoff kernel of the our basic game $\Gamma^{*}$ does not have the most general form (it is of a recursive form), almost all the models of discrete duels studied in the literature, have their basic games as detailed subcases of $\Gamma^{*}$. On the other hand, assumptions (D1)-(D3) can be seen as only a slightly simplified version of multi-dimensional generalization of assumptions (a)-(c) from Sect. 5.2 of Karlin (1959)), given for games of timing of class II on the unit square (after adding the differentiability of $Q_{i}(t), R_{j}(t), S_{i}(t)$ and $\left.T_{j}(t)\right)$. So, these two arguments sufficiently motivate the importance of game $\Gamma^{*}$ defined above.

Now, we are ready to present the first two problems that generalize all the studied (hitherto) models of discrete duels with more than 1 action for each player. Namely, at first, consider the general game of timing $\Gamma_{n n}^{*}(k, l)$ with $\Gamma^{*}$ as its basic game. The results of paper Radzik (1991)), cited in the previous section, strongly suggest the validity of the following conjecture.

Conjecture 5.1. Under assumptions (D1)-(D3), the noisy discrete game of timing $\Gamma_{n n}^{*}(k, l)$ has a value, and there are $\epsilon$-optimal strategies for the players in this game that are of the form constructed in Theorem 4.3.

The second conjecture concerns the game of timing $\Gamma_{s s}^{*}(k, l)$ with $\Gamma^{*}$ as its basic game. It can be expected by the results of the papers Restrepo (1957) and Ciegielski (1986b), that optimal strategies for the players will be of the form slightly extended in comparison to that of found there. To describe it, we need some new notation.

Denote the mixed strategies of Players 1 and 2 in $\Gamma_{s s}^{*}(k, l)$ by $F$ and $G$, respectively.

Definition 5.1. We say that the strategy $F$ belongs to the class $\mathcal{F}_{k}^{*}$ if:
(i) $F(\bar{x})=\prod_{i=1}^{k} F_{i}\left(x_{i}\right)$, where $F_{i}$ is a probability distribution of $x_{i}$;
(ii) there are some $p, 0 \leq p \leq k$ and $0 \leq a_{1}<a_{2}<\ldots<a_{q} \leq a_{q+1}=$ $a_{q+2}=\ldots=a_{k-p+1}=1$ for some $q, 1 \leq q \leq k-p+1$, such that
(1) $\operatorname{supp} F_{i}=\{0\}$ for $i=1,2, \ldots, p$,
(2) $\operatorname{supp} F_{p+1} \supseteq\left[a_{1}, a_{2}\right]$ and $\operatorname{supp} F_{p+1} \subseteq\{0\} \cup\left[a_{1}, a_{2}\right]$,
(3) $\operatorname{supp} F_{p+j}=\left[a_{j}, a_{j+1}\right], j=2,3, \ldots, k-p$;
(iii) all $F_{i}$ are absolutely continuous on $(0,1)$.

In a similar way, we define the class $\mathcal{G}_{l}^{*}$ with $l, r, s$ and $b_{j}^{\prime} s$ instead of $k, p, q$ and $a_{i}^{\prime} s$, respectively.

So, any mixed strategy $F$ from the class $\mathcal{F}_{k}^{*}$ prescribes Player 1 to behave in the following way. Some number $p$ of his first actions should be taken at moment $t=0$ with probability 1 . His $(p+1)$-th action should be taken with some probability at $t=0$ while with the rest probability in the time interval [ $a_{1}, a_{2}$ ] in a continuous way. Next, Player 1 takes $q-1$ (for some $q$ ) his successive actions continuously in intervals $\left[a_{2}, a_{3}\right], \ldots,\left[a_{q}, a_{q+1}\right]$, respectively, with the possible jump at $t=1$ for the last action in this group. The rest of his actions Player 1 should take at $t=1$ with probability 1 .

Conjecture 5.2. Assume that (D1)-(D3) are satisfied and additionally, let all the functions $Q_{i}(t), R_{i}(t), S_{i}(t)$ and $T_{i}(t)$ be absolutely continuous. Then, the silent discrete game of timing $\Gamma_{s s}^{*}(k, l)$ has a value, and there are optimal mixed strategies $F \in \mathcal{F}_{k}^{*}$ and $G \in \mathcal{G}_{l}^{*}$ for the players in this game such that $a_{1}=b_{1}$ and $F$ or $G$ is continuous at $t=1$.

The third conjecture concerns a generalization of silent non-discrete games of timing of type $\Gamma_{s s}\left(\hat{M}_{1}, \hat{M}_{2}\right)$ and is strongly suggested by the result of Theorem 4.5. To express it rigorously, we must introduce the next definition.

Definition 5.2. Let $F(\mu)$ be a function defined on a set measures $\mu$ on $[0,1]$, and let $S$ be a subinterval of $[0,1]$. The function $F$ is said to be be $S$-increasing (S-decreasing) if for all measures $\mu$ and for every increasing function $f:[0,1] \mapsto[0,1]$ such that $f: S \mapsto S, f(x) \geq x$ for $x \in S$, and $f(x)=x$ for $x \notin S$,

$$
F(\mu)>F\left(\mu f^{-1}\right) \quad\left(F(\mu)<F\left(\mu f^{-1}\right)\right)
$$

if only $\mu \neq \mu f^{-1}$. :
Now, for fixed $M_{1}, M_{2}>0$, let us consider a new basic game $\hat{\Gamma}^{*}=<$ $\hat{\mathcal{M}}_{1}, \hat{\mathcal{M}}_{2}, K>$, where, for $i=1,2, \hat{\mathcal{M}}_{i}$ is the set of all measures $\mu_{i}$ with $\mu([0,1]) \leq M_{i}$, and the payoff kernel $K=K\left(\mu_{1}, \mu_{2}\right)$ satisfies the following five assumptions (E1)-(E5):
(E1) for any two measures $\mu_{1} \in \hat{\mathcal{M}}_{1}$ and $\mu_{2} \in \hat{\mathcal{M}}_{2}$ having no common discontinuity points in $[0,1]$, the functions $K\left(\cdot, \mu_{2}\right)$ and $K\left(\mu_{1}, \cdot\right)$ are continuous at the points $\mu_{1}$ and $\mu_{2}$, respectively (in the topology of weak convergence);
(E2) Let $\gamma>0, \mu_{2} \in \hat{\mathcal{M}}_{2}$ and $\nu, \nu_{m} \in \hat{\mathcal{M}}_{1}$ with $\nu+\nu_{m} \in \hat{\mathcal{M}}_{1}$, for $m=1,2, \ldots$ Then

$$
\begin{array}{ll}
\lim _{m \rightarrow \infty} K\left(\nu+\nu_{m}, \mu_{2}\right) \leq K\left(\nu+\gamma I_{0}, \mu_{2}\right) & \text { as } \nu_{m} \rightarrow \gamma I_{0} \\
\lim _{m \rightarrow \infty} K\left(\nu+\nu_{m}, \mu_{2}\right) \geq K\left(\nu+\gamma I_{1}, \mu_{2}\right) & \text { as } \nu_{m} \rightarrow \gamma I_{1}
\end{array}
$$

(E3) Let $\gamma>0, \mu_{1} \in \hat{\mathcal{M}}_{1}$ and $\nu, \nu_{m} \in \hat{\mathcal{M}}_{2}$ with $\nu+\nu_{m} \in \hat{\mathcal{M}}_{2}$, for $m=1,2, \ldots$ Then

$$
\begin{array}{ll}
\lim _{m \rightarrow \infty} K\left(\mu_{1}, \nu+\nu_{m}\right) \geq K\left(\mu_{1}, \nu+\gamma I_{0}\right) & \text { as } \nu_{m} \rightarrow \gamma I_{0} \\
\lim _{m \rightarrow \infty} K\left(\mu_{1}, \nu+\nu_{m}\right) \leq K\left(\mu_{1}, \nu+\gamma I_{1}\right) & \text { as } \nu_{m} \rightarrow \gamma I_{1}
\end{array}
$$

(E4) for any $\mu_{1} \in \hat{\mathcal{M}}_{1}$ and $\mu_{2} \in \hat{\mathcal{M}}_{2}$, and for all $[a, b] \subset[0,1] \backslash \operatorname{supp} \mu_{2}$ and $[c, d] \subset[0,1] \backslash \operatorname{supp} \mu_{1}$, the functions $K\left(\cdot, \mu_{2}\right)$ and $K\left(\mu_{1}, \cdot\right)$ are $[a, b]-$ increasing and $[c, d]$-decreasing, respectively;
(E5) the payoff kernel $K\left(\mu_{1}, \mu_{2}\right)$ is concave in $\mu_{1}$ and convex in $\mu_{2}$.
All the assumptions (E1)-(E5) proposed above are satisfied by the silent non-discrete duel $\Gamma_{s s}\left(\hat{M}_{1}, \hat{M}_{2}\right)$ considered in Theorem 4.5 under $P_{i}(1)<1$ for $i=1,2$, and they are essential there. On the other hand, these assumptions can be seen as a counterpart of the assumptions made for games of timing of class II in Sect. 5.2 in Karlin (1959). Therefore, one can expect that the result of that theorem will also be true under more general assumptions.

Conjecture 5.3. Assume that $\hat{\Gamma}^{*}=<\hat{\mathcal{M}}_{1}, \hat{\mathcal{M}}_{2}, K>$ satisfies (E1)-(E5) and is the basic game of a silent non-discrete game of timing $\Gamma_{s s}^{*}\left(\hat{M}_{1}, \hat{M}_{2}\right)$. Then $\Gamma_{s s}^{*}\left(\hat{M}_{1}, \hat{M}_{2}\right)$ has a value, and there are pure optimal strategies $\mu_{1}^{*}$ for Player 1 and $\mu_{2}^{*}$ for Player 2 of the form $\mu_{i}^{*}=\left(\alpha_{i} I_{0}, f_{i}^{a}, \beta_{i} I_{1}\right), i=1,2$, in this game. The parameters $\beta_{1}$ and $\beta_{2}$ satisfy: $\beta_{1} \beta_{2}=0$.

The last conjecture concerns silent mixed games of type $\Gamma_{s s}\left(1, \hat{M}_{2}\right)$, and is suggested by Theorem 4.6 under $P_{2}(1)<1$. It is quite analogous to Conjecture 3. We preserve all the notation introduced before.

For a fixed $M_{2}>0$, consider a new basic game $\bar{\Gamma}^{*}=<[0,1], \hat{\mathcal{M}}_{2}, K>$, where $\hat{\mathcal{M}}_{2}$ is the set of all measures $\mu_{2}$ with $\mu_{2}([0,1]) \leq M_{2}$, and the payoff kernel $K=K\left(x, \mu_{2}\right)$ satisfies the following assumptions (F1)-(F5):
(F1) for any $x \in[0,1]$ and measure $\mu_{2} \in \hat{\mathcal{M}}_{2}$ continuous at $x$, the functions $K\left(\cdot, \mu_{2}\right)$ and $K(x, \cdot)$ are continuous at point $x$ and measure $\mu_{2}$, respectively;
(F2) For all $\mu_{2} \in \hat{\mathcal{M}}_{2}$

$$
\begin{aligned}
& \lim _{x \rightarrow 0^{+}} K\left(x, \mu_{2}\right) \leq K\left(0, \mu_{2}\right) \\
& \lim _{x \rightarrow 1^{-}} K\left(x, \mu_{2}\right) \geq K\left(1, \mu_{2}\right)
\end{aligned}
$$

(F3) Let $\gamma>0$ and $\nu, \nu_{m} \in \hat{\mathcal{M}}_{2}$ with $\nu+\nu_{m} \in \hat{\mathcal{M}}_{2}$ for $m=1,2, \ldots$ Then

$$
\begin{array}{ll}
\lim _{m \rightarrow \infty} K\left(0, \nu+\nu_{m}\right) \geq K\left(0, \nu+\gamma I_{0}\right), & \text { as } \nu_{m} \rightarrow \gamma I_{0} \\
\lim _{m \rightarrow \infty} K\left(1, \nu+\nu_{m}\right) \leq K\left(1, \nu+\gamma I_{1}\right), & \text { as } \nu_{m} \rightarrow \gamma I_{1}
\end{array}
$$

(F4) for any measure $\mu_{2} \in \hat{\mathcal{M}}_{2}$ the function $K\left(\cdot, \mu_{2}\right)$ is strictly increasing in any subinterval of $[0,1]$ disjoint with supp $\mu_{2}$;
for any $0 \leq t \leq 1$, the function $K(t, \cdot)$ is $[0, t)$ and $(t, 1]$-decreasing;
(F5) the payoff kernel $K\left(t, \mu_{2}\right)$ is convex in $\mu_{2}$.
Conjecture 5.4. Assume that $\bar{\Gamma}^{*}=<[0,1], \hat{\mathcal{M}}_{2}, K>$ satisfies (F1)-(F5) and is the basic game of a silent mixed game of timing $\bar{\Gamma}_{s s}^{*}\left(1, \hat{M}_{2}\right)$. Then $\bar{\Gamma}_{s s}^{*}\left(1, \hat{M}_{2}\right)$ has a value, and there is a mixed optimal strategy $\mu_{1}^{*}$ for Player 1 and a pure optimal strategy $\mu_{2}^{*}$ for Player 2 of the form $\mu_{i}^{*}=\left(\alpha_{i} I_{0}, f_{i}^{a}, \beta_{i} I_{1}\right)$, $i=1,2$, in this game. The parameters $\beta_{1}$ and $\beta_{2}$ satisfy: $\beta_{1} \beta_{2}=0$.

## References

Bellman, R. \& Girshick, M. A. (1949). An extension of results on duels with two opponents, one bullet each, silent guns, equal accuracy. The RAND Corporation, D-403.
Blackwell, D. (1949a). The noisy duel, one bullet each, arbitrary accuracy. The RAND Corporation, D-442.
Blackwell, D. (1949b). The silent duel, one bullet each, arbitrary accuracy. The RAND Corporation, D-302.
Blackwell, D. and Girshick, M. A. (1949). A loud duel with equal accuracy where each duelist has only a probability of possessing a bullet. The RAND Corporation, RM-219.
Blackwell, D. and Girshick, M. A. (1954). Theory of Games and Statistical Decisions. John Wiley, New York.
Blackwell, D. and Shiffman, M. (1949a). A bomber-fighter duel. The RAND Corporation, RM-193.
Blackwell, D. and Shiffman, M. (1949b). A bomber-fighter duel. The RAND Corporation, D-509.
Ciegielski, A. (1986a). A game of timing with uncertain number of shots. Mathematica Japonica 31(4), 503-532.
Ciegielski, A. (1986b). Tactical problems involving uncertain actions. Journal of Optimization Theory and Applications 49(1), 81-105.
Danskin, J. M. and Gillman, L. (1953). A game over function space. Rivista Mat. Univ. Parma 4, 83-94.
Fox, M. and Kimeldorf, G. S. (1969). Noisy duels. SIAM J. Appl. Math. 17(2), 353-361.
Fox, M. and Kimeldorf, G. S. (1970). Values and shooting times in noisy duels. J. Amer. Statist. Assoc. 65, 422-430.
Gillman, L. (1950). Operations analysis and the theory of games: an advertising example. J. Amer. Stat. Assoc. 45, 541-546.
Glicksberg, I. (1950). Noisy duel, one bullet each, with simultaneous fire and unequal worths. The RAND Corporation, RM-474.

Karlin, S. (1953). Reduction of certain classes of games to integral equations. in H. Kuhn \& A. Tucker, eds, 'Contributions to the theory of games, II.', Vol. 28 of Annals of Mathematics Studies, Princeton University Press, Princeton, pp. 125-158.
Karlin, S. (1959). Mathematical methods and theory in games, Programming, and economics. Vol. 2, Reading Massachusetts.
Kimeldorf, G. S. and Lang, J. P. (1977). Asymptotic properties of non-discrete duels. J. Appl. Prob. 14, 153-161.
Kimeldorf, G. S. and Lang, J. P. (1978). Asymptotic properties of discrete duels. J. Appl. Prob. 15, 374-396.
Kurisu, T. (1983). Two noisy versus one silent duel with equal accuracy functions. Journal of Optimization Theory and Applications 39(2), 215235.

Kurisu, T. (1991). On a duel with time lag and arbitrary accuracy functions. International Journal of Game Theory 19, 43-56.
Lang, J. P. and Kimeldorf, G. S. (1975). Duels with continuous firing. Management Science 22(4), 470-476.
Lang, J. P. and Kimeldorf, G. S. (1976). Silent duels with non-discrete firing. SIAM Journal on Applied Mathematics 31, 99-110.
OrŁowski, K. and Radzik, T. (1985). Discrete silent duels with complete counteraction. Optimization 16(3), 419-429.
Pitchik, C. (1981). Equilibria of a two-person non-zero-sum noisy game of timing. International Journal of Game Theory. 10, 207-221.
Positielskaya, L. N. (1984). Non-discrete noisy duels. Engineering Cybernetics 2, 40-44 (In russian).
RADZIK, T. (1988a). Games of timing related to distribution of resources. Journal of Optimization Theory and Applications 58(3), 443-471.
RADZIK, T. (1988b). Games of timing with resources of mixed type. Journal of Optimization Theory and Applications 58(3), 473-500.
Radzik, T. (1989). Silent mixed duels. Optimization 20(4), 533-556.
RADZIK, T. (1991). General noisy duels. Mathematica Japonica 36(5), 827857.

Radzik, T. and Goldman, A. J. (1996). Relations among generalized duels: silent, noisy, mixed. (Submitted).
Radzik, T. and Oreowski, K. (1982a). A mixed game of timing - investigation of strategies. Zastosowania Matematyki 17(3), 409-430.
Radzik, T. and OrŁowski, K. (1982b). A mixed game of timing - problem of optimality. Zastosowania Matematyki 17(3), 431-453.
Radzik, T. and Orıowski, K. (1985). Non-discrete silent duels with complete counteraction. Optimization 16(2), 257-263.
Restrepo, R. (1957). Tactical problems involving several actions. Annals of Mathematics Studies 39, 313-335.
SAKAGUCHI, M. (1984). Single-shot noisy duel with disparate information to the duelists. Mathematica Japonica 29(5), 815-833.

Shiffman, M. (1953). Games of timing. in H. Kuhn \& A. Tucker, eds, 'Contributions to the theory of games, II.', Vol. 28 of Annals of Mathematics Studies, Princeton University Press, Princeton, pp. 97-123.
Smith, G. (1967). A duel with silent-noisy gun versus noisy gun. Colloquium Mathematicum 17(1), 131-146.
STYSZYŃSKI, A. (1974). An n-silent-vs.-noisy duel with arbitrary accuracy functions. Zastosowania Matematyki 14(2), 205-225.
Sudżute, D. (1983). General properties of Nash equilibria in duels. Litovskiy Matematiceskiy Sbornik 23, 58-72. (In russian).
Sweat, C. (1971). A single-shot noisy duel with detection uncertainty. Operation Research 19, 170-185.
Teraoka, Y. (1983). A two person game of timing with random termination. Journal of Optimization Theory and Applications 40, 379-396.
Teraoka, Y. (1986). Silent-noisy markmanship contest with random termination. Journal of Optimization Theory and Applications 49, 477-487.
TrybuŁa, S. (1990). A silent n versus 1 bullet duel with retreat after the shots. Optimization 21(4), 609-627.
Trybuta, S. (1993). Solution of a silent duel with arbitrary motion and with arbitrary accuracy functions. Optimization 27, 151-172.
Yanovskaya, Y. B. (1969). Duel-type games with continuous firing. Engineering Cybernetics 1, 15-18.
ŻADAN, V. G. (1976). Noisy duels with arbitrary accuracy functions. Issledovanye Operacity 5, 156-177. (In russian).

Institute of Mathematics
Technical University of Wročaw
Wybrzeże Wyspiańskiego 27
PL-50-370 Wroclaw, Poland
radzik@graf.im.pwr.wroc.pl


[^0]:    ${ }^{1}$ Research supported by Grant KBN grant 2 P03A 007 10/96.
    Key words and phrases. Duel, noisy, silent, discrete duel, non-discrete duel, game of timing. AMS subject classifications. 90D, 55, 60, 05

