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A PRACTICAL, ROBUST METHOD FOR BAYESIAN
MODEL SELECTION: A CASE STUDY IN THE ANALYSIS
OF CLINICAL TRIALS

JOEL GREENHOUSE AND LARRY WASSERMAN
Carnegie Mellon University

We present a method for model selection based on a proper reference
prior. The choice of prior is somewhat arbitrary so Bayesian sensitivity
analysis plays an important role in the analysis. We illustrate the
methods in the context of a case study. We consider survival times
(e.g., time to recurrence of depression) from a clinical trial. Because of
the nature of the application we consider a mixture model that allows
for a “surviving fraction.” A Bayesian treatment of this model has been
considered previously by Chen, Hill, Greenhouse and Fayos (1985),
Greenhouse and Paul (1995) and Stangl (1991). In this paper, we are
concerned with the question: does treatment effect both the probability
of being a survivor and the survival times of “non-survivors”? The
question is cast as a model selection problem. Reference priors give
rise to improper posteriors and, moreover, do not lead to well defined
Bayes factors. We adapt the idea of Kass and Wasserman (1995) who
proposed “unit information priors.” These priors are somewhat ad-hoc.
To address this concern, we perform a sensitivity analysis with respect
to the priors. We also consider case influence. OQur conclusion is that
treatment is important for determining long term survival but, among
short term survivors, treatment may be less predictive of survival time.

1. Introduction: The Scientific Problem and Previous Analy-
ses. This paper is about model selection for clinical trials data. We present
a modest case study to illustrate a general strategy for Bayesian model selec-
tion. We suggest a simple method for constructing proper reference priors.
The argument for this prior might be considered tenuous but we address the
arbitrariness of the prior by performing sensitivity analysis. The calcula-
tions are performed using a combination of asymptotic approximations and
Markov chain Monte Carlo. We will analyze survival data from a random-
ized controlled clinical trial but the methods we present are applicable to
many model selection problems. There is some debate about whether model
selection is appropriate in Bayesian inference. Some authors have argued
that many model selection problems should be treated as estimation prob-
lems. There is much virtue in these arguments but we do not wish to enter
into this debate here. We shall begin by assuming that the model selection
is appropriate for our problem. The current problem provides an interesting
case study and is a chance to explore the methodology we are proposing.
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1.1 Background on the Clinical Trial. It is now widely recognized that
the majority of patients who have had an episode of major depression will
more than likely suffer a recurrence of their illness (Kupfer et al., 1985).
Therefore, a major concern in the treatment of depression has focused on
therapeutic interventions for the prevention or delay of the occurrence of
subsequent episodes. These interventions have focused primarily on treating
non-symptomatic patients with maintenance doses of pharmacotherapies,
such as imipramine, that have been shown to be effective in the treatment of
acute episodes of depression. Clinical trials for the assessment of the efficacy
of such interventions are called maintenance therapy clinical trials. In the
late 1970’s the National Institute of Mental Health (NIMH) sponsored one
of the most important trials of this type (Prien et al. 1984). An objective
of this paper is to re-analyze the results of this trial using modern Bayesian
methods.

The design of the NIMH study is as follows. Patients in an acute episode
of depression who had experienced at least one previous episode of depression
in the previous 2 1/2 years were eligible to participate in the maintenance
trial if (i) they responded to imipramine for treatment of the acute illness,
and ii) once stabilized remained symptom free for a period of eight consec-
utive weeks. Eligible patients were then randomly assigned either to receive
maintenance doses of imipramine or placebo. During the maintenance phase,
patients were followed for two years, or until they had a recurrence of de-
pression. There were 78 patients randomized to the imipramine group, and
69 patients in the placebo group. The objective of the NIMH study was to
determine whether imipramine at maintenance levels prevents or delays a
recurrence of depression. For more details see Greenhouse, Stangl, Kupfer
and Prien (1991).

Figure 1 presents the Kaplan-Meier survival curves for the time to recur-
rence of depression for patients in each treatment group. A comparison of the
survival curves suggests that patients assigned to the imipramine group had
fewer recurrences than patients who received placebo (“off-imipramine”).
Prien et al. (1984) using the Mantel-Cox test for the equality of the two
survival distributions found a highly statistically significant difference (p <
0.001). An interesting feature of these curves is that after a period of time
a fraction of patients have a much lower if not negligible risk of a recurrence
of depression. This feature of the survival distribution characterized by the
survival curve “flattening-out” at a non-zero value often occurs in practice.
We note that approximately 58% of the patients in the imipramine group
survive the full two years of the maintenance phase without experiencing
a recurrence of depression compared to about 30% of the patients in the
placebo group.

A class of biologically plausible models for such survival distributions
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consists of a mixture of two populations. This model assumes that a fraction
of the patients will experience the event of interest, e.g., a recurrence of
depression, and the remaining patients will survive for a very long time
without experiencing the event. In some applications this latter group, the
surviving fraction, are considered to be “cured” (Boag 1949; Berkson and
Gage 1952). Our goal in this paper is to use the mixture survival model
to investigate the efficacy of maintenance doses of imipramine to prevent or
delay the recurrence of depression. Our methodological goal is to illustrate
a general strategy for Bayesian model selection that can be implemented in
practice.

1.2 Overview. In section 2 we present the model, the prior, and we dis-
cuss how the computations are done. The computations are non-trivial and
we discuss three methods for doing them. The results are presented at the
end of section 2. In section 3 we carry out a sensitivity analysis. We find
that the results in section 2 are quite robust. More importantly, we discover
to which prior the posterior is most sensitive. We also consider case influ-
ence. Based on the results in section 3 we select one model. In section 4
we briefly discuss some inferences from the selected model. We make some
closing remarks in section 5.

2. Model Specification, Computations, and Analysis.

2.1 The Model. We will speak of “survival times” throughout this pa-
per. It should be understood that “survival” in this context means “non-
recurrence of depression.” Let T; be the survival time of subject ¢ and let
C; be the censoring time for subject ¢. Let §; = 1if T; < C; and §; = 0
otherwise. We observe (Y1,61),...,(Yy,6,) where Y; = min{T;, C;}. We use
a model for T; with the following survival function:

(1) St,(t) = pi + (1 — pi)G(1]6:)

where p; € [0,1] is the probability of being a survivor (i.e. of being “cured”)
and G(t|0) is the survival distribution for the patients who are “not cured.”
For the application to the NIMH study we take G(t|6) = exp(—6t), an ex-
ponential distribution with hazard rate . In the literature (1) is called a
“surviving fraction model” or a “cure model” since a fraction of the popula-
tion p do not have a recurrence. A number of authors motivate and discuss
derivations for (1) (see for example, Farewell 1982; Greenhouse and Wolfe
1984; Chen, Hill, Greenhouse, Fayos 1985). Stangl (1991) was the first to use
the mixture survival model in a Bayesian analysis of the results of the NIMH
study to investigate heterogeneity of treatment effects across participating
centers (see also Stangl and Greenhouse, 1995).

Let X; = 1 if patient ¢ was treated with imipramine and let X; = 0
otherwise. We relate the covariate X to the parameters p and 6 in (1) by
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TABLE 1. The Four Models.

| Model | o [ 71 | Bo | 51 ]

M, o |o |0 |o

M2 [ L] [

M; o (o | o

M, ° °
assuming that
(2) log(pi/(1—pi)) = 7Yo+mXi
(3) log(6;) = PBo+ P Xi.

The “surviving fraction” model is unrealistic since survivors are assumed
to have an infinite survival time. We view the notion of an infinite survival
time merely as an approximation for some longer survival time well beyond
the two year limit of this study. In other words, we refer to a patient as
being a “survivor” if the patient’s probability of recurrence during the two
year study period is negligible.

Our model selection problem is concerned with the specification and
assessment of the treatment effect in model (1). There are four models of
interest:

MI: (707 7l’ﬂ0,ﬂl) € R4’

Mj: (70a IBOa :Bl) € IR? and 11 =0,

Ms: (70,71,B0) € IR® and By = 0 and

My: (70, 80) € R? and y; = B = 0.

Schematically, the models may be represented as in Table 1.

In M, treatment determines both whether someone is a survivor and also
affects the hazard rate among non-survivors. In My, treatment only affects
the hazard rate among non-survivors. In Mjs, treatment only affects the
probability of being a survivor. In My, treatment has no effect. To better
understand the models, Figure 2 shows survival functions for treated and
untreated patients for three hypothetical situations corresponding to Models
1, 2 and 3 respectively. We see that, for Model 1, the curves separate quickly
and have different asymptotes. In Model 2, the curves separate quickly but
have the same asymptotes. In Model 3, the curves separate slowly but
have different asymptotes. In Model 4, not shown, the two curves would be
identical.
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Figure 2: Hypothetical survival curves for Models 1, 2 and 3. The solid line
is the treated group; the dashed line is the untreated group.

We will determine m
1

25 m;
where mj = [ L(w;)7;(w;)dw; and w; represents the vector of parameters for
model M; (see Jeffreys, 1961; Cornfield, 1966; Kass and Raftery, 1995) For

another example of model selection in survival models, the reader is referred
to Raftery, Madigan and Volinsky (1995).

Pr(M;|data) =

2.2 The Prior. We are interested in using a reference prior for this
problem such as 7(8o, 1,70,71) x 1. However, it is well known that mixture
models can lead to improper posteriors if improper priors are used. To
see this, let v = (y0,71), let B = (Bo, 1) and consider the latent variable
Z = (Z1,...,2y,) where Z; = 1 if subject i is a survivor and Z; = 0 else.
The posterior can be written as

(4) p(7,Bldata) =Y p(v, Bldata, Z)p(Z|data)
zZ

the sum being over all 2" configurations of Z. There is one term in the sum
(4) corresponding to Z = (0,...,0). For this term there is no information
about v in the data. Hence, the posterior for v is equal to the prior and if
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the prior is improper, so is the posterior. Of course, since we are interested
in hypothesis testing, we will need proper priors anyway. It is worth noting
that intrinsic Bayes factors (Berger and Pericchi 1994) and fractional Bayes
factors (O’Hagan 1995) are not useful here since the posterior, under the
reference prior, is improper for any sample size. Instead we seek a proper
reference prior.

For simplicity, we shall use independent, normal priors on all the param-
eters:

(5) Yo ~ N(7gva?})’ Y1~ N(O’a%)v Bo ~ N(ﬂSabg)’ B1 ~ N(O’b%)'
A priori we assume no treatment effect. We need to choose 5, 35, ao, a1, bo
and b;. We shall take 5 and (5 equal to their maximum likelihood estimates
under the full model. This makes the prior data dependent but since B¢ and
Yo are common to all models under consideration, these are not the essential
priors and we expect this choice to be of little consequence. (This is discussed
more fully in Section 3.1). The more serious matter is choosing ag, a;, b and
by. Kass and Wasserman (1995) have suggested that in testing problems,
it is reasonable to use “unit information priors.” These are priors whose
concentration is about the same as the concentration of the likelihood after
one observation. Kass and Wasserman (1995) argue that using a prior whose
information content is about that of one observation seems often to lead to
reasonable inferences. A similar idea is used in Spiegelhalter and Smith
(1982). A crude method for determining the variance of a unit information
prior for a parameter w is to compute the asymptotic standard error s.e.(w)
of the maximum likelihood estimate and define the standard deviation of the
prior to be s = y/n[s.e.(®)]. Again, this introduces some data dependence
into the prior (except in the special case where the standard error does not
involve an estimate of the parameter). But in well behaved problems, s will
converge to a fixed constant almost surely so the data dependence vanishes
asymptotically. To implement this idea here, we set ag = v/n[s.e.(Yo)], a1 =
Vals.e.(71)], bo = /n[s.e.(fo)] and by = \/n[s.e.(f1)] where the standard
errors are based on the usual asymptotic approximations from the full model.
Clearly this choice of prior is open to many criticisms. The unit infor-
mation idea seems intuitively reasonable but could certainly be questioned.
Moreover, the notion of sample size is a foggy issue. We shall take n to be
the number of cases but one could reasonably argue that censored observa-
tions contribute less than one unit of observation (see for example Raftery,
Madigan, Volinsky 1995). All this suggests that some sensitivity analysis is
in order. Given the complexity of the computations involved, we will need to
stick to simple robustness calculations. In section 3 we use simple Bayesian
robustness methods to at least partially address these concerns about the
arbitrariness of the prior.
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2.8 The Computations. We need to find Pr(M;|data) fori =1,2,3,4. To
begin, for each of the four models, a sample from the posterior was obtained
using a Markov chain Monte Carlo. We used a “Metropolis within Gibbs”
scheme driven by a Gaussian random walk (Tierney 1995). We drew 10,000
samples from each of the four posteriors. Using a proper prior turns out
to be very important in this problem. If we had used a flat prior then the
posterior would have a flat spot far in the tail, corresponding to the improper
component. Figures 3a and 3b show the joint likelihood function and log-
likelihood function, respectively, for 4; and (; with 79 and (o held fixed
at their maximum likelihood estimates. In Figure 3a, it appears that the
likelihood function is very well-behaved. Yet in Figure 3b, the plot of the
log-likelihood function shows the flat spot in the tail quite clearly. If the
Markov chain is run for a short time there will be no problem. But if the
chain is run a long time, then eventually it will visit the tail. When it does
s0, the chain behaves essentially like a random walk, moving erratically in
the flat region with no hope of moving back to a region of high probability.
Thus, the proper reference prior serves the dual purpose of providing a basis
for testing and improving the performance of the Markov chain Monte Carlo.
Presumably a very flat proper prior will also produce erratic chains since it
will mimic the behavior of the posterior when the prior is flat. For this reason
we recommend against proper but very diffuse priors in these models. We
emphasize that this is not a problem with multimodality or slow convergence
of the Markov chain. Paradoxically, long chains create more problems than
short chains in this case.

For each model M;, we need to calculate m; = [ L(w;)m(w;)dw;, i =
1,2,3,4 where L(-) is the likelihood, ; is the prior and w; is the set of
parameters for model M;. Unfortunately, the output from a posterior simu-
lation does not provide a direct estimate of m;. There is a quickly growing
literature on computing the normalizing constant m; from simulation; some
recent papers include Carlin and Chib (1995), Chib (1994), DiCiccio, Kass,
Raftery and Wasserman (1995), Gelfand and Dey (1994), Green (1995), Kass
and Wasserman (1992), Lewis and Raftery (1994), Meng and Wong (1993),
Raftery (1994) and Verdinelli and Wasserman (1995). Many of these meth-
ods require evaluating L(w;) for each sampled value w;, for each of the four
models. But there are two methods which are quite quick and simple: the
“simulation Laplace method” (Lewis and Raftery 1994, Kass and Wasserman
1992, DiCiccio, Kass, Raftery and Wasserman 1995) and the “generalized
Savage-Dickey” method (Verdinelli and Wasserman 1995). We now briefly
describe these two.

Recall that the Laplace estimate (Kass, Tierney and Kadane 1989) of an
integral of the form m = [ L(w)r(w)dwis given by i = L(&)7(w)(2m)3/?|V|1/2
where @ is the posterior mode, d is the dimension of w and V is minus the
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FigureA 3: Likelthood and Log-Likelihood for 41 and (1 with v9 = 7o and
Bo = Po-

inverse of the Hessian. The estimate is accurate to order O(n~!). The sim-
ulated version merely estimates & and V through the simulated values. For
this we can resort to standard maximization routines. A cruder but simpler
estimate is to substitute the posterior mean for & and the posterior covari-
ance for V. This is appealing for its simplicity but our experience has been
that this leads to inaccurate estimates. A compromise is to use a robust esti-
mate of location and scale. Lewis and Raftery (1994) suggest the minimum
volume ellipsoid estimator as implemented in Rousseuw and van Zomeren
(1990). We have found this to work well and we shall adopt it here. We
emphasize that a great virtue of the simulation Laplace method is that it
requires only a single evaluation of L(-). This is a non-trivial consideration
in even moderately complicated models.

Before describing the numerical results, we also mention the generalized
Savage-Dickey method as developed in Verdinelli and Wasserman (1995). To
describe the method, consider the full model M; and consider computing the
Bayes factor
6 B= Pr(MiIdata) . P’I‘(Mi)

(6) = Pr(M|data) = Pr(M;)

for any submodel M;, i = 2,3,4. We can recover the m!s given these Bayes
factors. Let us write the parameter for the full model as w = (¢, ¢) where the
submodel corresponds to ¥ = 1. Let p1(t|data) be the marginal posterior
for ¢ under M;. Similarly, let 1(%, ¢) be the prior under M; and let 7;(¢)
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be the prior under M;. Verdinelli and Wasserman show that

7 B = p1(%oldata) Egjy, data (E%p%%}) '

The first quantity can be estimated directly from the simulated values from
the full model using standard density estimation techniques. We generally
use kernel density estimation based on a normal kernel using the band-
width suggested in Silverman (1986, page 86). The second term can be
estimated by simulating with ¢ fixed at ¥o. However, in the special case
where m1(¢|10) = 7i(¢), which holds in our case, (7) reduces to Dickey’s
original formula given by

_ p1(%oldata)
® B= T1(%o)

requiring only a simple density estimation. Remarkably, we can then recover
all the mis in this case using only a simulation from the full model so there
is no need to simulate from M3, M3 and My. This advantage is balanced by
the fact that the answers can be sensitive to the choice of bandwidth in the
density estimator. Another advantage of this method is that it is “simulation
exact”, i.e., it converges almost surely to the true answer as the simulation
size increases while the simulation Laplace estimator has an error of O(n™1).

Finally, we mention the Schwarz approximation (Schwarz 1978) in which
m; is approximated by n%/2L(w;). Generally, this leads to only a O(1) ap-
proximation to Bayes factors and posterior probabilities of models. Kass
and Wasserman (1995) show that under certain conditions, the Schwarz ap-
proximation is accurate to order O(n~1/2). To get this accuracy one needs
certain regularity conditions to hold. Moreover, one must use a unit infor-
mation prior of a slightly different form than that used here. Nonetheless,
we shall include the Schwarz calculations as well. Similar calculations are
considered in Greenhouse and Paul (1995).

2.4 Results. Taking Pr(M,) = Pr(M;) = Pr(Ms) = Pr(My) = 1/4 we
obtained estimates of Pr(M;|data) using the three methods. The results are
in Table 2.

There is some discrepancy between the methods but the main conclusions
from these calculations are consistent. Model 3 seems to be greatly preferred
followed by Model 1 and then Model 2. The interpretation of Model 3 is that
treatment effects the probability of being cured. It does not effect (or has
little effect) on the hazard rate of those who are not cured. One model not
mentioned here is the model in which y9 = 73 = 0. In such a model, there
would be no surviving fraction. This model turned out to have essentially
zero posterior probability and was not considered in further calculations.
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TABLE 2. Posterior Probabilities of the Models.
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Method

Pr(M,|data)

Pr(M,|data)

Pr(Ms|data)

Pr(M,|data)

Simulation Laplace

17

.10

73

.01

Savage-Dickey

.19

13

.68

.00

Schwarz

17

.06

.76

.01

The question we now turn to is: how sensitive is the conclusion that Model
3 is superior to the choice of prior?

3. Sensitivity Analysis.

3.1. Sensitivity to the prior variances. As we mentioned in Section
2, we believe the priors we have chosen are a good starting point but we
are concerned about the arbitrariness in our choices. Our main concern
is the choice of ag,aq,bg,b;. To address this concern we will perturb each
variance by a factor ¢ where 1/10 < ¢ < 10 and we re-compute the posterior
probabilities. Let # be the new prior under consideration and let m =
[ L(w)#(w)dw be the new value of m. One way to compute m is to re-
weight the output of the Markov chain. A simpler approach is to use the
O(n~') approximation m = m#(®)/m(w). The results for perturbations of
size 1/10 and 10 are in Table 3. Figure 4 shows Pr(M;|data) as a function
of log ¢ for each M;.

The results confirm that the priors on vo and (o have very little effect.
The prior on 3; has a substantial effect but not in any way that affects our
conclusions. The prior on 7; on the other hand, has a more complicated
effect. When ¢ gets very small or very large, Pr(Ms|data) gets smaller and
Pr(M,|data) gets larger. Eventually, these quantities cross and Mz becomes
the favored model. We do not yet have an intuitive explanation for why this
happens when perturbing 7(71) but not when perturbing 7(8;). For a large
range of values of ¢, Model 3 continues to dominate Model 2.

What we have learned from this sensitivity analysis is (i) M3 appears to
be the favored model and (ii) the crucial prior is the prior on ;. If further
work is to be invested in the construction of priors, it should focus first on
p(71). Incidentally, we believe that this illustrates a general point. Even
die-hard subjectivists who dislike the idea of using reference priors (even
proper reference priors are offensive to some) can still find it useful to begin
an analysis with the reference priors. The reference prior analysis together
with simple sensitivity tools leads to an understanding of which priors are
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TABLE 3. Sensitivity to Perturbations in Prior Variances.
Perturbation | Pr(M|data) | Pr(Ms|data) | Pr(Ms|data) | Pr(Ms|data)
none A7 .10 .73 .01
0.1 ap 14 .09 .76 .00
10 ag .13 .10 7 .01
0.1 bo 21 .16 .63 .01
10 bg 13 .10 .76 .01
0.1 aq .26 41 31 .03
10 a4 .07 .50 .40 .04
0.1 b 42 .00 .57 .01
10 by .02 .01 .96 .01
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Figure 4: Sensitivity plots: Fach plot shows that posterior probabilities of

the various models as a function of logc.
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Figure 5: Influence Diagnostics

important in the problem.

3.2. Case Influence. Consider the effect of dropping the jt* observa-
tion from the analysis. It is possible to re-weight the samples from the
posterior to re-compute the posterior probabilities. Weiss (1993) discusses
this idea in detail. Again, we find it much easier to use the approximation
my;) = 1/ L;j(&) where the subscript (j) refers to removing the j* observa-
tion and L; is the likelihood based on the j* observation. Figure 5 shows
Pr(;)(M;|data) where the observations have been ordered from smallest to
largest Circles indicate censored observations. We see that no single obser-
vation significantly affects the posterior probabilities. One can also examine
deletions of 2 or more observations. We do not pursue this here.

4. Inference for the Selected Model, Ms.
Our analysis so far suggests that Model 3 is the “best” model. Here we

consider some analysis based on this model. First we report the posterior
means and 95 per cent credible intervals for the three parameters:
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E(voldata) = —1.15; 95 per cent interval: (-1.87 , -.53)
E(Boldata) = —3.22; 95 per cent interval: (-3.57,-2.95)
E(vi1]data) = 1.52; 95 per cent interval: (.72, 2.39)

Now let y) = Pr(T > t|untreated) = S(¢{|X = 0), v} = Pr(T >
titreated) = S(¢|X = 1). Note that S(o0) = p, the probability of being
cured. Figure 6 shows the posteriors 4} for 3 months, 6 months, 9 months
and 12 months for both untreated and treated individuals. The treatment
appears to have a substantial (in the clinical sense) effect. At early times, the
effect is not so great but becomes more noticeable for longer times. Treat-
ment significantly increases the probability of being “cured.” Patients who
receive imipramine are approximately 4.5 times as likely to not have a re-
currence than patients who receive placebo. Figure 7 shows the estimated
survival curves for the two groups with 95 per cent intervals. The curves are
similar to the curves in Figure 1 suggesting, at least informally, that there
is not a lack of fit. Again, we see that the effect of treatment seems to be
mainly in long term rather than short time survival.

5. Conclusions.

We have outlined a strategy for model selection that consists of two steps.
First, construct “unit information priors” and compute Pr(M;|data) for each
model M;. Second, perform a sensitivity analysis to see how the conclusions
depend on the prior. If the conclusions are robust to the choice of prior then
the unit information prior suffices; otherwise the more effort needs to be put
into prior construction or, perhaps, it should simply be reported that the
data do not support strong conclusions.

In our case study, one model seemed to stand out. According to this
model, treatment effects whether a patient is a long term survivor but not
the survival time of short term survivors. We also found that the Schwarz
approximation was reasonably accurate despite the fact that the conditions
for O(n~1/2) accuracy outlined in Kass and Wasserman (1995) are not met.
This is consistent with our experience with the Schwarz approximation in
other cases; however, Berger and Pericchi (1995) report less success with this
approximation.

Our analysis leaves many open questions some of which we outline here.

1. It may make better sense to use correlated priors on the parameters.

2. There are other relevant covariates that should be included in the anal-
ysis. For example, see Greenhouse and Paul (1995) who incorporate
additional covariates in the exponential mixture survival model using
the regression models in (2) and (3) and use a model selection criteria
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Figure 7: Fitted survival curves under Model 3.

based on the Schwarz approximation.

3. The sensitivity analysis should be expanded to include joint perturba-
tions of the priors and to include nonparametric perturbations.

4. The mixture model should be expanded to include two exponential
components rather than one exponential component plus a surviving
fraction. (However, the parameters of the second component might be
close to non-identifiable.)

5. The appropriateness of the exponential assumption deserves investiga-
tion.
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A Practical, Robust Method for Bayesian Model Selection:
A Case Study in the Analysis of Clinical Trials

discussion by
M.J. BAYARRI
Universitat de Valéncia

This is a very nice paper indeed. It does carry a true sensitivity analysis
in a true real problem. The scenario is that of a meaningful (as opposite
to artificial) model selection, and the authors have addressed the touchy
issue of assessing a‘“default” proper prior as well as imaginatively solved
the formidable computation task in a problem where naive Gibbs sampling
would fail. All this makes the discussion a very pleasant but, alas, very
difficult task. My discussion focused on a couple of robustness issues that
the authors did not address, namely robustness with respect to the form of
analysis (or the old issue of estimation versus testing) and with respect to
the form of the survival function for survivors (of which the constant survival
term in the mixture (1) is only an approximation); it also pointed to some
few facts in the numerical example that could potentially look somehow
odd. Due to severe space limitations, this written version will entirely skip
the robustness with respect to the model issue an d will only sketch the rest
of the discussion, with basically no derivations nor numerical details.

Posing the problem of model selection as one of testing implies a prior
that is highly spiked around the point null. (We understand testing of point
nulls as approximations to testing small intervals around the point null, as
in Berger and Delampady, 1987.) The problem is that spiked priors are very
stubborn (and stubborn priors are not robust): it usually takes a large n
for the likelihood to “swallow” the prior. But if n is very large, then the
approximation of a “sharp” null by a point null might not be appropriate
(Berger and Delampady, 1987).

We demonstrate our claims in a very simple example. Assume X,
X3,0D...,X, are iid. N(#,1) and we wish to test Hy : [6|0D < 0.1
versus H; : |6] > 0.1. Routine Bayesian testing assumes that the prior is
highly spiked on Hj so that, under some conditions, the problem can be ap-
proximated by that of testing H§ : #3D0 versus Hy : 6 # 0, with a prior that
has a point mass at Hj. Usually Pr(Ho)3DPr(Hg)3D1/2. Figure B1 shows
the lingering effect of the prior on the posterior as well as the error incurred
when approximating Bayes factors corresponding to the spiked, continuous
prior by that resulting from the usual point mass at 0. We use a prior which
is proportional to a truncated N(0,1/25) on Hp and a truncated N(0,1) on
H, (so that Pr(Ho)3D1/2 and the resulting density is a continuous func-
tion). The computations are done for z3D0.5; the results are even more
dramatic for 23D0.2, where the effect of the prior is larger than that of the
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likelihood even for n3 D150, but the error committed is already of 61%; in
fact, the likelihood does not begin to “wash out” the prior till n does not
get as large as 300, and by then the approximation by a point null clearly
fails, with an error on the Bayes factor of 376%.
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The above example aims at showing that even fully recognized testing
problems can be very sensitive to both, the “default” Pr(Hg)3D1/2 and
the “default” approximation of an interval null by a point null. On the
other hand, Table Bl aims to showing how sensitive the results can be to
whether we pose the problem as one of estimation or as one of testing, that
is, to whether we use a smooth (non-informative) prior or a spiked one for
solving the testing of an interval null. In that table we assume that in all
of the entries  is such that the classical point-null testing would produce
the (inappropriate) a3D0D0.5. We compute the “real” classical p-value a.,
as well as 20 Pr(Ho|data) for both, a flat prior (estimation prior) and the
previous spiked prior. As it can be seen, for n3D100, one can reach any
conclusion one wishes by merely approaching the problem as estimation or
testing.
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real p-value | diffuse prior | testing prior
n o Pr(Hp|data) | Pr(Ho|data)
15 067 .048 .399
25 .079 .065 456
50 .109 101 .551
100 170 167 .665
Table B1

In the actual numerical results, we find somehow surprising the behavior
of Pr(Model i|data) as the prior variances (or ¢) changes, as reported in
Figure 4 and Table 3. For instance, Model 3 corresponds to 5;3D0. Hence,
since a priori B; ~ N(0,(cb;)?), the larger ¢ the less sure we are a priori
that f; is close to 0, and therefore, the less probability should be given (a
posteriori) to Model 3; but it can be seen that Pr(Model 3|data) is, quite
surprisingly, the only one that increasees with ¢. Similar behaviour occurs
when perturbing the variance of 7;.

Last, I was curious to find out about the estimate of the mean life time
for non-survivors. For the selected model, T ~ Ez(t|0), and from the results
for confidence intervals, it looks as if an estimate of 1/6 is close to 24 months,
which is the observation period. This might suggest that the inferences may
be sensitive to the model and to even the precise observation period.
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REJOINDER

JOEL GREENHOUSE AND LARRY WASSERMAN

Although, we tried to avoid discussing the testing versus estimation con-
troversy, Professor Bayarri has not allowed us to do so. As she notes, a test
of a precise hypothesis may fail to approximate a test of an imprecise hy-
pothesis when n is large. This is relevant in our paper since model selection
is akin to testing whether regression coefficients are zero.

One can take the precise test at face value and not think of it as approxi-
mating an imprecise hypothesis. This was Jeffreys’s approach which we find
quite compelling. If we do regard the precise null as an approximation, we
usually think of the imprecise null as being small relative to sampling varia-
tion. We can express this by a null of length €, where ¢, = 0o(1/4/n). In this
case, the problems discussed by Professor Bayarri are obviated. On the other
hand, we agree with her that if a fixed imprecise null is truly of interest, then
great care is needed if one uses a precise null as an approximation.

Professor Bayarri expresses surprise with the behavior of the Bayes fac-
tors to changes in the prior variance in our sensitivity analysis. Intuition
might fail here since the Bayes factor is not monotonic in prior variance.
Moreover, changing the prior on f; affects the posterior probability of mod-
els 1 and 2. How this will ultimately affect the posterior probability of model
3, which depends on how well models 1 and 2 explain the data, is unclear.

Finally, Professor Bayarri asks about the magnitude of the estimate of
E(T|0). Censoring leads to increased estimates of mean survival time. Since
we have a mixture model, the group membership of the censored observations
(i.e. “true” survivors or censored non-survivors) is not known. Effectively,
we average over all group memberships and some of these groupings lead to
large values of mean survival.

We would like to express our appreciation to Professor Bayarri for her
careful reading of our paper and to thank her for her thoughtful comments.
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