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# GROWTH ESTIMATES FOR LOGARITHMIC DERIVATIVES OF BLASCHKE PRODUCTS AND OF FUNCTIONS IN THE NEVANLINNA CLASS 

Janne Heittokangas


#### Abstract

We prove growth estimates for logarithmic derivatives of functions in the Nevanlinna class. Blaschke products with radially restricted zero sequences will be of particular interest. Our results are sharper in a certain sense than the corresponding estimates in [2] obtained for meromorphic functions in the unit disc.


## 1. Introduction

We recall that the order of growth of a meromorphic function $f$ in the unit disc $D=\{z:|z|<1\}$ is given by

$$
\rho=\rho(f)=\underset{r \rightarrow 1^{-}}{\limsup } \frac{\log ^{+} T(r, f)}{-\log (1-r)},
$$

where $\log ^{+} x=\max \{0, \log x\}$, and where $T(r, f)$ denotes the Nevanlinna characteristic of $f$.

The following result can be found in [2, Corollary 3.2].
Theorem A. Let $f$ be a meromorphic function in $D$ of finite order $\rho$. Let $\varepsilon>0$, and let $k$ and $j$ be integers satisfying $k>j \geq 0$. Assume that $f^{(j)} \not \equiv 0$. Then the following two statements hold.
(a) There exists a set $E_{1} \subset[0,1)$ which satisfies

$$
\begin{equation*}
\int_{E_{1}} \frac{d r}{1-r}<\infty \tag{1.1}
\end{equation*}
$$

such that for all $z \in D$ satisfying $|z| \notin E_{1}$, we have

[^0]\[

$$
\begin{equation*}
\left|\frac{f^{(k)}(z)}{f^{(j)}(z)}\right| \leq\left(\frac{1}{1-|z|}\right)^{(p+2+\varepsilon)(k-j)} \tag{1.2}
\end{equation*}
$$

\]

(b) There exists a set $E_{2} \subset[0,2 \pi)$ which has linear measure zero, such that if $\theta \in[0,2 \pi) \backslash E_{2}$, then there is a constant $R=R(\theta) \in(0,1)$ such that for all $z$ satisfying $\arg z=\theta$ and $R \leq|z|<1$, the estimate in (1.2) holds.

Example 9.3 in [2] shows the sharpness of Theorem A in the following sense: There exists an analytic function $f$ for which (1.2) cannot be replaced by $"\left|f^{\prime}(z) / f(z)\right|=O\left(1 /(1-|z|)^{\rho+2}\right)$ ".

The purpose of this paper is to show that the estimate in (1.2) can be further improved in the case $j=0$ for functions in the Nevanlinna class $N$. The class $N$ consists of all meromorphic functions $f$ in $D$ for which $T(r, f)=O(1)$, hence $\rho(f)=0$ for every $f \in N$.

Note that if $\left\{z_{n}\right\}$ denotes the sequence of all zeros and poles of a function $f \in N$, then

$$
\begin{equation*}
\sum_{n}\left(1-\left|z_{n}\right|\right)<\infty . \tag{1.3}
\end{equation*}
$$

For $\alpha \in(0,1]$, we will also make use of the more restrictive condition

$$
\begin{equation*}
S=\sum_{n}\left(1-\left|z_{n}\right|\right)^{\alpha}<\infty \tag{1.4}
\end{equation*}
$$

for the zero/pole sequences $\left\{z_{n}\right\}$. The convergence condition (1.4) is studied, for example, in $[1,7,8,9,11,12]$, which typically deal with the problem of when the derivatives of a Blaschke product can belong to the Hardy spaces $H^{p}$, and hence to the Nevanlinna class $N$. See [3] for the basic theory of Hardy spaces. If $\left\{z_{n}\right\}$ is a sequence of nonzero points in $D$ satisfying (1.4) for some $\alpha \in(0,1]$, then the product

$$
\begin{equation*}
B(z)=\prod_{n=1}^{\infty} \frac{\left|z_{n}\right|}{z_{n}} \frac{z_{n}-z}{1-\bar{z}_{n} z}, \tag{1.5}
\end{equation*}
$$

known as the Blaschke product, represents an analytic function in $D$, and has zeros precisely at the points $z_{n}$.

Our first result shows that the estimates in Theorem A can be slightly improved in the case $j=0$ for functions in the Nevanlinna class.

Theorem 1.1. Let $f \not \equiv 0$ be a meromorphic function in $N$. Suppose that the sequence $\left\{z_{n}\right\}$ of all zeros and poles of $f$ satisfies (1.4) for some $\alpha \in(0,1]$. Let $\varepsilon>0$ and $k \in \mathbf{N}$. Then the following two statements hold.
(a) There exists a set $E_{1} \subset[0,1)$ which satisfies (1.1) such that for all $z \in D$ satisfying $|z| \notin E_{1}$, we have

$$
\left|\frac{f^{(k)}(z)}{f(z)}\right|= \begin{cases}O\left(\left(\frac{1}{1-|z|}\right)^{2 k}\right), & 0<\alpha<1  \tag{1.6}\\ O\left(\left(\frac{1}{1-|z|}\right)^{2 k}\left(\log \frac{1}{1-|z|}\right)^{(2+\varepsilon) k}\right), & \alpha=1\end{cases}
$$

(b) There exists a set $E_{2} \subset[0,2 \pi)$ which has linear measure zero, such that if $\theta \in[0,2 \pi) \backslash E_{2}$, then there is a constant $R=R(\theta) \in(0,1)$ such that for all $z$ satisfying $\arg z=\theta$ and $R \leq|z|<1$, we have

$$
\begin{equation*}
\left|\frac{f^{(k)}(z)}{f(z)}\right|=O\left(\left(\frac{1}{1-|z|}\right)^{2 k}\right), \quad 0<\alpha \leq 1 \tag{1.7}
\end{equation*}
$$

The function $f(z)=\exp \left(\frac{1+z}{1-z}\right)$ belongs to the class $N$, has neither zeros nor poles, and satisfies

$$
\frac{f^{\prime}(z)}{f(z)}=\frac{2}{(1-z)^{2}}, \quad z \in D
$$

Therefore, the exponent $2 k$ in (1.6), case $0<\alpha<1$, cannot be replaced by a smaller number. In Section 6 we discuss the sharpness of the estimates in (1.6) in the case when $f$ has infinitely many zeros.

Note that if $f \in N$, then the function $f^{\prime}$ need not belong to $N$. See [1] for a counterexample, where a Blaschke product $B$ is constructed such that $B^{\prime} \notin N$. This is roughly the reason why we have to assume $j=0$ in Theorem 1.1. These observations also suggest that we should study the logarithmic derivatives of Blaschke products in the case $j=0$.

Theorem 1.2. Let B be a Blaschke product with zeros $\left\{z_{n}\right\}, z_{n} \neq 0$, such that (1.4) holds for some $\alpha \in(0,1]$, and let $\varepsilon>0$ and $k \in \mathbf{N}$. Then the following two statements hold.
(a) There exists a set $E_{1} \subset[0,1)$ which satisfies (1.1) such that for all $z \in D$ satisfying $|z| \notin E_{1}$, we have

$$
\begin{equation*}
\left|\frac{B^{(k)}(z)}{B(z)}\right|=O\left(\left(\frac{1}{1-|z|}\right)^{(1+\alpha) k}\left(\log \frac{1}{1-|z|}\right)^{(2+\varepsilon) k}\right) \tag{1.8}
\end{equation*}
$$

(b) There exists a set $E_{2} \subset[0,2 \pi)$ which has linear measure zero, such that if $\theta \in[0,2 \pi) \backslash E_{2}$, then, for all $z$ satisfying $\arg z=\theta$ and $|z| \rightarrow 1^{-}$, we have

$$
\begin{equation*}
\left|\frac{B^{(k)}(z)}{B(z)}\right|=o\left(\left(\frac{1}{1-|z|}\right)^{(1+\alpha) k}\right) \tag{1.9}
\end{equation*}
$$

For completeness, we next restate [9, Theorem 1], which can be considered as an integrated analogue of Theorem 1.2.

Theorem B. Let $k \in \mathbf{N}$, and let $B$ be a Blaschke product with zeros $\left\{z_{n}\right\}$, $z_{n} \neq 0$, such that $(1.4)$ holds for some $\alpha \in\left(0, \frac{1}{k+1}\right)$. Then, if $m=\frac{1-\alpha}{k}$, there is
$a$ constant $C=C(\alpha, k)>0$ such that

$$
\int_{0}^{2 \pi}\left|\frac{B^{(k)}\left(r e^{i \theta}\right)}{B\left(r e^{i \theta}\right)}\right|^{m} d \theta \leq C S, \quad \frac{1}{2}<r<1 .
$$

In particular, $B^{(k)} \in H^{p}$ for each $p \in(0, m]$.
For further motivation, we note that growth estimates for logarithmic derivatives of Blaschke products have been applied in the theory of complex differential equations, see [5, 6].

This paper is organized as follows. Theorem 1.1 is proved in Sections 2 and 3, while Theorem 1.2 is proved in Sections 4 and 5. In Section 6 we will construct a Blaschke product illustrating the sharpness of our estimates. The proofs of Theorems 1.1(a) and 1.2(a) rely heavily on the reasoning in [2], hence on the well-known Cartan's lemma [10, pp. 19-21]. We prove Theorems 1.1(b) and $1.2(\mathrm{~b})$ using a method which does not rely on Cartan's lemma. Unfortunately, this method does not seem to work for proving Theorems 1.1(a) and 1.2(a).

In all of the proofs we may suppose that the points $z_{n}$ are listed according to multiplicities and ordered by increasing moduli.

## 2. Proof of Theorem 1.1(a)

First, we observe that (1.4) enables us to estimate $n(r)$-the number of the points $z_{n}$ lying in the disc $\{z:|z| \leq r\}$.

Lemma 2.1. Let $\left\{z_{n}\right\}$ be a sequence of nonzero points in $D$ such that (1.4) holds for some $\alpha \in(0,1]$. Then

$$
n(r) \leq \frac{S}{(1-r)^{\alpha}}, \quad 0 \leq r<1 .
$$

Proof. By (1.4), we have

$$
S \geq \sum_{0<\left|z_{n}\right|<r}\left(1-\left|z_{n}\right|\right)^{\alpha} \geq \sum_{0<\left|z_{n}\right|<r}(1-r)^{\alpha} \geq(1-r)^{\alpha} n(r),
$$

where $r \in[0,1)$ is arbitrary.
Second, we denote $R=\frac{1+|z|}{2}$, and deduce the following estimate by the proof of [2, Lemma 5.2]: There exist constants $R_{0} \in(0,1)$ and $C>0$ such that for any $z$ satisfying $R_{0}<|z|<1$ and $f(z) \neq 0, \infty$, we have

$$
\begin{equation*}
\left|\frac{f^{(k)}(z)}{f(z)}\right| \leq C\left(\left(\frac{1}{1-|z|}\right)^{2}+\sum_{\left|z_{n}\right|<R} \frac{1}{\left|z-z_{n}\right|}+\frac{n(R)}{1-r}\right)^{k} \tag{2.1}
\end{equation*}
$$

In what follows, the value of the constant $C$ may not be the same at each occurrence. By Lemma 2.1 and the assumption on the sequence $\left\{z_{n}\right\}$, the estimate in (2.1) reduces into

$$
\begin{equation*}
\left|\frac{f^{(k)}(z)}{f(z)}\right| \leq C\left(\left(\frac{1}{1-|z|}\right)^{2}+\sum_{\left|z_{n}\right|<R} \frac{1}{\left|z-z_{n}\right|}\right)^{k} \tag{2.2}
\end{equation*}
$$

Let $\left\{D_{j}\right\}, D_{j}=\left\{z:\left|z-c_{j}\right|<r_{j}\right\}$, be the sequence of discs as defined in the proof of [2, Theorem 3.1]. Then every disc $D_{j}$ is contained in the punctured unit disc $D \backslash\{0\}$, and the union $\bigcup_{j} D_{j}$ contains the points in the sequence $\left\{z_{n}\right\}$. Now, for some $R_{1} \in\left[R_{0}, 1\right)$ and for all $\varepsilon>0$, we have

$$
\begin{equation*}
\sum_{\left|z_{n}\right|<R} \frac{1}{\left|z-z_{n}\right|} \leq 2 \frac{n(R)}{1-r}\left(\log \frac{1}{1-r}\right)^{1+\varepsilon} \log n(R) \tag{2.3}
\end{equation*}
$$

provided that $z \notin \bigcup_{j} D_{j}$ and $R_{1} \leq|z|<1$, see formula (6.7) in the proof of [2, Theorem 3.1]. Again by Lemma 2.1 and the assumption on the sequence $\left\{z_{n}\right\}$, the estimate in (2.3) reduces into

$$
\sum_{\left|z_{n}\right|<R} \frac{1}{\left|z-z_{n}\right|}= \begin{cases}O\left(\left(\frac{1}{1-|z|}\right)^{2}\right), & 0<\alpha<1  \tag{2.4}\\ O\left(\left(\frac{1}{1-|z|}\right)^{2}\left(\log \frac{1}{1-|z|}\right)^{2+\varepsilon}\right), & \alpha=1,\end{cases}
$$

where $z \notin \bigcup_{j} D_{j}$ and $R_{1} \leq|z|<1$.
Putting (2.2) and (2.4) together, we have shown that (1.6) holds, provided that $z \notin \bigcup_{j} D_{j}$ and $R_{1} \leq|z|<1$. Thus it remains to show that the union $\bigcup_{j} D_{j}$ leads to the exceptional set $E_{1}$, as indicated in Theorem 1.1(a).

We define a set $E \subset[0,1)$ as a union of closed intervals:

$$
E=\bigcup_{j=1}^{\infty}\left[\left|c_{j}\right|-r_{j},\left|c_{j}\right|+r_{j}\right] .
$$

By formula (6.8) in [2], we obtain

$$
\sum_{j=1}^{\infty} \frac{r_{j}}{1-\left|c_{j}\right|}<\infty
$$

Therefore, by the Limit Comparison Test, it follows that

$$
\int_{E} \frac{d r}{1-r} \leq \sum_{j=1}^{\infty} \int_{\left|c_{j}\right|-r_{j}}^{\left|c_{j}\right|+r_{j}} \frac{d r}{1-r} \leq \sum_{j=1}^{\infty} \frac{2 r_{j}}{1-\left|c_{j}\right|-r_{j}}<\infty .
$$

Finally, we define $E_{1}=E \cup\left[0, R_{1}\right]$, and conclude that the set $E_{1}$ so defined satisfies (1.1).

The proof of Theorem 1.1(a) is now completed.

## 3. Proof of Theorem 1.1(b)

We begin by surrounding each point $z_{n}$ by a Euclidean disc

$$
K_{n}=K_{n}\left(z_{n}, r_{n}\right)=\left\{z:\left|z_{n}-z\right| \leq r_{n}\right\},
$$

where $r_{n}=a\left(1-\left|z_{n}\right|\right)$ and $a=\min \left\{\frac{1}{2}, \frac{\left|z_{1}\right|}{2\left(1-\left|z_{1}\right|\right)}\right\}>0$. For each $n$, we get

$$
\left|z_{n}\right|+r_{n} \leq\left|z_{n}\right|+\frac{1}{2}\left(1-\left|z_{n}\right|\right)=\frac{1}{2}\left(1+\left|z_{n}\right|\right)<1
$$

and

$$
\left|z_{n}\right|-r_{n} \geq\left|z_{n}\right|-\frac{\left|z_{1}\right|}{2\left(1-\left|z_{1}\right|\right)}\left(1-\left|z_{n}\right|\right) \geq\left|z_{n}\right|-\frac{\left|z_{1}\right|}{2}>0
$$

so that each of the discs $K_{n}$ is properly contained in $D$, and none of them contains the origin.

Let $\phi_{n}$ be the angle that the disc $K_{n}$ subtends at the origin. We have

$$
\sum_{n=1}^{\infty} \frac{r_{n}}{\left|z_{n}\right|} \leq \frac{1}{2\left|z_{1}\right|} \sum_{n=1}^{\infty}\left(1-\left|z_{n}\right|\right)<\infty .
$$

Further, there exists an $N \in \mathbf{N}$ such that if $n \geq N$, we have

$$
\sin ^{-1}\left(\frac{r_{n}}{\left|z_{n}\right|}\right) \leq 2 \frac{r_{n}}{\left|z_{n}\right|},
$$

so that

$$
\sum_{n=N}^{\infty} \phi_{n}=2 \sum_{n=N}^{\infty} \sin ^{-1}\left(\frac{r_{n}}{\left|z_{n}\right|}\right)<\infty .
$$

Hence, for every $\varepsilon>0$, there exists an $M=M(\varepsilon) \in \mathbf{N}, M \geq N$, such that

$$
\begin{equation*}
\sum_{n=M}^{\infty} \phi_{n}<\varepsilon . \tag{3.1}
\end{equation*}
$$

For the rest of the proof we suppose that $z \in D$ is fixed such that $z \notin \bigcup_{n=1}^{\infty} K_{n}$. Denote $R=\frac{1+|z|}{2}$. Lemma 2.1 now yields

$$
\begin{equation*}
\sum_{\left|z_{n}\right|<R} \frac{1}{\left|z-z_{n}\right|} \leq \sum_{\left|z_{n}\right|<R} \frac{1}{r_{n}} \leq \frac{n(R)}{a(1-R)} \leq C\left(\frac{1}{1-|z|}\right)^{1+\alpha} \tag{3.2}
\end{equation*}
$$

for some constant $C>0$ independent of $R$. The estimate in (1.7) follows by (2.2), (3.1) and (3.2).

The proof of Theorem 1.1(b) is now completed.

## 4. Proof of Theorem 1.2(a)

The following two auxiliary results are restatements of [8, Lemma 2] and [8, Lemma 3], respectively.

Lemma C. Let $J \in \mathbf{N}$, and let $\left\{z_{n}\right\}$ be a sequence of nonzero points in $D$ satisfying (1.4) for some $\alpha \in(0,1]$. Then, for any number $p$ satisfying $p \geq \alpha$ and $J p+\alpha>1$, we have

$$
\sum_{n=1}^{\infty} \frac{\left(1-\left|z_{n}\right|\right)^{p}}{\left(1-\left|z_{n} z\right|\right)^{(J+1) p-1}}=o\left(\left(\frac{1}{1-|z|}\right)^{J p+\alpha-1}\right), \quad|z| \rightarrow 1^{-}
$$

Lemma D. Let B be a Blaschke product with zeros $\left\{z_{n}\right\}, z_{n} \neq 0$. Then, for any $J \in \mathbf{N} \cup\{0\}$, we have

$$
B^{(J+1)}(z)=\sum_{m=0}^{J} \sum_{n=1}^{\infty} \frac{J!(m+1)}{(J-m)!} B_{n}^{(J-m)}(z) \frac{\left(\bar{z}_{n}\right)^{m+1}\left(\left|z_{n}\right|^{2}-1\right)}{\left|z_{n}\right|\left(1-\bar{z}_{n} z\right)^{m+2}},
$$

where

$$
\begin{equation*}
B_{n}(z)=\prod_{j \neq n} \frac{\left|z_{j}\right|}{z_{j}} \frac{z_{j}-z}{1-\bar{z}_{j} z} . \tag{4.1}
\end{equation*}
$$

Let $\left\{D_{j}\right\}, D_{j}=\left\{z:\left|z-c_{j}\right|<r_{j}\right\}$, be the sequence of discs as in the proof of Theorem 1.1(a). For the rest of the proof, we suppose that $z \in D$ is fixed such that $z \notin \bigcup_{j} D_{j}$, and that $|z|$ is sufficiently close to 1 . By the proof of Theorem 1.1(a), we know that this assumption leads to an exceptional set $E_{1}$ satisfying (1.1). Further, $C>0$ denotes a constant (independent of $n$ ) the value of which may not be the same at each occurrence. The proof is by induction.

The case $k=1$. Lemma D (or a direct computation) yields

$$
\begin{equation*}
\frac{B^{\prime}(z)}{B(z)}=\sum_{n=1}^{\infty} \frac{\left|z_{n}\right|^{2}-1}{\left(1-\bar{z}_{n} z\right)\left(z_{n}-z\right)} . \tag{4.2}
\end{equation*}
$$

Denote $R=\frac{1+|z|}{2}$. Then (4.2) implies

$$
\begin{equation*}
\left|\frac{B^{\prime}(z)}{B(z)}\right| \leq \sum_{\left|z_{n}\right|<R} \frac{1-\left|z_{n}\right|^{2}}{\left|1-\bar{z}_{n} z\right|\left|z_{n}-z\right|}+\sum_{\left|z_{n}\right| \geq R} \frac{1-\left|z_{n}\right|^{2}}{\left|1-\bar{z}_{n} z\right|\left|z_{n}-z\right|}=S_{1}+S_{2} \tag{4.3}
\end{equation*}
$$

where $S_{1}$ may be empty. We proceed to show that both of the series $S_{1}$ and $S_{2}$ converge uniformly for all $z \in D$ such that $|z| \notin E_{1}$.

Estimating $S_{2}$ in (4.3) is easy:

$$
\begin{align*}
S_{2} & \leq \frac{2}{R-|z|} \sum_{\left|z_{n}\right| \geq R} \frac{\left(1-\left|z_{n}\right|\right)^{\alpha+1-\alpha}}{\left|1-\bar{z}_{n} z\right|^{\alpha+1-\alpha}}  \tag{4.4}\\
& \leq \frac{4}{(1-|z|)^{1+\alpha}} \sum_{\left|z_{n}\right| \geq R}\left(1-\left|z_{n}\right|\right)^{\alpha} \leq C\left(\frac{1}{1-|z|}\right)^{1+\alpha}
\end{align*}
$$

where we have used the fact that $\alpha \leq 1$. To estimate $S_{1}$ in (4.3) (assuming that it is non-empty), we use Lemma 2.1 in inequality (2.3) to conclude, for an arbitrary $\varepsilon>0$, that

$$
\begin{equation*}
S_{1} \leq \sum_{\left|z_{n}\right|<R} \frac{2}{\left|z-z_{n}\right|} \leq C\left(\frac{1}{1-|z|}\right)^{1+\alpha}\left(\log \frac{1}{1-|z|}\right)^{2+\varepsilon}, \quad|z| \notin E_{1} . \tag{4.5}
\end{equation*}
$$

By combining (4.3), (4.4) and (4.5), it follows that

$$
\begin{equation*}
\left|\frac{B^{\prime}(z)}{B(z)}\right| \leq C\left(\frac{1}{1-|z|}\right)^{1+\alpha}\left(\log \frac{1}{1-|z|}\right)^{2+\varepsilon}, \quad|z| \notin E_{1} . \tag{4.6}
\end{equation*}
$$

This proves Theorem 1.2(a) in the case $k=1$.
Remark. Note that the estimate in (4.6) holds for any Blaschke product whose zeros satisfy (1.4), but possibly for a different exceptional set. In particular, the estimate in (4.6) holds for the products $B_{n}(z)$ defined in (4.1), for the same exceptional set $E_{1}$ as above, since each $B_{n}(z)$ has the same zeros as $B(z)$ except for one (or for one multiplicity in case of a multiple zero).

Induction assumption. Suppose then that the estimate

$$
\begin{equation*}
\left|\frac{B^{(k)}(z)}{B(z)}\right| \leq C\left(\left(\frac{1}{1-|z|}\right)^{1+\alpha}\left(\log \frac{1}{1-|z|}\right)^{2+\varepsilon}\right)^{k}, \quad|z| \notin E_{1} \tag{4.7}
\end{equation*}
$$

holds for every $k=1, \ldots, J$.
The case $k=J+1$. We make use of Lemma D :

$$
\frac{B^{(J+1)}(z)}{B(z)}=\sum_{m=0}^{J} \sum_{n=1}^{\infty} \frac{J!(m+1)}{(J-m)!} \frac{B_{n}^{(J-m)}(z)}{B_{n}(z)} \frac{\left(\bar{z}_{n}\right)^{m+1} z_{n}}{\left|z_{n}\right|^{2}} \frac{\left|z_{n}\right|^{2}-1}{\left(1-\bar{z}_{n} z\right)^{m+1}\left(z_{n}-z\right)} .
$$

It follows that

$$
\begin{equation*}
\left|\frac{B^{(J+1)}(z)}{B(z)}\right| \leq \sum_{m=0}^{J} \sum_{n=1}^{\infty} \frac{J!(m+1)}{(J-m)!}\left|\frac{B_{n}^{(J-m)}(z)}{B_{n}(z)}\right| \frac{1-\left|z_{n}\right|^{2}}{\left|1-\bar{z}_{n} z\right|^{m+1}\left|z-z_{n}\right|} . \tag{4.8}
\end{equation*}
$$

By Remark following formula (4.6), the induction assumption (4.7) applies to each of the products $B_{n}(z)$, and so, for every $m=0, \ldots, J-1$, we have

$$
\begin{equation*}
\left|\frac{B_{n}^{(J-m)}(z)}{B_{n}(z)}\right| \leq C\left(\left(\frac{1}{1-|z|}\right)^{1+\alpha}\left(\log \frac{1}{1-|z|}\right)^{2+\varepsilon}\right)^{J-m}, \quad|z| \notin E_{1} . \tag{4.9}
\end{equation*}
$$

Similarly as in proving (4.4) and (4.5), we deduce that

$$
\begin{align*}
\sum_{n=1}^{\infty} \frac{1-\left|z_{n}\right|^{2}}{\left|1-\bar{z}_{n} z\right|^{m+1}\left|z-z_{n}\right|} & \leq C\left(\frac{1}{1-|z|}\right)^{m} \sum_{n=1}^{\infty} \frac{1-\left|z_{n}\right|^{2}}{\left|1-\bar{z}_{n} z\right|\left|z-z_{n}\right|}  \tag{4.10}\\
& \leq C\left(\frac{1}{1-|z|}\right)^{m+1+\alpha}\left(\log \frac{1}{1-|z|}\right)^{2+\varepsilon}
\end{align*}
$$

provided that $|z| \notin E_{1}$.
By combining (4.8), (4.9) and (4.10), it follows that

$$
\left|\frac{B^{(J+1)}(z)}{B(z)}\right| \leq C\left(\left(\frac{1}{1-|z|}\right)^{1+\alpha}\left(\log \frac{1}{1-|z|}\right)^{2+\varepsilon}\right)^{J+1}, \quad|z| \notin E_{1} .
$$

This proves Theorem 1.2(a) in the case $k=J+1$.
The proof of Theorem 1.2(a) is now completed.

## 5. Proof of Theorem $1.2(b)$

This proof is by induction and combines the ideas used in proving Theorems $1.1(\mathrm{~b})$ and $1.2(\mathrm{a})$, see Sections 3 and 4, respectively.

Let $\left\{K_{n}\right\}$ be the sequence of discs as in the proof of Theorem 1.1(b). We suppose that $z \in D \backslash U$ is fixed, where $U=\bigcup_{n=1}^{\infty} K_{n}$. By the proof of Theorem 1.1(b), we know that this assumption leads to an exceptional set $E_{2}$ of linear measure zero. As earlier, we denote $R=\frac{1+|z|}{2}$, and $C>0$ stands for a constant (independent of $n$ ) the value of which may not be the same at each occurrence.

The case $k=1$. By (4.3), it follows that

$$
\begin{align*}
\left|\frac{B^{\prime}(z)}{B(z)}\right| & \leq \sum_{\left|z_{n}\right|<R} \frac{1-\left|z_{n}\right|^{2}}{\left|1-\bar{z}_{n} z\right| r_{n}}+\sum_{\left|z_{n}\right| \geq R} \frac{1-\left|z_{n}\right|^{2}}{\left|1-\bar{z}_{n} z\right|\left(\left|z_{n}\right|-|z|\right)}  \tag{5.1}\\
& \leq \frac{2}{a(1-R)} \sum_{\left|z_{n}\right|<R} \frac{1-\left|z_{n}\right|}{1-\left|z_{n} z\right|}+\frac{2}{R-|z|} \sum_{\left|z_{n}\right| \geq R} \frac{1-\left|z_{n}\right|}{1-\left|z_{n} z\right|} \\
& \leq \frac{C}{1-|z|} \sum_{n=1}^{\infty} \frac{1-\left|z_{n}\right|}{1-\left|z_{n} z\right|}, \quad z \in D \backslash U .
\end{align*}
$$

Lemma C, with $p=J=1$, yields

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1-\left|z_{n}\right|}{1-\left|z_{n} z\right|}=o\left(\left(\frac{1}{1-|z|}\right)^{1+\alpha}\right), \quad|z| \rightarrow 1^{-} . \tag{5.2}
\end{equation*}
$$

Now, (3.1), (5.1) and (5.2) prove Theorem 1.2(b) in the case $k=1$.
Induction assumption. Suppose then that

$$
\begin{equation*}
\left|\frac{B^{(k)}(z)}{B(z)}\right|=o\left(\left(\frac{1}{1-|z|}\right)^{(1+\alpha) k}\right), \quad|z| \rightarrow 1^{-}, z \in D \backslash U \tag{5.3}
\end{equation*}
$$

holds for every $k=1, \ldots, J$. So, by (3.1), we assume that the assertion of Theorem 1.2(b) holds for $k=1, \ldots, J$.

The case $k=J+1$. Applying Lemma C (with $p=1$ and $J=m+1$ ), we get, in the spirit of the case $k=1$, that the estimate

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{1-\left|z_{n}\right|^{2}}{\left|1-\bar{z}_{n} z\right|^{m+1}\left|z_{n}-z\right|}=o\left(\left(\frac{1}{1-|z|}\right)^{m+1+\alpha}\right), \quad|z| \rightarrow 1^{-} \tag{5.4}
\end{equation*}
$$

holds for every $m=0, \ldots, J$, provided that $z \in D \backslash U$. Just as in Section 4, we note that the estimate in (5.3) holds for the products $B_{n}(z)$ as well. Therefore, by (4.8), (5.3) and (5.4), we conclude that

$$
\left|\frac{B^{(J+1)}(z)}{B(z)}\right|=o\left(\left(\frac{1}{1-|z|}\right)^{(1+\alpha)(J+1)}\right), \quad|z| \rightarrow 1^{-}, z \in D \backslash U .
$$

This, together with (3.1), proves Theorem $1.2(\mathrm{~b})$ in the case $k=J+1$.
The proof of Theorem 1.2(b) is now completed.

## 6. Discussion on sharpness

We illustrate the sharpness of Theorem 1.2(a) (and of Theorem 1.1(a)) by constructing a suitable Blaschke product with infinitely many zeros. An analogous example for entire functions is constructed in [4, p. 103]. However, the reasoning in the unit disc seems to be more involved than the corresponding reasoning in the complex plane.

Let $0<\alpha<1$, and define a constant

$$
N=N(\alpha)=\left[\frac{1+\alpha}{1-\alpha}\right]+1 \geq 2
$$

where $[x]$ denotes the largest integer not exceeding $x$. Further, define

$$
z_{n}=1-\left(\frac{1}{n}\right)^{1 / \alpha}, \quad n \geq N .
$$

For every $\varepsilon>0$, we clearly have

$$
\sum_{n=N}^{\infty}\left(1-z_{n}\right)^{\alpha}=\infty \quad \text { and } \quad \sum_{n=N}^{\infty}\left(1-z_{n}\right)^{\alpha+\varepsilon}<\infty
$$

The Blaschke product having zeros at the points $z_{n}, n \geq N$, is simply

$$
\begin{equation*}
B(z)=\prod_{n=N}^{\infty} \frac{z_{n}-z}{1-z_{n} z} \tag{6.1}
\end{equation*}
$$

Theorem 1.2(a) implies, for any $\varepsilon>0$, that there is an exceptional set $E_{1} \subset[0,1)$ satisfying (1.1) such that

$$
\begin{equation*}
\left|\frac{B^{\prime}(z)}{B(z)}\right|=O\left(\left(\frac{1}{1-|z|}\right)^{1+\alpha+\varepsilon}\right), \quad|z| \notin E_{1} . \tag{6.2}
\end{equation*}
$$

To illustrate the sharpness of (6.2), we prove the following result.
Proposition 6.1. Let $B$ be the Blaschke product defined in (6.1), and let $E_{1}$ be the exceptional set in (6.2). Then there exist a set $F_{1} \in[0,1)$, satisfying $\int_{F_{1}} \frac{d r}{1-r}=\infty$, and a constant $C=C(\alpha)>0$ such that

$$
\begin{equation*}
\left|\frac{B^{\prime}(x)}{B(x)}\right| \geq \frac{C}{(1-x)^{1+\alpha}} \log \frac{1}{1-x}, \quad x \in F_{1} \backslash E_{1} . \tag{6.3}
\end{equation*}
$$

The remaining part of the present section is devoted to proving Proposition 6.1. To begin with, we define the sequences

$$
\beta_{n}=\left(1-z_{n}\right)^{1+\alpha}=\left(\frac{1}{n}\right)^{1+1 / \alpha}, \quad n \geq N
$$

and

$$
\begin{equation*}
\gamma_{n}=\frac{\left(1-z_{n}\right)^{1+\alpha}}{\alpha \delta \log \frac{1}{1-z_{n}}}=\frac{\beta_{n}}{\delta \log n}\left(\leq \beta_{n}\right), \quad n \geq N \tag{6.4}
\end{equation*}
$$

where $\delta \geq \frac{1}{\log 2}$ is a constant to be fixed later on. Also, we define an auxiliary
function

$$
g(x)=\frac{x}{x-1}\left(\frac{x}{x+1}\right)^{1 / \alpha}, \quad x>1
$$

Obviously, $g$ is differentiable and $\lim _{x \rightarrow \infty} g(x)=1$. Further,

$$
g^{\prime}(x)=x^{1 / \alpha}(x+1)^{1 / \alpha} \frac{\left(1+\frac{1}{\alpha}\right)(x-1)-x\left(1+\frac{1}{\alpha} \cdot \frac{x-1}{x+1}\right)}{(x-1)^{2}(x+1)^{2 / \alpha}}
$$

so that $g^{\prime}(x)>0$ if and only if

$$
\left(1+\frac{1}{\alpha}\right)(x-1)>x\left(1+\frac{1}{\alpha} \cdot \frac{x-1}{x+1}\right)
$$

which is equivalent to the statement $x>\frac{1+\alpha}{1-\alpha}$. Hence, we conclude that $g(x)<1$ for $N \leq x<\infty$. This property of $g$ will be used to prove the inequalities

$$
\begin{equation*}
0<z_{N}<z_{N}+\beta_{N}<z_{n}<z_{n}+\beta_{n}<z_{n+1}<\cdots<1, \quad n>N . \tag{6.5}
\end{equation*}
$$

Namely, we have

$$
\begin{equation*}
\frac{n}{n-1}\left(\frac{n}{n+1}\right)^{1 / \alpha}=g(n)<1, \quad n \geq N \tag{6.6}
\end{equation*}
$$

Multiplying both sides of (6.6) by $\frac{n-1}{n}\left(\frac{1}{n}\right)^{1 / \alpha}$, we obtain

$$
\left(\frac{1}{n+1}\right)^{1 / \alpha}<\left(\frac{1}{n}\right)^{1 / \alpha}\left(1-\frac{1}{n}\right), \quad n \geq N
$$

so that

$$
1-\left(\frac{1}{n}\right)^{1 / \alpha}+\left(\frac{1}{n}\right)^{1+1 / \alpha}<1-\left(\frac{1}{n+1}\right)^{1 / \alpha}, \quad n \geq N
$$

But this is equivalent to $z_{n}+\beta_{n}<z_{n+1}, n \geq N$. Note that all the other inequalities in (6.5) are trivial. Further, since $\gamma_{n} \leq \beta_{n}$ for $n \geq N$, the inequalities (6.5) give us

$$
\begin{equation*}
0<z_{N}<z_{N}+\gamma_{N}<z_{n}<z_{n}+\gamma_{n}<z_{n+1}<\cdots<1, \quad n>N . \tag{6.7}
\end{equation*}
$$

Next, we consider the union of open intervals

$$
F=\bigcup_{n=N}^{\infty}\left(z_{n}, z_{n}+\gamma_{n}\right) .
$$

By (6.7), $F$ is a subset of $[0,1)$, and the intervals $\left(z_{n}, z_{n}+\gamma_{n}\right)$ are pairwise disjoint. Further,

$$
\int_{F} \frac{d r}{1-r}=\sum_{n=N}^{\infty} \int_{z_{n}}^{z_{n}+\gamma_{n}} \frac{d r}{1-r} \geq \sum_{n=N}^{\infty} \frac{\gamma_{n}}{1-z_{n}}=\frac{1}{\delta} \sum_{n=N}^{\infty} \frac{1}{n \log n}=\infty,
$$

no matter how we choose the constant $\delta \geq \frac{1}{\log 2}$.
A simple computation results in

$$
\frac{B^{\prime}(z)}{B(z)}=\sum_{n=N}^{\infty} \frac{z_{n}^{2}-1}{\left(1-z_{n} z\right)\left(z-z_{n}\right)} .
$$

Suppose then that $z=x \in F$. Then there exists a unique integer $k \geq N$ such that $z_{k}<x<z_{k}+\gamma_{k}$. We have

$$
\begin{align*}
\left|\frac{B^{\prime}(x)}{B(x)}\right| \geq & \left|\frac{z_{k}^{2}-1}{\left(1-z_{k} x\right)\left(x-z_{k}\right)}\right|-\left|\sum_{n \neq k} \frac{z_{n}^{2}-1}{\left(1-z_{n} x\right)\left(x-z_{n}\right)}\right|  \tag{6.8}\\
\geq & \frac{1-z_{k}^{2}}{\left(1-z_{k} x\right)\left(x-z_{k}\right)}-\sum_{n=N}^{k-1} \frac{1-z_{n}^{2}}{\left(1-z_{n} x\right)\left(x-z_{n}\right)} \\
& -\sum_{n=k+1}^{\infty} \frac{1-z_{n}^{2}}{\left(1-z_{n} x\right)\left(z_{n}-x\right)} .
\end{align*}
$$

With the notation fixed above, we obtain the following two lemmas, which are valid for all $k$ large enough. By this we mean that $x$ is close to 1 , yet $x \in F$ and $z_{k}<x<z_{k}+\gamma_{k}$. The proofs of the lemmas will be given at the end of this section.

Lemma 6.2. For all $k$ large enough, we have

$$
\sum_{n=k+1}^{\infty} \frac{1-z_{n}^{2}}{\left(1-z_{n} x\right)\left(z_{n}-x\right)} \leq \frac{C_{1}}{\left(1-z_{k}\right)^{1+\alpha}} \log \frac{1}{1-z_{k}}
$$

where $C_{1}=C_{1}(\alpha)>0$ is a constant independent of $k$.
Lemma 6.3. For all $k$ large enough, we have

$$
\sum_{n=N}^{k-1} \frac{1-z_{n}^{2}}{\left(1-z_{n} x\right)\left(x-z_{n}\right)} \leq \frac{4 \alpha^{2}}{\left(1-z_{k}\right)^{1+\alpha}} \log \frac{1}{1-z_{k}}
$$

We will also make use of the next result, which follows directly from the assumption $z_{k}<x<z_{k}+\gamma_{k}$ and the definition of the points $\gamma_{k}$.

Lemma 6.4. For any $k \geq N$, we have

$$
\frac{1-z_{k}^{2}}{\left(1-z_{k} x\right)\left(x-z_{k}\right)} \geq \frac{\alpha \delta}{\left(1-z_{k}\right)^{1+\alpha}} \log \frac{1}{1-z_{k}}
$$

where $\delta \geq \frac{1}{\log 2}$ is the constant from (6.4).
Suppose for a moment that the assertions in Lemmas 6.2 and 6.3 hold for all $k \geq M \geq N$. Choose the constant $\delta \geq \frac{1}{\log 2}$ such that

$$
C_{0}=\alpha \delta-C_{1}-4 \alpha^{2}>0 .
$$

Define

$$
F_{1}=\bigcup_{n=M}^{\infty}\left(z_{n}, z_{n}+\gamma_{n}\right)
$$

Clearly, $F_{1} \subset F$ and $\int_{F_{1}} \frac{d r}{1-r}=\infty$. Suppose that $z=x \in F_{1} \backslash E_{1}$, where $E_{1}$ is the exceptional set in (6.2). Then, by (6.8), Lemmas 6.2-6.4, and the inequalities $z_{k}<x<z_{k}+\gamma_{k}$, we conclude that

$$
\begin{equation*}
\left|\frac{B^{\prime}(x)}{B(x)}\right| \geq \frac{C_{0}}{\left(1-z_{k}\right)^{1+\alpha}} \log \frac{1}{1-z_{k}} \geq \frac{C_{0} 2^{-(1+\alpha)}}{(1-x)^{1+\alpha}} \log \frac{2^{-1}}{1-x} \tag{6.9}
\end{equation*}
$$

The estimate in (6.3) follows from (6.9).
To conclude Proposition 6.1, it remains to prove Lemmas 6.2 and 6.3.
Proof of Lemma 6.2. For any $n \geq k+1$, we have

$$
\begin{align*}
\frac{1-z_{n}^{2}}{\left(1-z_{n} x\right)\left(z_{n}-x\right)} & \leq \frac{2}{1-\left(z_{k}+\gamma_{k}\right)} \cdot \frac{1-z_{n}}{z_{n}-\left(z_{k}+\gamma_{k}\right)}  \tag{6.10}\\
& \leq \frac{2}{1-\left(z_{k}+\beta_{k}\right)} \cdot \frac{1-z_{n}}{z_{n}-\left(z_{k}+\beta_{k}\right)} \\
& =\frac{k}{k-1} \cdot \frac{2}{1-z_{k}} \cdot \frac{k^{1+1 / \alpha}}{n^{1 / \alpha}(k-1)-k^{1+1 / \alpha}} \\
& \leq \frac{4 k^{1+1 / \alpha}}{1-z_{k}} \cdot \frac{1}{n^{1 / \alpha}(k-1)-k^{1+1 / \alpha}}
\end{align*}
$$

Note that inequality (6.6) guarantees that

$$
\begin{equation*}
n^{1 / \alpha}(k-1)-k^{1+1 / \alpha} \geq(k+1)^{1 / \alpha}(k-1)-k^{1+1 / \alpha}>0, \quad n \geq k+1 . \tag{6.11}
\end{equation*}
$$

In fact, by L'Hopital's rule,

$$
\begin{equation*}
\lim _{k \rightarrow \infty} k\left(1-\left(\frac{k}{k+1}\right)^{1 / \alpha}\right)=\frac{1}{\alpha} \tag{6.12}
\end{equation*}
$$

so that
(6.13)

$$
\lim _{k \rightarrow \infty} \frac{(k+1)^{1 / \alpha}}{(k+1)^{1 / \alpha}(k-1)-k^{1+1 / \alpha}}=\lim _{k \rightarrow \infty} \frac{1}{k\left(1-\left(\frac{k}{k+1}\right)^{1 / \alpha}\right)-1}=\frac{\alpha}{1-\alpha}
$$

We will also make use of the fact that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{k-1}{(k+1)^{1 / \alpha}(k-1)-k^{1+1 / \alpha}} \cdot \frac{(k+1)^{1 / \alpha}}{k-1}=\frac{\alpha}{1-\alpha} \tag{6.14}
\end{equation*}
$$

which clearly follows from (6.13).

Now, by using (6.14) and integrating by parts, we deduce that

$$
\begin{aligned}
\int_{k+1}^{\infty} \frac{d t}{t^{1 / \alpha}(k-1)-k^{1+1 / \alpha}}= & \int_{k+1}^{\infty} t^{1-1 / \alpha} \cdot \frac{t^{1 / \alpha-1}}{t^{1 / \alpha}(k-1)-k^{1+1 / \alpha}} d t \\
= & \frac{\alpha}{k-1}\left[t^{1-1 / \alpha} \log \left(\frac{t^{1 / \alpha}(k-1)-k^{1+1 / \alpha}}{k-1}\right)\right]_{k+1}^{\infty} \\
& +\frac{1-\alpha}{k-1} \int_{k+1}^{\infty} t^{-1 / \alpha} \log \left(\frac{t^{1 / \alpha}(k-1)-k^{1+1 / \alpha}}{k-1}\right) d t \\
\leq & \frac{k+1}{k-1} \frac{\alpha}{(k+1)^{1 / \alpha}} \log \left(\frac{k-1}{(k+1)^{1 / \alpha}(k-1)-k^{1+1 / \alpha}}\right) \\
& +\frac{1-\alpha}{k-1} \int_{k+1}^{\infty} t^{-1 / \alpha} \log \left(t^{1 / \alpha}\right) d t \\
\leq & \frac{k+1}{k-1} \frac{\alpha}{(k+1)^{1 / \alpha}} \log \left(\frac{2 \alpha}{1-\alpha} \cdot \frac{k-1}{(k+1)^{1 / \alpha}}\right) \\
& -\frac{1}{k-1}\left[t^{1-1 / \alpha}\left(\frac{\alpha}{1-\alpha}+\log t\right)\right]_{k+1}^{\infty} \\
\leq & \frac{2}{(k+1)^{1 / \alpha}}\left(\frac{\alpha}{1-\alpha}+\log (k+1)\right)
\end{aligned}
$$

which holds for all $k$ large enough. Hence, by using (6.10), (6.11), and (6.13), we obtain

$$
\begin{aligned}
& \sum_{n=k+1}^{\infty} \quad \frac{1-z_{n}^{2}}{\left(1-z_{n} x\right)\left(z_{n}-x\right)} \\
& \quad \leq \frac{4 k^{1+1 / \alpha}}{1-z_{k}}\left(\frac{1}{(k+1)^{1 / \alpha}(k-1)-k^{1+1 / \alpha}}+\int_{k+1}^{\infty} \frac{d t}{t^{1 / \alpha}(k-1)-k^{1+1 / \alpha}}\right) \\
& \quad \leq \frac{4 k^{1+1 / \alpha}}{1-z_{k}}\left(\frac{\alpha}{1-\alpha} \cdot \frac{2}{(k+1)^{1 / \alpha}}+\frac{2}{(k+1)^{1 / \alpha}}\left(\frac{\alpha}{1-\alpha}+\log (k+1)\right)\right) \\
& \quad \leq \frac{4 k}{1-z_{k}}\left(\frac{4 \alpha}{1-\alpha}+2 \log (k+1)\right)
\end{aligned}
$$

which holds for all $k$ large enough. The assertion now follows by using the fact that $k=\frac{1}{\left(1-z_{k}\right)^{\alpha}}$ for every $k \geq N$.

Proof of Lemma 6.3. We assume that $k \geq N+1$, for otherwise there is nothing to prove. Then, for any $n \in\{N, \ldots, k-1\}$, we have

$$
\begin{aligned}
\frac{1-z_{n}^{2}}{\left(1-z_{n} x\right)\left(x-z_{n}\right)} & \leq 2 \frac{1-z_{n}}{\left(1-z_{n}\left(z_{k}+\beta_{k}\right)\right)\left(z_{k}-z_{n}\right)} \\
& =2 k^{2 / \alpha} \frac{n^{1 / \alpha}}{\left(\left(n^{1 / \alpha}-1\right) \frac{k-1}{k}+k^{1 / \alpha}\right)\left(k^{1 / \alpha}-n^{1 / \alpha}\right)} \\
& \leq 2 k^{1 / \alpha} \frac{n^{1 / \alpha}}{k^{1 / \alpha}-n^{1 / \alpha}} .
\end{aligned}
$$

Define a continuous function

$$
h(x)=\frac{x^{1 / \alpha}}{k^{1 / \alpha}-x^{1 / \alpha}}, \quad 1 \leq x<k^{1 / \alpha} .
$$

Since the function $h$ is strictly increasing, we get

$$
h(n)<2 \int_{n}^{n+1 / 2} h(t) d t, \quad 1 \leq n<n+\frac{1}{2}<k^{1 / \alpha} .
$$

Therefore, it follows that

$$
\begin{align*}
\sum_{n=N}^{k-1} \frac{1-z_{n}^{2}}{\left(1-z_{n} x\right)\left(x-z_{n}\right)} & \leq 2 k^{1 / \alpha} \sum_{n=N}^{k-1} \frac{n^{1 / \alpha}}{k^{1 / \alpha}-n^{1 / \alpha}}  \tag{6.15}\\
& \leq 4 k^{1 / \alpha} \int_{1}^{k-1 / 2} \frac{t^{1 / \alpha}}{k^{1 / \alpha}-t^{1 / \alpha}} d t \\
& \leq 4 k^{1 / \alpha}\left(k-\frac{1}{2}\right) \int_{1}^{k-1 / 2} \frac{t^{1 / \alpha-1}}{k^{1 / \alpha}-t^{1 / \alpha}} d t \\
& =4 \alpha k^{1 / \alpha}\left(k-\frac{1}{2}\right) \log \left(\frac{k^{1 / \alpha}-1}{k^{1 / \alpha}-\left(k-\frac{1}{2}\right)^{1 / \alpha}}\right),
\end{align*}
$$

which holds for any $k \geq N+1$. Similarly as in (6.12), we get

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{k^{1 / \alpha}-1}{k\left(k^{1 / \alpha}-\left(k-\frac{1}{2}\right)^{1 / \alpha}\right)}=\lim _{k \rightarrow \infty} \frac{1-k^{-1 / \alpha}}{k\left(1-\left(\frac{k-\frac{1}{2}}{k}\right)^{1 / \alpha}\right)}=\alpha . \tag{6.16}
\end{equation*}
$$

Now, by (6.15) and (6.16), we deduce that

$$
\sum_{n=N}^{k-1} \frac{1-z_{n}^{2}}{\left(1-z_{n} x\right)\left(x-z_{n}\right)} \leq 4 \alpha k^{1+1 / \alpha} \log k,
$$

which holds for all $k$ large enough. Finally, since $k=\frac{1}{\left(1-z_{k}\right)^{\alpha}}$ for every $k \geq N$,
we conclude the assertion.

Remark. The discussion above holds in the case when $0<\alpha<1$. We note that if $\alpha \notin(0,1)$, then the sequence $\left\{z_{n}\right\}$ is not even a Blaschke sequence.

Acknowledgement. The author would like to thank Aimo Hinkkanen (University of Illinois at Urbana-Champaign), Ilpo Laine (University of Joensuu), and the referee.

## References

[1] P. Ahern, On a theorem of Hayman concerning the derivative of a function of bounded characteristic, Pacific J. Math. 83 (1979), 297-301.
[2] I. Chyzhykov, G. G. Gundersen and J. Heittokangas, Linear differential equations and logarithmic derivative estimates, Proc. London Math. Soc. (3) 86 (2003), 735-754.
[3] P. Duren, Theory of $H^{p}$ spaces, Academic Press, New York-San Francisco-London, 1970.
[4] G. G. Gundersen, Estimates for the logarithmic derivative of a meromorphic function, plus similar estimates, J. London Math. Soc. (2) 37 (1988), 88-104.
[5] J. Heittokangas, Solutions of $f^{\prime \prime}+A(z) f=0$ in the unit disc having Blaschke sequences as the zeros, Comput. Methods Funct. Theory 5 (2005), 49-63.
[6] J. Heittokangas, Blaschke-oscillatory equations of the form $f^{\prime \prime}+A(z) f=0$, J. Math. Anal. Appl. 318 (2006), 120-133.
[7] M. A. Kutbi, Integral means for the first derivative of Blaschke products, Kodai Math. J. 24 (2001), 86-97.
[8] M. A. Kutbi, Integral means for the $n$th derivative of Blaschke products, Kodai Math. J. 25 (2002), 191-208.
[9] C. N. Linden, $H^{p}$ derivatives of Blaschke products, Michigan Math. J. 23 (1976), 43-51.
[10] B. JA. Levin, Distribution of zeros of entire functions, Translated by R. P. Boas et al., Revised edition, Translations of mathematical monographs 5, American Mathematical Society, Providence, R.I., 1980.
[11] D. Protas, Blaschke products with derivative in $H^{p}$ and $B^{p}$, Michigan Math. J. 20 (1973), 393-396.
[12] D. Protas, Mean growth of the derivative of a Blaschke product, Kodai Math. J. 27 (2004), 354-359.

Janne Heittokangas<br>University of Illinois at Urbana-Champaign<br>Department of Mathematics<br>1409 W. Green St.<br>Urbana, IL 61801<br>USA<br>Current Address:<br>University of Joensuu<br>Mathematics<br>P. O. Box 111<br>80101 Joensuu<br>Finland<br>E-mail: janne.heittokangas@joensuu.fi


[^0]:    2000 Mathematics Subject Classification: Primary 30D50; Secondary 30A10.
    Keywords and phrases: Blaschke product, Blaschke sequence, logarithmic derivative.
    This research is partially supported by the Väisälä Fund of the Finnish Academy of Science and Letters, and the Academy of Finland grant 210245.

    Received March 23, 2006; revised March 6, 2007.

