ON CONTINUOUS-TIME MARKOV PROCESSES
WITH REWARDS, II

By Hironisa HaTori AND TosHIO MORI

1. Let Xi ¢=0 be a continuous-time Markov process with the state space
S={1,2, -, N}. The quantity a;; is defined as follows: in a short time interval
dt, the process that is now in state jeS will make a transition to state 2eS with
probability a;dt+o(df), (k). The probability of two or more transitions is o(d?).
Then this Markov process is described by the transition-rate matrix A=(au),
where the diagonal elements of A are defined by aj;=— Disjam (7=1,2, -+, N).
Now, let us suppose that the system earns a reward at the rate of 7;; dollars per
unit time during all the time it occupies state j. Suppose further that when the
system makes a transition from state j to state & (j=:k), it receives a reward of 7
dollars. In the previous paper, we have given a limiting property of the total
reward R(#) that the system will earn in a time ¢ by assuming that the multi-
plicity of every root of det(sI—A)=0 is 1. In this paper, we shall prove this
property in the case where the roots of the equation det(s/—A)=0 are not neces-
sarily simple.

def
2. Let ¢;(0)=E{e""E®|X,=75} be the characteristic function of R(#) given that
Xo=j7 and put

(1) 2,00, s>=8°°soﬁ<z9>e—stdt (i=1,2, - N),
0

where s is a positive-valued variable. Introducing the NX N matrix

a1 +i0r @126 anenw
et Aoz 110720 ‘e asyet’mN
def]
AO)=
ax1807 N an2e'7N2 ann+i0ryy

and the vectors

o[ D1(0, $) et 1
(0, s)g[@N(({? ’ss)] and ecl:r[li],
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we have the following lemma the proof of which has been shown in section 3 of [1].
LemMa. We have that

(2) D0, s)=(sI—A(0) e,

where I is the NXN identity matvix.
We shall now prove the following

THEOREM. If A is indecomposable, then the distribution function of the vandom
variable [R@®)—gtl// t converges as t—co to a novmal law, wheve g is a constant.

Proof. Let ay,=0, ai, ---, ay_; be the roots of the equation det(s/—A)=0 which
need not all be distinct. It has been proved in Remark 1 of [1] that @,=0 is a simple
root and R(e))<0 (j=1, 2, -, N—1). Let £i(8), Li(0), ---, Cx-1(6) be the roots of det
(sI—A(0))=0 such that

L(0)—0, CLu(0)—ay, -, Lyva(@)—ax_, as 6—0.

Then there exist positive constants ¢ and 6, such that {,(¢) is analytic in # for
|6 <8, and

(3) —e=R(Cu(0)), R(Eu0)) < —2¢ (=1, 2, -+, N=1) for |0]<0,.
From Lemma, the following expression for @(f, s) is obtained:

__a0) 9(s, 0)
(4) 20 9=5"20) T =60 =GO —Lra0)

where ¢(f) is an N-dimensional vector-valued function which is continuous at =0,
and

(5) 9(s, 0)=go(0)s¥ 2+ g1(O)s¥ 2.4 gn_s(0)

is a polynomial whose degree is at most N—2 and whose coefficients go(f),
g:(0), -+, gn-2(0) are vector-valued function of 6 which are continuous at 0=0.
It is easy to see that the polynomial (5) may be written as follows:

g(s, O)=71(0)-(s—L:(0)) (s—Ls(0))-+-(s —Lw-1(6))
(6) +72(0)- (s—La(6)) (s —Lw-1(0))
+-o A rn—o(0) - (s—Lw-1(0)FTr-1(0),

where the vector-valued functions z1(0), z2(0), ---, T~-1(f) are continuous functions
of go, -, gv—: and &y, -+, {y_1. It follows from the continuity of g’s and ¢’s that
7;(0) is continuous at §=0 (=1, 2, ---, N—1), and therefore there exists a constant
K< 400 such that
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(7) lea@|=K  for |0]<60  (j=1,2, .-, N—1; k=1,2, ---, N),

where t(0) is the k-th component of z;(#). From (4) and (6), we have

a0 7:(0) z2(0)
(8) 0. 9= <@ T 5o T G=a0) =50
I Tr-1(0)

(s—C1(0)) (s—=La(0))-+-(s—Lw-1(0)) *
If we define 74(¢, 0) (=1, ---, N—1; t=0; 0| <6,) to be

Tl(t; 0) =l
and

t
ralt, 0)=S Oy (b, Odu (k=2),
[1]

then we have from (8) that

def @1:(0)
(9) goz(0)=[ : ]ze‘“’)‘o(ﬁ)wl(t, Nz1(0)+72(t, O)ro(0)+ - +ry-1(t, Drr-1(0).
o i(6)

Since R(Li(0))<—2¢ for || <O, and [0, it is easily verified by induction that
(10) 1ty O = gt (h=1, 2, -, N—1)
Tx\Z, = (k—l)! e =1, 4 00y .
It follows from (7), (9) and (10) that
N -2
AD) o0 = o0 SKe (1 thot gomsr) (=1, s [0]<00),

where o;(0) is the j-th component of (). Since ¢:(0)=e, we have o(0)=e.
From (11), we have for every 6 and sufficiently large ¢

‘90 :(i)—ew"’mm(i)‘SKe‘2“<1+t+~-+ _ﬂ.)
I\t N+ )= (N—2)!

This shows that the characteristic function ¢;(6/f) converges as t—co for all 6 to
the continuous function e%®?, because {,(0)=0 and so {,(8/f)-¢ converges to {{(0)-8
as f—oo. It follows that e‘o("” must be a characteristic function, and therefore

that (}(0) is a pure imaginary. Now define the real number g—f —1£4(0) and
consider the family {[R(#)—9tl/n/ ¢}, of random variables. The characteristic
function of the conditional distribution of the random variable [R(t)-—gt]/«/ t given
that X,=j is

(12) a0) = B (e~ Ko=) = S0 ),
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From (11) and (12), we have for every 0
— — 7
13) Gu(0)—e9V T0g8o0/ V't ”0;(77—)1:0(#‘7‘26’2“)

as t—oo. On the other hand, we have for every @

— — 0
e~ v t0gke(8/ 4 ¢ )to'j<T>
t

14) =WV O+ VT O+ (O8/2400/ V). g (-0_7)

—s ety @/
as t—oo, because {,(0)=0 and g=—if,’(0). It follows from (13) and (14) that
Pj(f)—et" @02 as t—oo,
and, by the argument similar to the one used to show that {,’(0) is pure imaginary,
we know that ¢,”(0)=0. Therefore we have
def ) _ v .
Pu0) = E{e™BO=0/V e} = 37 §u(6)- P{Xo=5}
=1
—spte’ (0)62/2 as {—oo,

This shows that [R()—gfl/a/ ¢ converges in distribution to the normal distribution
N, —&,"(0)).
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