
ON CONTINUOUS-TIME MARKOV PROCESSES

WITH REWARDS, II

BY HIROHISA HATORI AND TOSHIO MORI

1. Let Xt, /i^O be a continuous-time Markov process with the state space
S={1, 2, ~ ,N}. The quantity a^ is defined as follows: in a short time interval
dt, the process that is now in state jςS will make a transition to state kcS with
probability ajκdt+o(df), (j^k). The probability of two or more transitions is o(dt).
Then this Markov process is described by the transition-rate matrix A=(ajk),
where the diagonal elements of A are defined by ##= — Σfc*Λ*, O'=l> 2, •••, N).
Now, let us suppose that the system earns a reward at the rate of rjΊ dollars per
unit time during all the time it occupies state j. Suppose further that when the
system makes a transition from state j to state k (j^k\ it receives a reward of r>
dollars. In the previous paper, we have given a limiting property of the total
reward R(f) that the system will earn in a time t, by assuming that the multi-
plicity of every root of det(s/— A)=Q is 1. In this paper, we shall prove this
property in the case where the roots of the equation det(s/— A)=Q are not neces-
sarily simple.

2. Let φjt(0)=E{eiOR™\Xo=j} be the characteristic function of R(t) given that
Xo=j and put

(1)

where s is a positive-valued variable. Introducing the NxN matrix

def

A(θ)=

and the vectors

\

defΓ Φι(θ, ,
0(0, S) =

defΓ 1 '
and e=\ '•

1

defΓ 1 Ί
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we have the following lemma the proof of which has been shown in section 3 of [1].

LEMMA. We have that

(2) Φ(0, s)=(sI-A(θ)rle,

where I is the NxN identity matrix.

We shall now prove the following

THEOREM. If A is indecomposable, then the distribution function of the random
variable [R(f)—gf\l\/ t converges as t-^>&=> to a normal law, where g is a constant.

Proof. Let α0=0, «ι, •••, αjv-i be the roots of the equation det(s/— A)=Q which
need not all be distinct. It has been proved in Remark 1 of [1] that aQ=Q is a simple
root and 9tfo)<0 (y=l, 2, •••, N-ϊ). Let ζ0(0), G(0), •••, ζ^-ι(0) be the roots of det
(sI-A(θ))=0 such that

ζ0(0)-»0, ζι(0)- !̂, ..., Cir-iCfl)-^-, as 0->0.

Then there exist positive constants ε and 00 such that ζ0(0) is analytic in 0 for
|0|<00, and

(3) -ε^^R(ζ0(0)), 5ft(ζι(0))<-2e (/=!, 2,-, N-l) for |0|<00.

From Lemma, the following expression for Φ(θ, s) is obtained:

( 4 ) «9'*=7^+\*-ζm(*-un <s-ζ* .w)
where σ(0) is an TV-dimensional vector-valued function which is continuous at 0=0,
and

( 5 ) g(s, 0)=gQ(e)sN~2 +gι(0)sN~3-] \-gN-2(θ)

is a polynomial whose degree is at most TV— 2 and whose coefficients g0(0),
9\(θ\ ~, 0N-2(0] are vector-valued function of 0 which are continuous at 0=0.
It is easy to see that the polynomial (5) may be written as follows:

g(s, 0)=n(0) (s—

(6) +r2(0) (s-

where the vector-valued functions rι(0), r2(0), •••, TN-\(&) are continuous functions
of go, ~ ,gN-2 and d, •••, C^_le It follows from the continuity of #'s and ζxs that
r/0) is continuous at 0=0 (j=l, 2, •••, TV—1), and therefore there exists a constant
K<-\-oo such that
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(7) \τJk(θ)\^K for \Θ\<ΘQ (j=l, 2, ••-, JV-1; A=l, 2, •••, JV),

where r/&(#) is the k-th component of r/#). From (4) and (6), we have

(8)

+...+

If we define γk(t, 0)(k=l, •••, N-l', f^O; |0|<00) to be

and

then we have from (8) that

def

( 9 ) φt(0)= \ =<f ™

Since ^(ζz(6^))<-2ε for |#|<00 and /^=0, it is easily verified by induction that

(10) \r#,0)\^-^—e-* < (*=1, 2, .-, N-l).

It follows from (7), (9) and (10) that

(11)

where σχ/9) is the /-th component of σ(0). Since y>ί(0)=β, we have σ(Q)=e.
From (11), we have for every θ and sufficiently large t

This shows that the characteristic function φjt(0/t) converges as t— *oo for all θ to
the continuous function eζόw<f, because ζ0(0)=0 and so ζo(0/t) t converges to ζ£(0) 0
as t— >oo. It follows that g^(0)<? must be a characteristic function, and therefore

def
that ζ0'(0) is a pure imaginary. Now define the real number g=— ίζί(O) and
consider the family {[Λ(f)— flrfl/^/T}^ Of random variables. The characteristic
function of the conditional distribution of the random variable [R(t)—gt]/\/ t given
that Xo=j is

(12) φjt(0)~E{ e<κw>-<M ^\X, =/ } = e-
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From (11) and (12), we have for every 0

(13)
\<SJ

as ί-*oo. On the other hand, we have for every θ

\v t

(
n

"T^
v t

as f->oo, because ζ0(0)=0 and g=—iζQ'(Q). It follows from (13) and (14) that

as t—oo,

and, by the argument similar to the one used to show that ζ(/(0) is pure imaginary,
we know that ζ0

//(0)^0. Therefore we have

def N

ψt(θ) = £{^W(0-αfl//7} = 2 φ»(θ) P{X*=j}
j=ι

__>gCo"(o)^/2 as ί-^oo.

This shows that [R(t)~gt]/\/T converges in distribution to the normal distribution
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