
SOME EXPANSION THEOREMS FOR

STOCHASTIC PROCESSES, I

BY HIROHISA HATORI

1. Let 8(t) (— oo</<oo) be a continuous stationary stochastic process of the
second order (in the wide sense) with mean zero; that is,

(1.1)

is a continuous function of u only, and

(1.2) £{£(*)} =0, -oo</<oo.

o(u) is called the correlation function of 8(t). We have, then,

(1.3)

and

(1.4) p(u)

where F(λ) is a bounded non-decreasing function such that F(oo)—F(—oo) = p(0)
=E{\ £(0!2}, and Z(X) is an orthogonal process such that E[\Z(λ')—Z(λ)\*}=F(λ'
—Q)—F(2—0). F(λ) and Z(λ) are called the spectral function and the random
spectral function of 8(t) respectively.

Let

(1.5) X(f)=f(t)+8(f), -oo<α<oo,

and consider

(1.6) nΓ X(t-s)K(ns)ds=Γ x(t -\K(s)ds,
J—00 J—00 \ H i

where f(t) and K(s) are numerical valued functions. Kawata [5] has shown that if
oo.oo), (ii) f(t+u)-f(t)=0(u) for small u, (iii)
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€^(—00, oo), (iv) K(s) is bounded and 0(|s|~3/2) as |s|-χx> and (v)

\ λ \ d F ( X ) < o o ,

then it holds that

(1.7) εllnΓ X(t-s)K(ns)ds-X(t)(°° K(s)ds^\=o(—\ as n^co.
[I J-oo J-oo I ] \ n I

In the following, we shall make this result more complete.

2. Let F(λ) be the spectral function of a continuous stationary process £(£).
If

(2.1) Γ λ*rdF(X)<oo,

r being a positive integer, then

(2.2) £(W(0=Π.m. -^L .
k

exists for ^=1,2, •••, r, where £(0)GO=£(0 Now, we shall prepare the following
lemma which has been proved in [4], section 3.

LEMMA 1. Under the condition (2. 1), we have with probability 1 that

(2. 3) £" >(f)=l.i.m. A-' Σ f l\-iγ-*e(t+kh).

THEOREM 1. Let H(u) be of bounded variation in (—00, oo). If

(2.4) Γ \u\r+*\dH(u)\<oo

and

(2.5) Γ \λ\2r+2adF(λ)<oo,

then we have

r p

1 J-oo
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where r is a non-negative integer and a is a constant satisfying 0^

Before proving this theorem, we shall give an explanation on the definition of
the integral

ί
oo / « \

-.*('— K>
In this paper, we are often concerned the integral of the type

Γ Y(s)dL(s),
J -oo

where Y(s) is a stochastic process with E{\ Y(s) |2} <oo and L(s) is of bounded
variation in any finite interval. This integral is taken here as

l.i.m.
Λ->-ooJ

where l.i.m. means the limit in the mean of order 2 and the finite integral in this
definition is also as a Riemann-Stieltjes integral, the limit process being taken as
l.i.m..

Proof of Theorem 1. The existence of the integral

Γ 8it- — }
J-oo \ n I

in the above sense can be seen easily. (See [3].) By Lemma 1, we have with pro-
bability 1 that

ί f»(0=Li.m.(-w)*Σ (-l)*-"(? ) 8 It- —
m-+oo v=0 V V 1 \ m

(2.7)

ί
oo / ^ \

8 [ t -- }dum,k(s)
-oo \ n I

for k=l, 2, •••, f, where

0 for 5<0,
(2.8) um,k(s)=.

[ms/ri] , fa ,

(-m)" Σ (-1)*- ( " ) for 5gO,
x
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so that we have
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ί
oo

-o
_ >_ Σn

C°°r
J _„

(2.9)

where

We thus get

(2.10)

Since

and

= H(S)-Σ ( y^^ [°°
*=o ^! nk J _o

ί f oo / ς

= lim£ 8\t-—
I I Λ/J

m-»oo [ J —oo \ rl

J / c \ fS / c \
e(t-—)dLn(s)=l.Lm.\ 8(t~—}dL

-co \ n I Λ-+-OO.U \ w /

ί
5 / ς

elt-—A \ n
dLm(s)

is also the limit of the Riemann sum

Σ 8 { t ~ ] {Lm(S,,)-Lm(Sp-ι)}

in the mean of l.i.m., it follows from (2. 10) that

£{|/ | 2}=limΓ Γ
m-^ooj _OΌJ _α

8 \ *-— I 811-— ] \dU(s) dLm(σ)

Joo poo / 0 _c \

P }dLm(s) dLm(σ)
-ooj -oo \ n I

(2.11)
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Now, we have

ί
oo Λoo / Λco

-J-OolL

ί
oo Λc»

έr"
-00 J-OO

Γ e-*«

(2. 12)

S oo
g-t«/n

— 00

= f" Γe-ί«M_ j; ̂
J_ooL Λ=° kin

Γoo
_l)fc

\
J —0

and

(2. 13)

! nk m

Since A(Λ, 5) is independent of m and

+! nk

kin* '

it holds by Lebesgue's convergence theorem that

ί
oo poo Γ r ( _ /CJftfc ~|

e-^i" dLm(s)= e-M '-- Σ ., ' \dH(s).
-oo J-ooL k=0 kin* J



116 HIROHISA HATORI

On the other hand, we see by (2. 4) that

Γ
J-o

and the polynomial B(λ) of λ, whose degree is 2r, is independent of m so that
(2. 11) implies with (2. 5) and (2. 14) that

because

Π = Γ lim Γ e-ίSλ/

J -oo m->™ J -oo
dF(λ)

(2.15) =Γ dF(λ) I"
J-oo J- rJ-) n

/ Γ°°

(J
rλ

|2^+2« dF(λ)

' w

—x) r~ l dx

e~

(Γ
\ J - o

/ i - . *~ -| \ I I ^ \^ ~~~"

Since it holds

and

(D^(s)iΓ -l Γ-α xa(\ s \-xγ~ldx
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repeated application of Lebesgue's theorem gives with (2. 4) and (2.5) that

r i β i
lim χ« \ e-™λln-\ I1-* (I s \-xY~1 dx=Q,
n^oo J o

limp I dH(s) I P ' I e-^-l I1- x«(\ s \ -xY'1 dx=Q
n-κχ>J _oo J o

and

limp λ 2r+2a dF(λ)( P I dH(s) \ ( * \ e-™λln-l \l~a xa(\ s \-xY~1 dx
Ti-^ooJ.^ \J-oo Jo

Therefore we have

(2.16) lim^+ 2«£{|/|2}=0,
n— >oo

which proves the theorem. The proof of the case r=Q will similarly be done
with slight modifications.

LEMMA 2. Let H(u) be a function satisfying the conditions in Theorem 1,
and f(u) be Lebesgue-Stieltjes integrable with respect to the measure \dH(u)\. If
we assume that

r fϋϋ(f\

(2. 17) f(t+u)= Σ J—^-uk+o(\ u \r+a) for small u
k=Q K !

and

(2. 18) \f(u) \^C(l + \u \r+«) for all u,

where C is a positive constant, then we have

ί
oo

_

This lemma has been stated in [1]. Let X(s)=f(s) + 8(s), — oo<s<oo. And,
to ensure the existence of the integral

we assume that f(u) is Riemann-Stieltjes integrable with respect to dH(u). Then,
we have immediatly the following
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THEOREM 2. Under the conditions in Theorem 1 and Lemma 2, we have

•ί:
(2. 20)

as

where X™(t)=f™(f)+8™(t) for £=1,2, ••-, r.

3. In this section, we shall note that, by using the random spectral function
Z(λ) of £(f), it can be made easy to lead the first halt of (2. 15):

ί °° Γ°° Γ r f— z'ς/Πfc Ί
*-"""- Σ \,-oo J -oo L fc=° « I nk J

which was a foundation of the proof of Theorem 1.
If

Γ
J -0

then

(3. 1) '(t)=Γ tWdZW
J —00

β'(t)= (a. s.).

This is well known [2]. Repeated applications of the method to prove this fact
show immediately that if

Γ λ2r

J -co

then

(3. 2) £ α)(/)= Γ (iλ}k e^ dZ(λ)
J —oo

for &=0, 1, 2, ••-, r. Therefore, under the condition (2. 5), we have

(a. s.)

(3.3)

A:=0 klnk (a. s.).
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Since

(3.4)

we have

(3.5)

where

and so

(3.6)

E\ Γ f(λ) dZ(λ) Γ gWdZ(X) 1 = f " f(λ)g(λ) dF(λ)
[J -00 J -00 J J -00

for / geL\dF),

E{P(s)P(σ)} = Γ R(s, X)~R(^Ί) dF(λ),
J —00

r ( Vojh*
\_ ,,ι(t-s/nϊλ_(>itλ Y V ^Λ^

>-e e h kin*

_^L-^/n_f (~^)fcΊ
— £• I c Z-i r~. 7. h

L A=U ^ ! nk _\

E{\I\*}=E\\\ P(s)dH(s)

^° P(s)dH(s)Γ P(σ)dH(σ)
-oo J -oo

= Γ ί°° E{P(s)P(σ )}dH(s)dH(σ )
J —00 J —00

-Γ Γ (ΓJ -oo J-oo \ J-o<

R(s,λ)dH(s)
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