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Introduction.

Let an nth order linear ordinary differential equation of the form

(EJ εfw^+a^X, ε)wCn~i:>H hdn(x, ε)w = 0

be given, where p is a positive integer, x is an independent variable, ε is a parameter,

and the coefficients ak are functions holomorphic in (x, ε) for

(Pi) \x\^δO}O<\ε\^ro, | a r g ε | ^ ^ 0 ,

δ0, r0 and θ0 being positive constants. We assume that ak admits for I x | ^ δ0 a
uniformly asymptotic expansion in powers of ε

oo

ak(x, ε) ~ Σ ε^akvix)
v=o

as ε tends to zero in the domain 0 < | ε | ^ r0, | arg ε | ^ ΘQ with the coefficients akv

holomorphic for \x\^=kδQ. In this paper we shall discuss reduction of the order of
the equation (EJ in the domain (D^.

First of all, by choosing a positive rational number σ suitably, we rewrite the
equation (EJ in a form

(E2) εnσwCn:>-\-ε<:n'i:>σb1(x, ε)wCn~i:>-\ \-bn(x, ε)w—0,

where the coefficients bk still have the properties similar to those of ak, and moreover
we have bk(x, 0)^0 at least for a certain k.Ό In fact, let Nk be an integer such
that lime^oε-Nkak(x, e) exists and is not
identically equal to zero, then we may cho- N

ose σ so as to have
(0,/>)k

. 7 = 1

In other words, we put

P-N3
7=max (See Fig. 1).

Fig. 1

Received July 7. 1962.
1) For simplicity's sake, we write bk(x, 0) to represent the coefficient bm{x) in the

asymptotic expression bk(x, ε)~Σ?=o£V bkv(x). Therefore, bk(0, 0)=bk0(0).
2) We assume that m i n ^ , N2, •••, Nn} = 0.
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Now we can assume without loss of generality that the algebraic equation

(Q) > + ^(0, O)^" 1 + + WO, 0) = 0

has only one n-ple root, since, otherwise, the reduction of the order of the equation
is always possible (See Sibuya [2]). Then the transformation

(T) w=yexp
nε"

dξ

reduces the equation (E2) to

(E8) εnσy™ =ε<n-2>"p2(x, e)yCn'2>H \-pn(x, ε)y,

where pk have the properties similar to those of bk, and we have

(AJ pk(0,0) = 0 (A = 2, 3, •»,*).

In the following chapters we shall study the equation (E3) under the assumptions
and

(A2) pk(x, 0) =£ 0 for some kP

Under these assumptions, the algebraic equation in λ\

(C2) fr - {p2(x, 0)?*-* + + pn(x, 0)} = 0

has only one n-ple root λ = 0 for x = 0, but it has at least two distinct roots for
xφQ. Therefore, x=0 is possibly a turning point of the equation (E8).

Generally speaking, the domain | x \ ̂  <50 can be divided into a finite number of
subdomains in each of which the solution of (E8) behaves quite differently. These
subdomains can be constructed with the aid of positive rational numbers

0 < Pi < p2 < ••• < Pm

M l c Ipm <C I 7* I < <̂  I s \Pm—l

M w - X | ε |Pm-i ^ I Λ? I ^ 5 m _ 2 | ε \n*-2,

M 2 | e | P ^ | Λ ? | ^ o j e l ^ s

in the following way:

(D2)

and

3) In case when the assumption (A2) does not hold, we must choose a suitable positive
rational number σ' instead of σ, and bring the equation (E3) into a desired form. As this
is always possible, the assumption (A2) does not harm any generality of our following
discussions.
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I x I ̂  Mm I ε K

δm-λ\ ε \Pm-i ̂  I x I ^ M m _ ! I ε |ft»-i,

where the numbers M% are sufficiently large, while the numbers δι are sufficiently
small. Chapter I will be devoted to the determination of those rational numbers
pi which can be done by introducing a convex polygon similar to the Newton's
polygon in the theory of algebraic functions. In Chapter II we shall discuss reduc-
tion of the order of the equation (E3) in each of the domains (D2). In Chapter III
we shall investigate the solutions of the equation (E8) in each of the domains (D8).
In Chapter IV several examples will be given.

Our theory is based upon the ideas originally due to M. Iwano and simplified
by Y. Sibuya.

I. Characteristic polygon.

§ 1. Assumptions. We shall consider an nth order linear ordinary differential
equation of the form

(1. 1) en*y™=e<»-»'p2(x, ε)y^-v + ...+εk°pn-jc(x, ε)y™ + -+pn(x, ε)y,

where σ is a positive integer,4) x is an independent variable, ε is a parameter, and
the coefficients pk are functions holomorphic in (x, ε) for

(1.2) \x\^δo, 0 < | e | ^ r 0 , | a r g ε | ^ 0 o ,

δ0, r0 and θ0 being positive constants. We assume that pk admits for

(1.3) |a?| ^δ0

a uniformly asymptotic expansion in powers of ε

(1.4) p*(x,ε)~ΣεvPUx)
v=o

as ε tends to zero in the domain

(1.5) 0 < | β | ^ r 0 , large I ̂  θ09

where the coefficients pkv are holomorphic in the domain (1. 3).
We shall further assume that

(i) Pko(x) ^ 0 for some k;

(ϋ) Ao(O) = O (* = 2,3,...,n).

4) As is seen from our discussion in the Introduction, σ is generally a positive rational
number. However, replacing ε, if necessary, by a suitable fractional power of ε, σ can
always be regarded as an integer.
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Under these assumptions, the algebraic equation in λ\

(1. 6) > - {p2o(x)*n-2+'-+Pno(x)} = 0

has only one w-ple root λ = 0 for x = 0, and at least two distinct roots for
Therefore, x=0 is possibly a turning point of the equation (1.1).

§ 2. Definition of the characteristic polygon. Let

(2.1) PUx) = flxhpkvh
Λ = 0

be the expansion of pkv in powers of xt where the coefficients pkvh are constants.
Suppose

(2.2) p k v h = 0 (A < m* y)

a n d

(2. 3) />fcl;Λ ^ 0 (A =

If pkv(x) = 0, we put mlcv =

In a plane with a rectangular coordinate system (X, F), we plot the following
points

(2.4)

R = {a, -1),

v nit*
Ψk" - ' k '

All of the points Pkv are either on the X-axis or in the upper half-plane, while the
point R is in the lower half-plane. A polygon 77, convex downward, can be
constructed in such a way that

( i) its vertices are some of the points (2. 4);

(ii) none of the points (2. 4) is located below the polygon.

Hereafter, this will be called the characteristic polygon. It is easily seen that the
point R is a vertex of the characteristic polygon.
On the other hand, the assumptions (i) and (ii)
of § 1 imply that there is a vertex Qo on the F-
axis but Qo is not the origin. We shall denote
the vertices between Qo and R by Q l5 Q2, •••, Qm-i
successively from the left to the right. We
shall also denote R by Qm (See Fig. 2).

§ 3. Definition of pi. Let

(3.1) Qi = («i,j9i) (ι = 0,1, -,*»).

Since the point Qo is on the F-axis, its X-coor-
dinate must be equal to zero:
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(3. 2) a0 = 0.

On the other hand, since Qo is not the origin, its F-coordinate must be positive:

(3. 3) β0 > 0.

Further we have

(3. 4) αm = σ , βm = - 1,

because Q m =R.

Let us put

(3.5) (« = 1, 2,-,»»).

Then pi are positive rational numbers such that

(3. 6) po(= 0 )< p, < io2 < ••• < pm.

The straight line passing through the points Q* and Q ^ is given by the
equation

(3. 7) pi(Y- βt) + (X- c«) = 0,

and the straight line passing through the points Qi and Qί+1 is given by

(3.8) pi+ι(Y-βi) + (X-<*i) = 0.

Now, returning to the expansion (2. 1) of the function pkv, let us consider a
point (X, Y) with

r>0, r'>0

for some pk.h^O. Then, since (2.2) implies h^m^ the point (X, Y) does not lie
below the characteristic polygon. Therefore, we have

(3. 10) τ = Pi(Y- βi) + (X-ai)^0

and

(3. 11) τ> = Pi+ι(γ-

In particular, we have

(3. 12) τ - 0

if and only if the point {X, Y) is on the segment
joining Qi to Q^^ and we have

(3. 13) τ' = 0

if and only if the point (X, Y) is on the segment
joining Qt to Q i + 1 (See Fig. 3).

Fig. 3
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§4. Properties of the characteristic polygon, I. If we put

y

(4.1)

the equation (1. 1) can be written as

(4. 2) ε°~d~^ A ( χ > £ΪV>

where A(x, ε) is an n by n matrix of the form

0 1 0 ••• 0 0

0 0 1 - 0 0

(4. 3) A(x, ε) =

0 0 0 ••• 0 1

Pn Pn-ι pn-2 '" Pi 0

Let us consider a linear transformation

(4. 4) y = A(a, β)z,

where A is a diagonal matrix whose components on the principal diagonal are 1,
εaxβ, (εaxβ)2, •••, {εax^)n~1 respectively, i.e.:

/ 1

0

Then the equation (4. 2) will be transformed into

(4. 5) εσ-ax~P =B(x, ε)z,

where

B(x, e) = e- Λ(afl ax
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Therefore we can write

(4 6)

where

B(x, ε) = B^x, e)-β e— X'^ Co,

(4. 7)

and

(4 8)

, e) =

0

0

1

0

I 0

0
\ n-1 i

From (1. 4) and (2. 1) it follows that

\ί» *s) \S X") pic\Xy ε) c^i 2_t ε X "pkvti

V ft

Let us put

(4.10) τ = p(Y- β) + (X-a)

and

(4 11) τ' = p'(Y-β) + (X-a),

where 0<p<p'. Then τ = 0 defines a straight line pas-
sing through the point (a, β), and r^O means that the
point (X, Y) does not lie below the straight line. The
same is true for τ' (See Fig. 4).

Substituting

(4 12) ^=4-> γ=4-

r=0

0

0

0

0

1

0

Fig. 4

into (4.10) and (4.11), each summand in the expression (4. 9) will be written in a
form

where τ^O if and only if the point (vjk, h/k) does not lie below the straight line
defined by p(Y— β)-\-(X— α)=0, while τ ' ^ 0 if and only if the point (v/k, h/k) does
not lie below the straight line defined by p'(Y—β)-\-{X—a)=0. In case when those
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two lines do not intersect the characteristic polygon 77, both of τ and τ' are non-
negative.

If both of τ and τf are nonnegative, and one of them is positive, then (4. 13)
implies that ev~fcα xh~kP is small when xε~p is small and xε~pl is large. Therefore,
in this case, ev"fcα χh~kβ is small in a domain

(4. 14) M\ e \pl ^ I x

where M and 1/δ are large positive constants. Furthermore, in this case, if h/k^β,
then τf — r=(p/—p)(h/k-β)^O and &-*«χ*--w can be written as

On the other hand, if h/k^β, then r-r' ' = (p—p')(h/k—β)^0 and
written as

-*? can be

ΊC

Fig. 5

(4. 16) gV-fcα^-fc^^gfer'^g-p^-fcCT-T')/^'-^ #

The same can be proved for

(4. 17) X=σ, Y = - 1 .

From (4. 9) it is easily seen that the linear trans-
formation (4. 4) effects a change of coordinates

(4.18) X' = X-a, Y'=Y-β

in the (X, Y)-plane. The origin of the new coordinate
system is at the point (α, β) (See Fig. 5).

§ 5. Properties of the characteristic polygon, II. Now let us consider a trans-
formation of the form

(5.1)
x = εpξ,

$ = A(r, 0)1,

where p is a positive number. If we write the transformed equation as

dz
(5.2) —

the matrix B has the following form:

B(£, ε) = e-rA(h 0)"M 0)

0

0

0

0

(5.3)

0 ϊ

0

1

0
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From (1. 4) and (2.1) we can derive the following asymptotic expansion:

(5. 4) s-krp/c(εpξ, ε) ~ Σ ?+ph~rhξhpkvh.
v, h

Now let us put

(5.5) σ' = t>Y+(X-r)

Then σ'=0 defines a straight line passing through the point (γ, 0), and σ'^0 means
that the point (X, Y) does not lie below the straight line. In particular, σ'=0 if
and only if the point (X, Y) is on the straight line.

If we put X=φ, Y=h/k in (5. 5), we have

( p . Ό ; ε f i = ε ,

and if we put X=σ, Y——1 in (5. 5), we have

(5. 7) ε'-P-r = e°'.

Thus we see that the transformation (5. 1)
effects a change of coordinates ^ ^

x,xf

(5. 8) Xf

in the (X, F)-plane. The F'-axis is the straight
line defined by

(5.9) pY+(X-r) = Q,

and the origin of the new coordinate system is at
the point (γ, 0) (See Fig. 6).

II. Reduction of order.

§ 6. Transformation of the equation (1.1). In this chapter, we shall reduce
the order of the equation (1. 1) in each of the following domains:

Mι+1\ ε \pi+ι ^ \ x \ ^ δ i \ e \ p i ( ί = l , 2 , •••, m — 1 ) ,

(6. 1)

To do this, we shall use transformations of the form

(6. 2) y = A(μu βi)z.

The equation on z can be written as

/£» Qv σ_a . _β . (IZ . f D / \ Ω a —a —8 —1 f^ 1 ~*

where Bx is given by (4. 7) with a=at and β=βu while Co is given by (4. 8).
Let us put

(6.4) τ = pt(Y - βi) + (X - αt)
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τ>Q, τ '>0
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and

(6.5) τ' = pi+1(Y-

• • %

Fig. 7

Then we have r ^ 0 and τ' ^ 0 for (4. 12) as well as
for (4. 17) (See Fig. 7). Therefore in the domain

(6.6) M%+1\e\n+i^\x\^δ%\e\n

the matrix B1—βiεσ-atχ~^~1C0 can be written as

(6. 7) B±(xf e ) - f t r « » r t - 1 C 0 = ^ 0 + [ - L

where [•••] indicates the terms small in the domain
(6. 6), and Ho is a constant matrix of the form

1 0

0

0

\ Cn

1

0

0

Cn-!

0

1

0

Cn—2

0

0

0

c2

0 \

0

1

o 1

(6.S)

Furthermore, at least one of the constants cn, cn-i, •••, c2 is different from zero
(because we have τ=τ'=0 in (4. 13) for some k). Therefore, Ho has at least two
distinct characteristic values. Thus the order of the equation (1.1) can be reduced
in the domain (6. 6) by the use of the lemma which will be given in § 7.

REMARK. In case when the vertex Qm-i is on the X-axis, we have βm-1=0

(See Fig. 8). Then by the transformation

(6. 9) $ = A{am_x, βm^)z

the equation (4. 2) is reduced to

(6. 10) e°-«m-ι χ-βm-i — — =B1(X, ε)Z,

ax
where B1 is given by (4. 7) with a=am_1 and β=βm-ι

(=0). Therefore, it is easily seen that, in this case,
we can reduce the order of the equation (1.1) in the
domain

%

in stead of the domain

(6.11) ^ dm-± I ε \

(See (4. 15) and (4. 16)).

§7. Fundamental lemma. Consider a system of linear ordinary differential
equations
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(7.1)

where μ is a positive rational number, q is a positive integer, qf is a nonnegative
integer, and E is an n by w matrix whose components are holomorphic functions
of (x, ε) in a domain

(7.2) Mlel | ^ r , large | ^ 0 ,

M, 5, r and 0 being positive constants.
Assume that the matrix E admits, for M\ε\1/fI^\x\^δ, a uniformly asymptotic

expansion in powers of (x~με)

(7.3) E(x, e) ~

as e tends to zero in the domain

(7.4) 0 < | ε | ^ r , |arge | ^ 0,

where the coefficients Eu are n by n matrices whose components are holomorphic
functions of x in the domain

(7.5) \x\tkS.

In other words, an inequality

(7.6) E(X, e ) -

is satisfied uniformly in the domain (7. 2) for each N, where KN is a positive con-
stant independent of (x, ε). The integers q and qf are supposed to satisfy an in-
equality

(7. 7) q' ~ μq< 0.

Let λlt λ2, •••, ;,s be distinct characteristic values of E0(Q), and let n3 be the multi-
plicity of λj. Then, assuming that E0(Q) has the Jordan canonical form, we can
write it as

(7.8)

where

(7.9)

0

0

0

\ o

δn

h

0

0

0

δn

0

0

0

0

0

0

0

0

0

0

0

0

h

0

0

0

χ

s),



12 MASAHIRO IWANO AND YASUTAKA SIBUYA

δjk being equal either to 1 or to zero.
Let Θ+, 6L, θ+ and 0_ be positive numbers. A domain

(7. 10) -<9_:g argx^Θ+, - 0 _ ^ argε^0 +

is said to be proper with respect to the functions

(7. 11) (λj - Λ*)e-W-«' (j ^ k)

when we can choose arg(Λ, —λk) in such a way that

\arg{(λj-λk)ε-W-<i'}\^~ -γ

for (7.10), where γ is a sufficiently small positive number.
Suppose that the domain (7. 10) is proper with respect to the functions (7. 11).

The existence of such a domain is easily proved. Let P(x, ε) be an n by n matrix
whose components are holomorphic functions of (x, ε) for

(7.12)

where M', δ' and rr are positive constants. We shall assume that P admits for

(7.13) M'\ ε l 1 ^ I x I ^δ', - θ _ ^ arg x^Θ+

a uniformly asymptotic expansion in powers of (x~fε)

(7. 14) P(x, ε)~Σ (x~με)kPk(x)

as ε tends to zero in the domain

(7.15) 0 < | ε | ^ r r , -0_:g arg e^0+,

where the coefficients Pk are n by n matrices whose components are holomorphic
functions for \x\ ^δ\ In particular, P0(x) is supposed to be nonsingular f or | x | gLδ'.

Let

— θ - ^ arg Λ ^

(7. 16) (x-?eyx*+1 -^-=F(xf ε)v

dx

be the system of equations which is derived from (7. 1) by the linear transformation

(7. 17) z = P(x, ε)v.

LEMMA. If we choose the positive numbers M', δ' and rr in a suitable way,
there exists a matrix P satisfying the conditions given above such that the matrix
F of the system (7.16) has the following form:



REDUCTION OF ORDER OF DIFFERENTIAL EQUATION 13

(7. 18) F(x, ε) =
F2(x, e)

0
\ Fs(x, ε)

where F3 is an n3 by n3 matrix which has an asymptotic expansion

σ i Q ^ TP CΎ* /A •— V (Ύ*~iip\lc'R i(ΎΛ

k=0

with

(7. 20) F,0(0) = 4 .

§ 8. Application of the fundamental lemma. Now we shall consider the equation

((Λ
 tX\ a —a — 8 ί £? / \ Ω a—a — fl — \f^ \~*

\Ό. O) £ 1 X Pi — — = γij^yXj Sj—pi£ % X P% LSQJZ,

ax
where B1 is given by (4. 7) with a=at and j8=φ, and Co is given by (4. 8).

According to the facts stated in § 4, we can express the matrix of the right-
hand member of (6. 3) as

y/tx, ε)-βiε°-azχ-βi-1CQ~ Σ (x-
k=0

(8.1)

in the domain

(8.2)

where v0 is a positive integer, and the coefficients %, (X) are holomorphic functions
of Z1/yo for

(8.3) ! XI ^ δi

if we choose v0 in a suitable way. Actually, for tΦQ, all of the % are polynomials
of I 1 / v ». In particular, we have

/ 0 1 0 0

0 0 1 0

(8.4) »0(0) =H0 =

0 0 \

0 0

0 0 0 0

\ Cn Cn—ι Cn—2 Cn—g

where some of the constants ck are different from zero.
Making a change of the independent variable

(8.5) x = εt>iξ,

0 1

0 /
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the equation (6. 3) is reduced to

where

(8.7) τ t = -

and

(8.8) £ < ( e ' e ) - j , 0

in the domain

(8. 9) Mt+1\ ε \pi+ι-Pi ^ I ξ \ ^δu 0 < | ε | ̂ r 0 , |arg e| ^θ0.

Since the point R is not on the straight line passing through the points Q ^ and
Qi for i<m, we have

(8.10) r t > 0 (ί = 0, 1 , - , w-1) .

Here we put /oo=O so that r0=<7>0.
On the other hand

where

i"i = l/(Pi+i - Pi) > 0,
(8. 12)

V = - pί+1(l + βi) + (σ- α < ) .

Since the point R is not on the straight line passing through the points Q* and
Qi+i for i<m—1, we have

(8. 13) r/ > 0 (i = 0,1, •••, m-2).

However, we have

(8.14) τ'm.x = 0,

because R=Q™.

Thus (8. 6) is given the form

(8. 15) (ξ-H e)u ξ^ Ή + i ^ =Eί{ξ, e)2,

where we have the asymptotic expansion

(8.16) Et(ξ, ε)~Σ (£-"
fe=0

Finally, put

(8. 17) f = v*,
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where p is a positive integer. Then (8. 15) is given the form

15

~

pτ%'μi-pτiμi= -

(8. 18)

where

(8. 19)

for

(8.20) Mi+

Here we remark that

(8. 21)

Therefore, if we choose p in a suitable way, the equation (8. 18Ϊ satisfies all of the
assumptions imposed on the equation (7.1) in the lemma of § 7.

Since 23O(O) has at least two distinct characteristic values, the order of the
equation (1. 1) is reduced by the use of the lemma.

§9. Sketch of the proof. We shall give here only a sketch of the proof of
our fundamental lemma. The details of the proof will be given in a forthcoming
paper by M. Iwano for more general cases. The proof is quite similar to that of
a theorem of Sibuya [3] concerned with the perturbation of irregular singular
points of linear ordinary differential equations.

A lemma due to Sibuya [3] says that there exists a nonsingular matrix P0(x)
whose components are holomorphic functions of x for | x \^δ', <5' being a sufficiently
small positive number, such that

(9.1)
E(2\x)

0

where ECj\x) is an n3 by n3 matrix and

(9.2) EO\0)=Ej ( i = l , 2 , •••,5).

Let us denote the matrix (9.1) by E0(x). Making a change of variables

(9. 3) 2 = P0(x)S,

we have

(9.4)

where

Q'+i —— =E(x, ε)u,
ax
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E(x, ε)=l

Therefore E admits an asymptotic expansion in powers of (x~^ε)

(9. 5) E(x, ε)~ jgo(j?) + Σ {x-«efEk{x\

Ek(x) being n by n matrices whose components are holomorphic for

Let us consider now a linear transformation

(9.6) ύ = Q(x, ε)v

and let (7.16) be the equation on v. Then

(9.7)
>+1^β~=E(x,e)Q-QF(x,ε).

dx

We shall determine Q in such a way that the matrix

(9. 8) P(x, ε) = P0(x) Q(χ9 ε)

and the matrix F(x> ε) of (7. 16) satisfy all of the conditions stated in our funda-
mental lemma.

To do this, we put

I
E(x, ε)=E0(x)+H(x, ε),

F(x9 ε)=E0(x)+K(x, ε),

Q(X, e) = ln+T(j?, ε),

where ln is the n by n unit-matrix. Then the equation (9. 7) can be written as

(9. 10) (

Put

T ... T \
1 n 1 is \

(9.11) T =

\ τSί

Hn fπ - Ku )

\κsl

where T^, i/yt, and Kjk are ^ by ^ matrices. Then (9.10) can be given the form

dx
(9. 12)

Σ
h=l

k—±jhKhk)-\~Hjk—

Now let us put
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Kjk(X, ε) = 0 (j * k),
(9.13)

Ta, ε) = 0 (j = ft).
Firstly from the equations (9.12) for j—k we can derive

0= Σ Hih Tu+Hjj-K,, ( i=l , 2, .-, s)

or

(9.14) KjS = Σ Hjh ThJ + Hjj (i = 1, 2, , s).

Secondly from (9. 12) with jφk and (9.14) we can derive

ax
(9. 15)

+ Σ Hih Γ « -

We shall determine Tjk (j^k) by (9. 15) in such a way that they admit uni-
formly asymptotic expansions in powers of (x~με)

(9. 16) TJk(x, e)~Σ (x-"eyTjkl(x)
1=1

in the domain (7. 12), where the coefficients Tjti are n3 by n^ matrices whose com-
ponents are holomorphic for \x\^δ'. KJJ will then be determined by (9. 14). This
will complete the proof of our fundamental lemma.

§ 10. Problem of nonlinear differential equations. Now we know that, in order
to prove our fundamental lemma, it is sufficient to find a suitable solution of the
equations (9. 15). The following facts should be remarked:

( i )

( i i )

(iii) λj-λk* 0;

(iv) the equations (9.15) are nonlinear.

Therefore the problem of solving the equations (9. 15) is reduced to the following
problem of nonlinear ordinary differential equations:

We consider a system of nonlinear ordinary differential equations

( 1 0 . 1) (χ-rε)W+1 - ^ f =fCjVj+Vj+iVj+i+fj(x, e, Vi, '~, V™) (.7 = 1, 2, ••-, m\

where we suppose that

1) μ is a positive rational number,

2) q is a positive integer and qf is a nonnegative integer,
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3) tf-μqKO;

4) Kj is a constant different from zero, and v3 is equal to 1 or 0;

5) fj are holomorphic functions of (x, ε, rj) for

M l e l ^ ^ l α l ^ , 0 < | ε | ^ r 0 , | a rge |^0 o , \vΛ^rλ (*=1, 2, ••-, m)

and admitting uniformly convergent expansions in powers of η:

o m

> V) = fj(x, ε) +

6) the coefficients f3% fk and fjk\...τcm aye holomorphic for

(10.2) M l ε l ^ l Λ ? ! ^ , 0 < | e | ^ r 0 , |argε |^^ 0

and expressible in uniformly asymptotic series in powers of (x~fε) as ε tends to 0 in
the domain

0 < | ε | ^ r 0 , large |^θo;

7) the following inequalities

\fj(x,ε)\^K\ar»e\

hold for (10. 2), where L and K are positive constants independent of (x, ε).

It should be remarked that the equations (9. 15) satisfy all of these assumptions.
For example, among the four facts (i), (ii), (iii) and (iv) which were mentioned
above, the third corresponds to the assumption 4), while the first and the second
correspond to the assumption 7).

Let

be a domain proper with respect to the functions

Then we can prove the following:

The equations (10. 1) admit a solution VJ~PAXJ ε) holomorphic for

Mf\ ε I1'* ̂ \x\^δ', -Θ-^zrgx^ θ+,

0 < I ε I ^ r0', - 0- ^ arg ε ^ θ+

and expressible in uniformly asymptotic series in powers of (x~fε):

PJ(X, ε)~Σ (x-
ki
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as ε tends to 0 in the domain

19

where pjk are holomorphic for \ x |^<5', and M\ δ/ and r0

/ are suitably chosen positive
constants.

This will be proved by M. Iwano in his succeeding paper. Relying on this
result, we can complete the proof of our fundamental lemma.

III. Behavior of solutions in intermediate domains.

§ 11. Transformation of the equation (1.1). In this chapter, we shall study the
behavior of solutions of the equation (1. 1) in a domain between any two of the
domains (6. 1). Such a domain is given by

or

δt\ e \pi ^ I x I ^Mi\ ε \n

I x I ̂  Mm

(/=1, 2, •••, m-Y)

Let (γlt 0) be the point at which the straight line passing through the points
_̂! and Q* intersects the X-axis (See Fig. 9).

Fig. 9

Then we consider a transformation

(11.1) j? = e«f, y = Λ(Tί,0)z.

If we write the equation on z as

dz
1 dξ ~ ' £ Zi(11. 2)

~* x



20 MASAHIRO IWANO AND YASUTAKA SIBUYA

the matrix B is given by (5. 3) with p=pi and γ=γι. In order to investigate the
behavior of solutions of the equation (4. 2) in the domain

(11.3) δί\ε\ei^\x\^Mι\ε\n,

it is sufficient to study the behavior of solutions of the equation (11. 2) in the domain

(11.4) δi^\ξ\^Mt.

Let us put

(11. 5) σ% = G — pi — ji.

Then we have

(11.6) στ>0 (ί = 1, 2, ••-, m-V)

and

(11. 7) σm = 0,

because the point R = Q m is not on the straight line passing through the points
Qz-i and QΪ for i<rn, while it lies on this line for i=m (See Figs. 10 and 11).

Fig. 11

Therefore, for i=m, we shall consider the corresponding equation (11.2) in the
domain

(11. 8) I ξ I ̂  Mm.

The domain (11. 8) corresponds to the domain

(11.9) \x\ ^ Mm I e |"m.
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REMARK. In certain cases, it might be more reasonable to study the behavior
of the equation (11. 2) in the larger domain

(11.10) \ζ\^Mv.

At the present moment, we shall not go into these details.

§ 12. Study of behavior of solutions. Since none of the points R and Pkv lies
below the straight line passing through the points Q ^ and Q* (See Fig. 12), the
matrix B(ξ, e) does not contain any negative powers of ε.

* X

Fig. 12

Now the equation (11. 2) with i=m is of the form

(12. 1) -^- = B(ξ, ε)z.

It is easy to study the behavior of solutions of (12. 1) in the domain (11. 8). There-
fore, we shall consider the equation (11. 2) only for i<m.

The equation (11. 2) can be written as

dz
(12. 2) =B(ξ,ε)z,

where σ% is given by (11. 5). It should be remarked that

(12. 3) 0 < σt < σ (i = 1, 2, ••-, m-1).

We can write the matrix B as

(12.4) B(ξ,ε) = K0(ξ) +[•••],

where [•••] indicates the terms which are small in the domain

(12.5) le i^Mt, 0 < | e | ^ r 0 , | arg ε | ^ θ0,

and
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(12. 6)

0

0

0

Cn(ξ)

1

0

0

Cn- (ί )

0

1

0

0

0

<*(£)

The functions Ck(ξ) are polynomials of <?, and at least one of them is not identically
equal to zero. In particular, if cj^O, then at least one of the points FJV lies on the
segment joining Q ^ to Qί} and Cj is of the following form:

where cjΊc are constants and

(12.8) CJO^O, cJKj^0,

(12. 9) O^tcj^jiβi-i—βi), ω3 ^jβi

(See Fig. 13).

Let us consider the algebraic equation

(12. 10)

l g* This equation may have multiple roots
somewhere in the domain (11. 4), but the number of those points are at most finite.
They are possibly turning points of the equation (12. 2).

The domain (11. 4) can be covered by a finite number of open sets, each con-
taining at most a single point where all of the roots of (12. 10) are equal to zero,
such that, if there is not such a point in one of them, at least two roots of (12. 10)
do not coincide with each other all over this open set. In the latter case, the order
of the equation (1.1) is reduced in the open set by the use of a theorem due to
Sibuya [2].

Now assume that all roots of (12. 10) are equal to zero at a point ξ=ς0 in one
of the open sets. Then, making a change of the independent variable

(12. 11) ξ = x + ξ0,

we go back to the same situation as what we were in at the start of our discus-
sions. We construct again a characteristic polygon as in § 2. This polygon has the
following properties:

(i) σ is less than that of the original equation (1.1);

(ii) the point Qo does not lie above the corresponding point of the original equation
(1. 1).

Therefore, after repeating a finite number of transformations similar to those given
above, we shall be led to the situation with (7=0.
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IV. Examples.
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§13. Second order equations. Consider a second order linear ordinary differ-
ential equation of the form

(13. 1) = {xqJreφ{x, ε)}y,

where q is a positive integer, and φ is a holomorphic function of (x, ε) in a domain

(13.2) \x\^δQ, 0 < | e | ^ r 0 , |argε|fg0o.

x=0 is possibly a turning point. Assume that φ has the following form:

(13.3) Φ(x,e) = φ0(x) + O(\e\),

where φ0 is a holomorphic function of x for

(13. 4) I x I ̂  <50.

Let m0 be the order of zero of φ0 at # = 0 . If φo(O)^O we put mo=O, and if φo(x)
Ξ O we put m0 = +oo.

Let us construct a characteristic polygon as in §2. Put

R = (l, - l ) ,

(13. 5)
, - ^ - ) , (See (2.4)).

= P —
2 ' 2

Then, it is easily seen that, if the point Po lies below the straight line passing
through the points Qo and R, the point Po is a vertex of the polygon. If it does

Fig. 15
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not lie below the straight line, then there is no vertex between Qo and R (See
Figs. 14 and 15).

In case when there is no vertex between Qo and R, the order of the equation
(13. 1) can be reduced in the domain

(13.6) M\ε\p

where M i s a positive constant, and

(13. 7) p =

On the other hand, to investigate the solution in the domain \x\^M\ε\p, we put

(13. 8) x = epξ .

Then the equation (13.1) can be written as

(13. 9)
dξ2

and the function

(13. 10) e^ptφίεpξ, e)

is bounded in the domain

(13.11) \ξ\ ^ M , 0< I ε I ^r0, |arg s | ^0O.

Here it is to be remarked that pq = 2—2p
=2q/(q+2). Thus the expressions of solutions
of (13. 1) can be obtained in each of the do-
mains

(13.12) Λ f | e | ' ^ | a ? | ^ δ 0 and \x\^M\ε\p

(See Fig. 16).

The expressions of solutions of (13. 1) in the
Fig. 16 domain (13.6) correspond to the classical

asymptotic expansions of solutions of (13. 1).
In case when the point Po is a vertex between Qo and R, we must consider the

following domains:

(13.13)

where

(13.14) Pl =
1

q-m0

(See Figs. 15 and 17).
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Fig. 17

In each of the domains

(13.15) and Mx | x

the order of the equation (13. 1) is reduced. In the domain

(13. 16) \x\^M2\ε\p>,

if we put

(13. 17) x = e' ζ,

then the equation (13. 1) can be written as

(13.18) *V. = [cp« + [...]]y,

where c is a constant different from zero, and [•••] indicates the terms which are
small in the domain

(13.19) | f | ^ M 2 , 0

On the other hand, in the domain

(13.20) d j ε h ^

if we put

(13. 21) x = e" ί,
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the equation (13. 1) can be written as

(13. 22) e°' - ^ = {ξ«+cξm° + [~ ]}y,

where

(13.23) <J' = 1 - — > 0 ,

and [•••] indicates the terms which are small in the domain

(13.24) \ζ\^Ml9 0 < | ε | ^ r 0 , | a rge |^# 0 .

The points £=0 and ξ= (—c)̂  are possibly turning points of the equation (13. 22).
In case when there is no vertex between Qo and R, the equation (13. 1) can be

simplified by a linear transformation with coefficients holomorphic in a sector whose
vertex is the origin and whose radius is independent of ε. Both domains (13. 12)
can be patched together by the use of this sector. Such results were obtained by
several authors. See, for example, Sibuya [4].

In case when Po is a vertex between Qo and R, such results have not been
obtained yet, although the equation (13. 1) can be formally simplified by a linear
transformation whose coefficients are formal power series of x and ε; [4].

In order that the point Po is not a vertex, it is necessary and sufficient to have
the inequality

(13. 25)
q-2

satisfied. This inequality means that the point
Po does not lie below the straight line passing
through the points Qo and R. This is always
satisfied if q=l or 2 (See Fig. 18).

REMARK. If Po is a vertex on the X-axis,
then we have mo = O. Therefore, ξ=0 is not
a turning point of (13. 22). Thus we can
reduce the order of the equation (13. 22) in
the domain

(13. 26) I ξ I ̂  <5lβ

This corresponds to the domain

(Λ 3 07\ I τ> I < ri I p \pi

Hence we can reduce the order of the equation (13. 1) in each of the domain

and MA ε k* ^1 x \^δ0,

Fig. 18

(13. 28)

instead of the domains (13. 15).
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§ 14. ttth order equations. Consider now an nth order equation of the form

m

(14. 1) εw-w2/Cίi) = θ£ + ε0(#> ε))2/Cm)-f- Σ :

where φ, gly •••, gm are holomorphic functions of (x, ε) in a domain

(14. 2)

Assume that

(14. 3)

large |^0 O

(14. 4)

n—z^m^U.

Let us construct a characteristic polygon as in §2. Put

R=(l , -1), Qo = P ^ = fθ, \
\ P

where

(14. 5) p=n—m.

Then it is easily seen that there is no ver-
tex between Qo and R. However, the point

(14.6) Po-

(See (2.4)),

is on the straight line passing through the
points Qo and R (See Fig. 19), and it coin-
cides with the point Pp+11 if and only if

Therefore, the order of the equation
(14. 1) is reduced in the domain

(14.7) M|e | '^ |a? |^<5 0 ,

where
Fig. 19

(14. 8) p =
P+V

On the other hand, if we put

(14. 9) x =

the equation (14. 1) can be written as

(14.10) dm'Jy

where Eo, •••, Em are quantities small in the domain

(14. 11) I

and c is a constant.
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Roughly speaking, in the domain (14. 7), the equation (14.1) is reduced to a
system of (/>+l) equations. One of the equations is of the mth order, while the
others are of the first order. Thus we can construct expressions of solutions of
(14. 1) in the domain (14.7). These expressions correspond to the classical asymp-
totic expansions of solutions of (14.1). On the other hand, by the use of (14. 10),
we can construct expressions of solutions in the domain

(14.12) \x\^M\ε\p.

In order to find the relations between the expressions of solutions in (14. 7)
and those in (14. 12), we may try to simplify the equation (14.1) in a sector whose
vertex is the origin and whose radius is independent of ε. Actually, in the domain
(14. 2), the equation (14. 1) can be formally simplified by a linear transformation
whose coefficients are formal power series of ε with coefficients holomorphic in x.
Simplification of the equation (14. 1) by a transformation with analytic coefficients
in such a sector as mentioned above was also proved for the cases when m=0 and
m = l . See, for example, Okubo [1] and Sibuya [4, 5].
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