ON THE NORMALIZATION OF BI-QUADRATIC FORM
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We know that any quadratic form

can be normalized by an orthogonal €, .
transformation. We now investigate e o
whether a bi-quadratic form may be N
normalized or not, and if 1t is D= .
possible we attempt to 1ind out €,
what are conditions necessary and o
suificient, “un
2
givgfx? a bi-quadratic form be then i1t must be
M ]
Fx3)=2" Cupe Ti %5 Ha Yo * RCR=D
7 R denoting the complementary
summation being taken with respect matrix of R . In this case R
Y0 ¢ } , # and (£ and is the Kronecker products of P
Cot = Cring= Corpe == C.. and Q where P = (f,) and
AL = TjAE = T = Cpita Q= ( Ye) are respectively
being real numbers. x’s and ¥'’s transfor-

mation matrices, i.e. R =PXQ.
Our present problem is to see

that the above form can be trans- Therefore, the problem of nor-
formed into malization of bi-quadratic form
.o z 18, .8 is reduced to normalization of
F(x.¥)= “2:—/ Cole Yo matrix,
by transformations We next consider that the
z, .-J_-Z,b x’ matrices are devided into »n*
> FLE small matrices of degree 7 :
%=2 %40 (at=/ =) Cust  * Crnae Ba " Pl
#here the determinants |2, | Cat= Ru=
and  |9.| are both different Comt  Comte)’ toai " ndae
from zero.
€, o
We take the matrix of degree 7° —-P3 D. = .
of coefficients, of transformation =, ‘ o e
and of the normalized form respec- )
tively so that
Cuu (¢ nit Ctllu cuu
! - c, Cn R, R
C= |G G Com ' G ¢ = R=
Cos C” y R,., . R'n )
Coni® Coans ~ Crima’ Cunn
q' c c R‘: R:l Dl (o]
. . . A d
.74 RN/ C,"“ o R = D = . 5
r Rl: c R:- , 9 Dn
Bl Bl B Sm Fabm
and
kY% kY, filin Pl R " R:, c.. CalR, R.
R =
B Buli o Bl Bk Rm  RiJlCu  CoJlRa © Rem
B Ruta, Bh%i  Batun D, o
where .7, =;ﬁvzvr'l7/: ) 0 D.
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It then follows that

=D, (4=¢),
*
SR CuRa= Dt |
~ =0 (#%¢);
consequently
{";P’C»Pmﬁo (A,
; P‘CA"VP Z/“ zwr" DL
Moreover, it becomes
P*C..P = Fu )
where F.. is a diagonal matrix
for all 4« and v :

. fo o
"o le £

Let the element of A{th
column of P*C..P
then it follows

Proof.
row and m th
be Itl,u) ,
that 1f g4

L, =)

E Iue Ds Z,, =0

for all ( and 4

since the determinant of the co-

efficlents Ze Do does not
vanish, 2 riust be zero
for all « and » . In other

words, it is necessary that all
the C., are transformed into
diagonal matrices by the same
matrix P .

Corcllary. If several symme-
tric matrices A , B , C ,
eeeess Of the same degree are
transformed by the same orthogonal
matrix into diagonal matrices
simultanecusly, then A , B ,

C , e+e.. are commutable,
Conversely, if matrices A4 ,
B C 5, eees. are commutable

then there exists an orthogonal
matrix P which transforms all
the matrices into diagonal matri-
ces.

Proof. Let P be an orthogo-
nal matrix, P*= p~ , such
that

) , ) ~ [ﬂl 0]
PaP=l, | PBP=, o)

Then, we have
P'APP"BP =P "BPPAP
that is
= BA

and so on.

Conversely, if
AB=BA, AC=CA, ,BC=CB,
then there exists an orthogonal

matrix P transforming A 1into
a diagonal matrix:
PPAP = (a. ).
From the assumption, it must be
() P'BP = PBP(x).

Withott loss of generality we may
assuMe o =o=- =0y X, = =,
y and hence P7gp 4

must be of the form

8,
0

)

B, 4, B, 4 ¢e... being of de-
gree t , S , +e..., respective-
ly. Since B, , cecee
are also symmetric, we can take
orthogonal matrices P , PAF ,
«eeses Such that

- A o - Be, 0
F, B, P = PoB.F=| -
o ﬁt 4 2 Bus )

If we put

then
aP'sPa =(g)
Q'PAPQ =(ex. ),

and, of course,

It we assume

p= = /er, Peer = Bt " - R
ﬁe./ = --/3'"
then Q'pc'P g must be of
the form
C. o
cl
’CZI
o

By continuing this operation, all
the matrices A , B , C
+eese CaN be transf{ormed, by the
matrix R =PQ » into dia-
gonal matrices.

Theorem. A necessary and suf-
ficient condition that the bi-



quadratic form F(x, ¥ ) can be
normalized by two orthogenal trans- G; Gy + Gy G
formations of x* and » is It follows
1) C.. are mutually com- a1 pdn g
mutgble; Z Fa fe F Z £
and for some . , #* ,

Since

11) C,, are alsc mutually
commutable,

C., being a small matrix of
degree n in the « th row and
v th column contained in the
coefficient matrix C , and C,,
the corresponding one contained
in the coefficient matrix ('
whose constitution 1s as follows:

l/]
Z f, cv’“ f)-l

and so on;

Z(g ﬁ, va“fp] X; ng"“ P'})

*Z( by Creis oy XZ@ v,-ut.y)

[ {c c,,,..] ' [c c,_,,,} that is
{
) \"'
(o Crnn L  Cuum < P‘G' ~ ’/@Z Cumia Corrn
, vppe 3
C'= 1
Cumi Cuma) - .
L [ 5 Guan Since Copey == C“ﬁ , where
c is 1
Proof. It is evident that the row and™ A th “cglu;;“g;‘ ¢t th
9

condition is necessary. We shall

show that it is also sufficient.

In view of 1) there exists a matrix
P such that

PC.uP=F (=i n)

P=(f-'4)) Fie =(f.-:’),
where the [.. are all diagonal
matrices. Now,

F. Fin

can be transformed by a proper
orthogonal matrix R into a matrix
of the form

’q-”

where G. are all symmetric. Let

.= (£Y) 3 f¥ represen-

tiné ‘the “element of [ th row and
# th column,

If all the G; could not be
transtormed simultaneously by an
orthogonal matrix into diagonal
matrices, then there exist a pair
of matrices G; and G, being
not cormutable?
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and since c
the condition 11) inplies that
Z Clop iape =3y, ey,

for all (, %, », ;, p
and o ,

This contradicts to the above in-
equality, and the proof is coms
pleted.

Exanmple.

o y)= 4 x'3  + /9 22y 4 15 Sty t
MR A TR 7 SN TN
tir2xiglvarxly'+ /5 a2y
t X2, 3 20 x,x, ¥~ 3222, %"
~EL Ny b x 1, 5t 20 x5}

—IRX X Y X, X Y 24 0 Y
TAE LN L -2 5

— 10Xy, ~ 22 2, 'y y, -4 xyy,
0% Yt 22 0y +2 5.y,
F 16 XX Y+ 32 XX 5, %4162, %, ¥, Y,
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C 1is really normalized by PX Q
and its form becomes:

4 2 -4 [20 -z ¢
C,=| 2 19 ¢ C,l=t—2 1 fo
-4 -6 13 ), £ Jo 14),
12 =6 -8
Co=|-¢ 27 -12
-8 -12 15 ),
-l 4 & ~5 & Jo
Co=C,=|4 -7 4 CI’= C_,/= § -1l 2
§ 4 -1}, 102 -2},
-5 -4 -20
Cy=C,,=(-4 13 ~/¢

-20 -/6 f .

These are all commutable each
other, and

4 -1 -5 -6 4 2

C,,= -/ 20 -5 . , cuz' 4 10 -6
=5 =5 /2 | 2 -6 -2

are also commutable, Therefore,

the normalization must be possible.

In fact, it taskes place as fol-

lows: TFrom
%=1 2 —/4
2 17-A -/ | =
~/4 /6 (3—-A
A= £97, 36 ,
2 2
'.4‘ 3 7
= 2 £
P 3T 7 Té
-2 .
e S
And from
£ —=A ~/ -5

/1=,l,) de A, (1<a,<z2, 12<A,< 13

22<4,<23) ;

~51,+105 -5Ast+io5

( -S4, + 105

ST A~ 1982, % 2843) JRTAZ-- ) [o(745 )

Q=i

=54, + 25 -SA, +25 ~SAT28
AS=244, 479 A;~28A478 Aj-2#A,479

v v ”

fea,)
?Q,) 0
¥,4,)
[AC ]
?:(3,)
% d,)
o %,(4,) i
f.Q,) )
\ Psds) J
where

%)= zz-—(—l‘w?/l +46),
£2) = ;’;_(-sm 774~ /02)

/ 2
Q)= 5 (A'=/9A+ /4 ).

Remarks.
1. We can apply the theorem to
cases:
(1) » variables x and »n’
variables ¥ , = and

2,

(*)

n’ belng different;

(2) poly-quadratic form, for
example ;

> Cijacst XX Fa Fe Zs Z¢ 5

(3) Hermitian form of complex
coefficients satisfying

Cjae = Ciar= Cijea==Cji 44 .
It seems to be diiiicult to
find conditions for the case
that the form may be normalized
by non-orthogonal transforma-
tions whose determinants are
not extinguished.

A condition for a form to be
positive-definite, that is,
all ¢ _>o0 1s glven by,

S

€, €
c >0J ., "”I>0,

a1 Caerr

s
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