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We know that any quadratic form
can be normalized by an orthogonal
transformation. We now investigate
whether a bi-quadratic form may be
normalized or not, and if it is
possible we attempt to Γind out
what are conditions necessary and
sufficient.

Let a bi-quadratic form be
given:

then it must be

summation being taken with respect
x,o c , J , -Jέ and Z, and

being real numbers.

Our present problem is to see
that the above form can be trans-
formed into

by transformations
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R denoting the complementary
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x's and J's transfor-
mation matrices, i.e. R ~ P X Q .

Therefore, the problem of nor-
malization of bi-quadratic form
is reduced to normalization of
matrix
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It then follows that

consequently

Moreover, it becomes

and
is a diagonal matrixwhere

for all

Proof. Let the element of -/th
row and m tti column of P*C^P
be ^"—' , then it follows
that if ""l^rru

Conversely, if

then there exists an orthogonal
matrix P transforming A into
a diagonal matrix:

Prom the assumption, it must be

«) P~'BP = P*"
Without loss of generality we may
assume oL^ec^ . *=oc

t
> <*:,.,== •» ac

t

, and hence P~'BP *

must be of the form

B, , B
z
 , being of de-

gree t , s , , respective-
ly. Since B, , B

x
 ,

are also symmetric, we can take
orthogonal matrices P, , P

t
 ,

such that

for all ί and -4.

since the determinant of the co-
efficients ?>» 2v* does not
vanish, -*>ί'

m>
 must be zero

for all /u and v . In other
words, it is necessary that all
the C^ are transformed into
diagonal matrices by the same
matrix P

Corollary. If several symme-
tric matrices A , B , C ,

of the same degree are
transformed by the same orthogonal
matrix into diagonal matrices
simultaneously, then A , B ,
C , ••••• are commutable.

Conversely, if matrices A ,
B , C ...... are commutable

then there exists an orthogonal
matrix P which transforms all
the matrices into diagonal matri-
ces.

P,B,P,H

Proof. Let P be an orthogo-
nal matrix, P* = P~' , such
that

~ o

f'Λ P =

Then, we have

P'Ά P P~'β P - P"B p P"A P
 f

that is

AB = BA

and so on.

β, o

β.

If we put

then

= GL.

and, of course, Q."'P A PGL =(<*.) .

If we assume

then Q.~'p~' OP Q mugt be of
the form

By continuing this .operation, all
the matrices A , β , C ,

can be transformed, by the
matrix R = pQ , into dia-
gonal matrices.

Theorem. A necessary and suf-
ficient condition that the bi-
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quadratic form J(χ . γ ) can be
normalized by two ortho'gθnal trans-
formations of x and ^ is

i) C^ are mutually corn-
mutable

and

ii) C^ are also mutually
commutable,

Cf^ being a small matrix of
degree n in the μ th row and
y th column contained in the

coefficient matrix C , and C^
the corresponding one contained
in the coefficient matrix C'
whose constitution is as follows:

to.,

A.,,, c
nm

Proof. It is evident that the
condition is necessary We shall
show that it is also sufficient.
In view of i) there exists a matrix
P such that

P =

where the ^* are all diagonal
matrices. Now,

!>„ F,
n
)

can be transformed by a proper
orthogonal matrix R, into a matrix
of the form

where G * are all symmetric. Let

Q-j = (J
t
ΐ) i fiV

 r β
 P

Γ Θ s θ n
-

ting the element of i th row and
-k th column*

If all the G; could not be
transformed simultaneously by an
orthogonal matrix into diagonal
matrices, then there exist a pair

Q,
of matrices y
not commutable:

and being

It follows

for some ι ,

Since

and so on;

that is

> where
of c th

Since c^ / Λ «» C.ύqβ
cLrr i s an 0$βaiMWit of c th

row and Λ tJi ooitawn of C ,
and since c ^ cL, ~ C^. c' $
the condition ii) implies thίat

for all ί:, *, *, t* , p
and σ ,

This contradicts to the above in-
equality, and the proof is comr
plet«d

Example.

/f ar/y*

Zo x,*tf

+ ίz x*y
$

Λ

- lo χ,*y*h f

x,z, z,γ
Λ
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C is really normalized by PX G
and its form becomes:

%(λ.)

\

where

ha
3
)

These are all commutable each
other, and

4 to -H>

Z -/£ -11

=z J^(^-SΛ'+ 77λ - ίσz)

are also comπmtable Therefore,
the normalization must be possible.
In fact, it takes place as fol-
lows : From

Remarks.

And from

# ~Λ —/ - S~

-I zo-λ -S = O

< Λ < Ji3 )

-Sλ, 4- /OS

SΛ, + ZS

λ, -h

We can apply the theorem to
cases:

(1) n variables x- and n/
variables y , -n, and
n/ being different;

(2) poly-quadratic form, for
example

(3) Hermitian form of complex
coefficients satisfying

2. It seems to be dii'i icult to
find conditions for the case
that the form may be normalized
by non-orthogonal transforma-
tions whose determinants are
not extinguished.

3. A condition for a form to be
positive-definite, that is,
all -e

£<
"> o is given by.
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