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jL. Let X^ , Xi, • ••• be a sequence
of random variables mutually indepen-
dent. If Γor a suitable number sequ-
ence \A»\ f

tends in probability to 1, we say that
the sequence

'relatively stable with respect to fA~}
and If as n,-*oo ,- X*/Ά<n, tends In
probability to zero uniformly f£/c£*t.
{ Xn\ Is called relatively small* Mr.
Bobroff has proved the following
theorem* ίi)

Theorem JL feet ^X«i be a sequence
of non-negative, mutually independent
random variables. IT with
a number sequence \

 t

relatively stable, then*It is relative"
iί B U » H *

O Γ
 {ΛnV and there exists £

sequence of positive numbers κ
κ
j such

(1.3)

4- 21

where F
κ
(χ) denotes the distribution

function of Λ K Conversely If
there exists a^ sequence {c

n
.\ aatls-

^ylng (1.3) and (1*4).then fχ
κ
j Ig

relatively stable and relatively small.

Recently K* Kunlsawa has given an
another simple proof of Theorem 1, with
conditions

Cί.JO

instead of (1.3) and (1.4),

The object of the present paper
is to give the conditions for relati-
ve stability of {X

κ
} different from

the above and to deduce Bobroff'a
theorem from it. The method is also
different from Bobroff

J
s or Kunisawa's

and seems to be useful for positive
random variables.

a. Lemma 1. Let f~M be fcja
ributlon function of a_. random va
X which Is. non^negative * Then

/
°

is. analytic*"lift τ>Ό . W
characterIntic function Of

L
X

This ia evident* We βay H*) the
analytic characteristic function of
X •

Lemma 2^ In, order that
1 " blβ χ

κ
negative random variable X* oonverffes
in distribution io a variable X , It
ΪF necessary and suFficient î hat the
analytic characteristic function j-^iz)
of X

κ
 converges, to that fl£ X uni-

formly in every finite closed rectan-
gular domain Interior to

m
upper half-

The proof of necessity is quite
similar as

r
 the ordinary Levy continuity

theorem. We thus prove the sufficien-
cy. Let f(z.) be the analytic chara-
cter Istic functIon. of. X (Ί> o> and

(2.2.) i7
t

J
uniformly in - T έ i * T / τ ̂ τ

o
 > o

 #

By the compactness of f^n^^J » there
exists a sequence- fnc f such that
F^ ίx) -> ̂

ίjc
>
 a t

 continuity points,
where $tα) is a non-decreasIng func-
tion. Then

For, taking A so large that
we have

|

and

>• ./

By (2.2) we get

as
ίx-rx.

d
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Since To can be arbitrarily email, we
can let τ-»o in (2.3). Thus

ΐrom whlch

it results f fxί« F
(
* ) , at continuity

points of FM Convergence of F»u)
follows from this fact as usual*

Lemma 3 . I f C2Γ every

d * m |μ (i — ji"^ d'F

then we have

;- (Λ«>°1

*?/ ,°

1 $• Γ X

fin Jtie-/ *V

Let /
β r

or

'X. £/" *

This holds for every
(2.5), (2 6) follows.

and thuβ

3> We prove the following theorem.

Theoreia 2. Let {Xκ\ be. a sequence
of non*-negatlve mutually independent
random variables and the distribution
function of χ

κ
 be ψ^

%
) . If f χ» j

3̂s relatively smalΓ and relatively sta-
ble with respect to a sequence of
positive numbers f)UV'*-« then (2.4Γ
holds. Conversely If (2.4) holds, then
i)(κ\ Is relatively small and relative-
iϊ arable with respect tΐo f A H) *

Proof. We first prove the converse.
By Lemma 3, we may prove it under the
conditions (2.4), (2.5)'and (2.6).
(2.4) and (2.5) shows that

But since ./ - β r .
ing function of ^
γ>o , we have

f is non-decreas
and positive for

Z,

for every ί > © . Hence for 7 >o ,

δ
Pqr,arbitrary sequences tending

£θrp^"" Γf̂ V # ί.7r,J # we oan take
the saαjuencβ of positive integers
such tKat

(3J

and.we put

(3Λ)
 c r>* ζ Ή < Λ ^

 #

Then (3.1) and (3.2) follows that there
exists a sequence ( c* j such that

Ήόw for every ε>o , and large π
using (3^4) an4 (3.3),

Thus the relative smallness is proved.
By Leuima 2

(3.S)

uniformly for Hi ^T ,
 τ
* ̂  r < U

 #

Hence for any tyo * taking n. largo,
we have

ίβ.6) "

where iη I <l and further

say. ITίύs we have
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and

By (2.ί>i, (2.6) and. (3.8), for every

M « H (T/T )* H e n c β (3,9) shows

or
H

But

ί f^

Hence

which incΓrβasβs indefirfltely by (3.4).
Thus (1.4) is proved.

Next we shall prove from (1.3) and
(1,4) that there exists a sequence iA»\
such that (2.4) holds. Pu.ttΐ^

U
 C

tjjϋ

but £ is the analytic characteris-
tic function of 1. Thus by Lemma 2
) X<} la relatively stable.

Next we shall prove the first part
of the theorem. If I *κ i is rela-
tively snail and relatively stable
with respect to \A*\

 9
 then (3.6)

and (3.11) hold for every /t/ S Ύ,
U>τ>Tc Iί* we take f = o , then

fuUx/A~)>o
then by ( 3 . 6 ) ,

Therefore-

Thus i f < o o

and hence by (3.11)

which is (2,4),

4. In this section, we shall
prove Theorem 1 of Bobroff from
Theorem 2, First we deduce (1,3) and
(1.4) from (2,4), (1.3) is already
proved in the proof of Theorem 2
1(3,3)), Thus it suffices to prove
(1,4). By Lemma 3 we can make use of
(3,5),

Since we have

x. e.

which tends to zero by (1,3), (7)
gives

X e

Hence, for ©very positive but fixed
z , if x<c

α
 , then for given arbi-

trarily small t, there exists a * n
β

such that

An'

Thus

-its

and

from toktck H rg.sn.ds

(*) Received Nov. 1, 1950.
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(3) By the same method, we have given
a proof of a theorem on the
characterisation of normal law.
See Kawata and Sakamoto, On the
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population by the independence
of the sample mean and the sam-
ple variance.



(4) It is remarked that the uniform (5) For example, Cramer, Random vari-
convβrgβnee of i

κ
^) in every ableβ and probability diβtribu-

firiite closed domain to -h*P tionβ p 50.
doββ not imply that f (Z) iβ the
analytic characteristic func- Tokyo Institute of Technology,
tlon of some random variable*
In the sufficiency of Lemma 2,
it is presupposed that f(a) 13
an analytic characteristic func-
tion of certain non-negative
random variable.
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