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A CHARACTERIZATION OF THE EXPONENTIAL
FUNCTION BY PRODUCT

By SHIGERU KIMURA

1. Introduction and statement of results.
Let f(z) be an entire function and set

m(r, f)=glli=r;lf(z)l,
M(r, f>=r‘rzlle}__>r<lf(z)l-

The relation between m(r, f) and M(r, f) has been very thoroughly explored
for functions whose orders lie strictly between 0 and 1. Hayman [7] proved
the following result.

THEOREM A. If f(z) is an entire function such that
(L1 m(r, [)M@r, /)=0(1), asr—oo,

then f(z)=Ae®, where A, B are constants, or else

lim 08 Mr(r, N

T-00

:+OO

He was unable to decide whether (1.1) can hold for functions of order one and
of maximal type.

In this connection we prove the following results in this paper.

THEOREM 1. Suppose that f(z) is an entive function of positive integral order
b, and that f(z) has no zeros in a sector {z;|argz|<z—=x/2p+7n} (>0) and
00, f)=1. If there exists a Jordan curve l joining z=0 to z=co such that

(1.2) f@) flwz) -+ fl@*®?2)=0Q1) (z€])

where w=exp (xi/p), then f(z)=eF®, where P(z) is a polynomial of degree p, or
else
lim &%,IJ;SQJJ _

r00 e

1.3) “+co
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A CHARACTERIZATION OF EXPONENTIAL FUNCTION 17

We show that there exists an entire function satisfying the hypotheses of

Theorem 1 and (1.3).
As an immediate consequence of Theorem 1,

COROLLARY 1. Suppose that f(z)is an entire function of ovder one, and that
f(2) has no zeros in a sector {z; |argz| <m/2+n} (>0) and 6(0, f)=1. If there
exists a Jordan curve [ joining z=0 to z=oco such that

(1.4) f(2) f(=2)=0(1) (zel),
then f(z)=Ae?, where A, B are constants, or else

(L5) lim jlgg}f_[(r N _feo

We show that there exists an entire function satisfying the hypotheses of
Corollary 1 and (1.5). Observing the function cos z, we note that we can remove
neither the condition on the defect nor the condition on the location of zeros in
Corollary 1.

To prove Theorem 2, we need the following Lemma.

LEMMA 1. Suppose that g(z)=e%®g,(2) is an entire function of finite order
having only negative zeros, where Q(z) is a polynomial and g.(z) is a canonical
product. Then the sign of log|g(r)| is definite for r=r, where r, is a positive
number, unless

(1.6) deg (ReQ(r))=0 and g.(z)=1.

THEOREM 2. Suppose that f(z) is an entire function of order q=2p-+1 hav-
ing only negative zeros and 6(0, f)=1. Further setting ¢(z%)=f(2)- f(—2), gla)=
&(—2)/P(0) we assume that there is an arbitrarily small B>0 such that

/,34)

17 |log| g(ret#)g(re+%)| —2(cos [T ) log 12 |

=e(r)|loglg)I|

for all sufficiently large v where 0=c(r)=0(1/r*), &,>0 unless g(z) is in case
(1.6). Then f(2)=eF® where P(z) is a polynomial of degree q, or else

o,

(1.8) lim 1081 (] —
T-00 r?
We show that there exists an entire function satisfying the hypotheses of
Theorem 2 and (1.8).
We can remove the condition 6(0, f)=1 in Theorem 2, by giving some con-
ditions which are stronger than (1.7) and have a variant of Theorem 2.
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THEOREM 3. Suppose that f(z) is an entire function of order g=2p+1 hav-
ing only negative zeros. Setting ¢(z)=/f(2) f(—2), g(z2)=¢(—2)/9(0), we assume
that g(z) is a canonical product. Further we assume that there is an arbitrarily
small B such that if |g(r)|=1,

(1.9) log | g(re*f)| =(cos Bq/2) log|g(r)|
for all sufficiently large v and if |g(r)| =1,
(1.10) log|g(re*?)| =(cos Bg/2) log| g(r)|

Sfor all sufficiently large r. Then f(z2)=e"® where P(z) is a polynomial of degree
q, ov else
(1.11) jm 08M, 1) _

700 r?

We are unable to decide whether there exist functions satisfying the hypo-
theses of Theorem 3 and (1.11).
Arguing as in the proof of Theorem 3, we have the following.

THEOREM 4. If f(z) is an entire function of order one having only negative
zeros such that

(1.12) fr)-f(=nr=0(1) (r—o0),
then f(z)=Ae®, where A, B are constants, or else

(1.13) lim l—og—]‘fiﬁﬁ oo
We show that there exists an entire function satisfying the hypotheses of
Theorem 4 and (1.13).
Finally we can see the following result which is obtained under some conditions

on the value distribution.

THEOREM 5. Suppose that f(z) is an entire function having only negative
zeros and that ¢(z)=f(2)-f(—z) is real for real z. Further assume that ¢(z)=w
for any real number w has either only real voots or only non-real roots. Then
f(2)=(Az+B)e"® or else f(z)=AeP® f(z), where A, B are real or pure imaginary
constants, P(z) is an odd function and f,(z) is a canonical product of genus one
such that n(r, 0, f)~Cr, with a constant C.

2. Proof of Theorem 1. We need two known results.

LEMMA A [5]. Let f(z)=explaos®+az?-' L --- +ap>fIlE(a5, p) be an entire
function of order p and 6(0, f)=1. Then for any ¢>0 we have
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2.1 log|f(z)|—Re c;z?<delc,|r?  (G=7ole)),
for z=ret? =T and
(2.2) log| f(z)| —Re c,z? > —4e|c;|r? (G=7de)),
for z=re? =I;—E; where cjzao—l-lawzs‘,aja;p (a=exp (1/(p+1), Il={z; ai<|z| <

a2 and E; is an exceptional set which is confined in a finite number of disks,
the sum of whose radii is at most 4eda’*? with an arbitrary small 6>0.

LEMMA B [8]. If ¢(z) is a non-constant entire function such that
(2.3) log m(r, ¢)<cos zdlog M(r, ¢)+0(1)
as r—co, where 0<2A<1, then

(2.4) lim 108 flj(’ 9 _g

700

where 0< 8= +co.

Let f(z) be an entire function satisfying the hypotheses in Theorem 1. We
suppose that (1.3) is false, i.e.,
2.5) Jim inf 11081701

rp

T—00

=K< +oo.

At first, we show that the genus of the canonical product of ;(z) is not greater
than p—1. Since the order of f(z) is equal to p, we can write

20 flay=emr=sea [ B(Z).

a,
Hence
G=act 2 aiP=actartt - +arf.

layl=al

Case (1). pisodd. Setting a,=|a,lexp G(z-+0.) (p|0.]<z/2—750 De=017),
we have
Re (¢;r?)=r?(Re ay—|a,| 7 cos pb#,— - —|a,,| 7 cos pb.)

=r?Re ay—r?(la,| P+ - +]a,;|77) cos (z/2— 7).
Using (2.1), we see
log|f(r)|=r? Re ag—r"(|ay| =+ -+ +a,,|7") cos (z/2—7,)~4eic;|r.
Therefore we have
(lai]77+ -+ +la,;|7?) cos (z/2—750)—Re a,

—de(lao] +1a,| 77+ - +a,; ") =—(log| F(N)/r?.
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Hence (2.5) yields
él la,|?<H-co.

Thus the genus of the canonical product of f(z) is not greater than p—1 and
we can rewrite (2.6) as follows

2.7) f@)=exp (aez?+ - +ap)fi(2),

where the genus of j,(z) is at most p—1. By the well known estimation [6,
p. 29],
log M(r, f)=o0(r?).
Now, it is easy to see that
(2.8) d(2)=f1(2) [ (w2) - [(@*?7'2),  (w=exp (xi/p)),

is a function of z??. Hence setting

Q) =¢(z°?)= f1(2) f s(wz) -+ f1(@*P7'2),
we have log M(r*?, ¢)=2p log M(r, f1)=o(r"). Therefore it follows that

2.9) 1’)@01‘1&%{3’7 Do,  (o=Iti=12").

On the other hand, by the assumption (1.2) we have
m(p, §)=K<+oo,

and it follows that ¢ satisfies hypothesis (2.3) in Lemma B with 2=1/2 or else

(2.10) ¢(z)=K’" =constant.

Hence, if ¢(z) is not constant, we have
lim 'I'ng%f’ 9 _p,  0<p=-too,
s

which contradicts (2.9).

Now we deal with case (2.10). Suppose first that K'=0. Then (2.8) shows
that f,(z)=0 for every z, and so we have f(z)=0 for every z from (2.7). This
contradicts the hypothesis of Theorem 1 that f(z) is an entire function of posi-
tive integral order. Thus K’#0. Then (2.8) shows that f(z) does not take the
value 0. From this and (2.10) we have f(z)=¢F®, where P(z) is a polynomial
of degree p.

Case (2). p is even. Similarly we can prove the conclusions of Theorem 1
using (2.2) instead of (2.1). In fact, for any d,>0, setting d=(4ea®*'sind, we
have 4eda’*?*=a’ sind, and so in view of E,CI,={z; a’<|z| <a’**%}, E; is con-
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fined in {z; largz|=n/2} (7=jo(e)).

ExAMPLES. We show two examples satisfying the hypotheses of Corollary

1 and (1.5), and we show an example satisfying the hypotheses of Theorem 1
and (1.3).

(1). f(z)=1/(z['(z)), where I'(z) is the Gamma function. Since it is well
known [11, p. 1517 that,

(2.11) log I'(z)=(z—1/2) log z—z+1/2 log 2=+ 0(1/z),
(—r+dZtargz=n—0)

we have

(2.12) log f(z)=—(z+1/2) log z-+z—1/2 log 2+ 0(1/2) .

Now it is also well known [3, p. 21] that,

exp{log I'(z)} =exp{log =—log (sin zz)—log I'(1—2)}

and so we have

(2.13) exp{—log I'(—z)} =exp{—Ilog =+log (—sinzz)+log I'(1—2z)}.
From (2.11) and (2.13), it follows that

exp{—log I'(—z)} =exp {—log =+log (—sinzz)+(z+1/2) log (z+1)
—z—1+4+1/2exp 2z+0(1/2)}, (—r+i=argz=x—0).

Therefore we obtain in {z; —z+di<arg z<n—d},

(2.14) exp{log f(—z)} =exp{log (—sinzz)+(z+1/2) log (z-+1)
—z—log z—log n—1+1/2 log 2xr+ix+0O(1/2)}.
Combining (2.12) and (2.14) we have

(2.15) J@) f(=r)—>0  —-o0).

This is a stronger condition than (1.4). Condition (1.5) follows from (2.12).

(2). If we set g(z)=f(z/r—1/2) where f(z2)=1/(z[(z)), then g(z) g(—z)=
n~'cosz. Hence g(z) satisfies (1.4) and (1.5). However g(z) does not satisfy
(2.15).

(3). Let

=B (- DeafZ - +3(2))

where a,=—((2v—1)z/2)"/?. Then, setting p,=(2v—1)7/2 we obtain
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6.(9= ) f@2) -~ flwr12)=T1 (1- 2.

a??
2.

= ﬁ(l—g—z):cos C.

v

Thus @,(#r)=0(1) (r—co). Hence f(z) is an entire function satisfying the hypo-
theses of Theorem 1 and (1.3).

3. Proof of Lemma 1. Denoting the genus of g,(z) by k, we have

. o cos (k+1)0+r cos k@
@1 loglaret®)| =(—ppra(" A0 TS ELITET OSRD

If & is odd, then (3.1) yields

©n(x) dx 1 r’zgr n(x)

k¥l —2—7 k1
00X x+r 0 X

—log!glﬁ')lzr’*“g dx.

Thus we have

rh T2 ) gk dx —> oo (r=eo).

If & is even, then (3.1) yields similarly (log|g,(r)|)/r*—-+oc0 as r—+oo. Hence,

if k=[=deg (Re Q(r)), then the sign of log|g(r)| coincides with the one of
log|g(r)| for all sufficiently large 7.

On the other hand, if 2</, then the sign of log|g(»)| coincides, with the

one of Re Q(r) for all sufficiently large ». In fact, from (3.1) we have

—logig(n)| o LS’ n(x)

e d
| Hogigy(r) | =r*n[ 200 42

<rkSr n(x)—dx+rk“gm——n(x) dx,
0 r

- xk+1 xk+2

and so |log|g,(»)|| =0(Re Q(r)). Thus the sign of log|g(r)| is definite for =7,
with the exception of case (1.6).

To prove Theorem 2, we shall make use of the following Baernstein’s result

[2].

LEmma C. Let B(t) be a nondecreasing convex function of logt on (0, o)
with B(0)=B(0-+)=0. Let {(0) be a bounded and measurable function on (0, x).
Let b(z) be the function which is bounded and harmonic in the half disk {z; |z| <R,
Im z>0}, and which has the following boundary values:

b(Re'")=1(0), b(r)=0, b(—r)=B(r) (0<r<R).
Let 00, 1), a=(0, 1). Suppose 0<r<s=aR. Then
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3.2) Ss bo(—t)—ifff m0o)by(t) dt
-1 1 y
SK, biir) — K, o) Bla fLr)—;—M] ’

where K, is a positive constant depending only on o, Kla, o) is a positive constant
depending only on «a and o, and M‘:(,i%g [1(0)].

4. Proof of Theorem 2. Let f(z) be an entire function satisfying the
hypotheses in Theorem 2. We suppose that (1.8) is false. Proceeding as in §3
we obtain

4.1) fR)=e®-f1(2),

where P(z) is a polynomial of degree at most ¢ and the genus of f,(z) is not
greater than ¢—1=2p. If we set

#(*)=f(2)- f(—2)=e"? fi(2)- [1(—2),
then the degree of R(z) is not greater than 2p=¢—1. Hence we have
log M(r?, $)=K r*?+2 log M(r, f1)=0(?).

Since g(z)=¢(—z)/¢(0), we obtain

. log M(r, g)
(4.2) hm%ﬁzﬂfw*:o_

Now we can write
(4.3) g(z)=e??g,(2),

where Q(z) is a polynomial of degree at most p and the genus of the canonical
product g,(z) is not greater than ».

We can easily deal with case (1.6). Since g(z) has only negative zeros, it
follows from (4.3) and (1.6) that

g@)=¢(—2)/¢(0)=exp {i(ap.z* + - +a,2)},

where «, (=0, ---, k') are all real. Hence by (4.1) we deduce f(z)=exp (P(z))
where P(z) is a polynomial of degree ¢, which is the desired result.
Now we consider the other cases than (1.6).

Case (1). log|g(r)|=0 and log|g(re'?)g(re="?)|—2(cos Bg/2) log|g(r)| =
e(r) log|g(»)| for all sufficiently large 7.
We set
Q@)=awz?+ - +a;z, degReQr)=! (=k)
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and
arg a;=0; (=1, -, k).

Let B be a sufficiently small positive number. We define in D={z;0<]z| <R,
O<arg z< B},

H(reiﬁ)zgfgloglg(rew’) ldé

Il

[4 . [ X
| Re(@uendg+2f loglaire)1dg,
Then we have

@4 H(re“’)———-'?—ia,]rl sinlf cos 0,4 -

/]
+2]a |7 sin 6 cos 0,+2{ log|gi(re)dg .

Since g(z) has only negative zeros, we can show that H(re¢*’) is harmonic in D
by arguments similar to those in the proof of Theorem 1 in [1].
Furthermore we consider the subcases.

Case (1-1). k=[. In this case the sign of log|g(r)| coincides with the one

of log|gi(r)| for all sufficiently large 7.
Setting I,=[0, =/2)\U(3x/2, 2r], 1,=(x/2, 3x/2) we define

(4.5) Hyrei)= 3 —?—]a ;177 sin j6 cos 0,4+ Hy(re'?)

€1
H 6N __ 2 i .
S(re )—0%3127“1][7' sin 7@ cos 4,
J

where

Ha(re“’)zzsjlog lgi(re*?)|do.

Then we have Hre'?)=H,(ret?)+H,(re?).

At first we show that H,(re*f) is a nondecreasing convex function of logr
on (0, o0) with H,(0)=H,(0-)=0, for all sufficiently small positive numbers f.
Since it is trivial from (4.5) that H,(re*f)—H,(re'f) is a nondecreasing convex
function of logr» on (0, co) with H,(0)—H,(0)=0, it is sufficient to show that
Hy(ref) is so.

We can see that log|g;(re’)| is monotone decreasing for 0=<6=27/(g+1).
In fact, setting

tcos (k+1)0+cos k0
t2+2t cos 6+1

Glt, O)=

we have from (3.1),
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0 sy (@ n(rt) 0G,
(4.6) (g | gire )= S-St g,
where
9G, _ tsin (k+1)0 T4lt, O)Fsinkd Ty, 6)
00 (22t cos G-+1)2
and

T, 60)=(+1)*+2jt cos O+j—1.

Since T,(t, 8)>0 for 0=0=<(1—1/2j)x [13], observing 2z/(¢+1)<x/(k-+1), we
easily deduce that

Tut, 0)>0, Tinlt, )>0  for 0<0<2x/(g+1).

Thus log|g.(re!?)| is monotone decreasing for 0<60=2x/(q+1).
Hence we have

0 H,

06?

=0,

and therefore we have

oH, 2(62H3 1 6H3>
ollog r)*

or? - r or

from the harmonicity of Hy(re?’). Hence H,(re'f) is a convex function of logr
on (0, ). On the other hand, H,(r¢*?) is a nondecreasing function of log» on
(0, o) from the fact that log|g.(re*f)| is positive and (3.1). Thus H,(re*#) is a
nondecreasing convex function of log » on (0, co) with H,(0)=H,(0+)=0.

Next we show that H(re'f) is an increasing convex function of log# for all
sufficiently large » for all sufficiently small positive numbers 8. Since log|g,(re??)|
is a decreasing function of 6 (0<6=p), we have from (3.1)

Y%

0

. 8 . .
Hy(re'$)=2{ log|.(re'9)| dp =2 log | g(re*®)]

< n(x) xcos(k+1)8-+r cos kf8 dx
o xkrt x®4r24-2rx cos f

—agree|

= pr* cos (k-+ 1) foﬁ) dx>0.

Hence Hi(re®)/r*—-+oo, as r—-+oco and H(re*®) is unbounded. From (4.6) we
have

= n(x) xsin(k+1)0 TF+rsinkd T¥,, J
o xk+ (x%42rx cos 0+4r?)? *

where T¥=(k-+1)x%+2krx cos §+(k—1)r%. Hence we have

- og | gitre®) )=+
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ral)
o x** (x+r)! *

5‘; (log | ga(rei®)|)=—F sinkﬁr"*lg

r n(x)
gy

§——k—sinlz0rkg dx

16
for all sufficiently small positive numbers §. Hence (6°H/30%,-; is negative and
(0*H/(0 log 7)*)g-p is positive for all sufficiently large ». Thus H(re®#) is an
increasing convex function of log » for all sufficiently large r.

Let y=8/x. Now we can define a function B*(¢) satisfying the hypotheses
on B(t) of Lemma C such that B*@#)=ZH(t"e?®) on (0, o). In fact, choosing a
sufficiently large r,, we define

0

B*VN=H,(te??): 0<t<r,
=H,(r,e*?)+r H (r,e*?) IOgri P SEET,
1
=H(te'?): t=r,,

where H(r,e'®)=H,(r,e*#)+r Hi(re*?) log ry/r..
Fix R>r,. Let H*(z) be the bounded harmonic function in D={z;0<|z| <R,
0<arg z< B}, which has the following boundary values:

H¥(r)=0, H¥(re'f)=B*(r'")  (0=r<R),
H*(Re*%)=H(Re'?).
We define b(z) in D'={z;0<|z| <RY7, 0<arg z<=m} by b(z)=H*(z"). Then

b(z) is the function considered in Lemma C, with B(1)=B*(t), the R there replaced
by RY" and

UO=b(R¥ ¢*%)=HH(Re"*) = H(Re'™") = (" 10g] g(Re*)|dg

Let s=2""2R and »,<r<s. Using (3.2) with o=y¢/2 (=pq/2z<pg+1)/2z<1)
and a=2""% (<1), we obtain

bo(r''7)

e A K

tl+a

@ Sslfr bo(—1t)—(cos wa)be(t)

P17

B*@2Yrr RY) -2/ log M(R, g)

59/2 ’

—K,

where K, K, depend only on  and g. Now by(t)=yHF#), bo(—t)=yH(t7e'd).
Changing variables in (4.7) and using B*(2V*" RY7)=H*2'2Re¢%)=H(2s¢*)=

S'jrloglg(Zse”’)IdgééZ‘B log M(2s, g), we obtain

THF(r)

r‘l/2

48 log M(2s, g)

s2/2

—K,

Ss Hi¥(te*?)—(cos Bg/2)H¥ (1) G K

r t1+q/2
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Since Hi(te'®)< Hy(te'f)=log|g(te')g(te™*5)| and HF(t)=Hy(t)=2 log|g(t)| (t=ry),
Hi(te!?)—(cos Bg/2)H¥(t)<e(t) log|g(t)| from (1.7). Hence we have

s <(t) loglg(®| . loglgl)| . log M(2s, g)
(4.8) | dr=C, 2K N

itz 2 -

where C,, C, depend only on 8 and ¢. From (4.2) we find a sequence of r={r,}
tending to infinity with »n such that

ya/2

log|g(r)| og M(2s, g) _ ., loglg()| (s dt
G Ce (23)4127";6 pase S e

r t1+50

= log|g(r)|

pa/eteg 7

where C’, C are positive constants which do not depend on ». For each fixed r,
if s tends to oo, then we arrive at an impossible inequality from &,>0.

Case (1-2). [>k. In this case, since Re (Q(r)) is positive for all sufficiently
large », 6, lies in I,=[0, =/2]U(3x/2, 2.

Firstly we assume that £ is even. In this case, we use the functions H, H,,
H, and H, defined by (4.5). H,(re*®) is a nondecreasing convex function of log »
on (0, o) with H,(0)=H,(0+)=0. Since the degree of H,(re*?)—H,(re*?) is
higher than one of H,(re*f), H(re*?) is a nondecreasing convex function of log»
for all sufficiently large ». Hence arguments similar to those in case (1-1) lead
to a contradiction.

Secondly we assume that 4 is odd. In this case we define

Hret)= = %Iajlrf sinj6 cos 6,

0,61,

Hy(ret= -f— la,|r’sinj cos 8,4+ H(re'?),

0,€1,

where
0 ,
Hs,(re“’)=250 log|gi(re®)|dg.

Then we have H(re'')=H,(re*?)+ Hy(ret?).

It is trivial that H,(re'f) is a nondecreasing convex function of log r on
(0, o) with H,(0)=H,(0+)=0.

Now we show that H(re'f) is a nondecreasing convex function of logr for
all sufficiently large r for all sufficiently small positive numbers [. Since
log|gi(re®?)| is an increasing function of § (0<0=<p), we have from (3.1)



28 SHIGERU KIMURA

og—H3<refﬂ>=—z§f log | g:(re'?)| dp<—28 log | g:(r)|
k+1 d +1
i I e T S R )

(r—o0).

Hence | Hi(ret)|/r'—0 as r—-+co and H(re'?) is unbounded.
Proceeding as in case (1-1), we have

0= (0/08) (logklg,(f’ew)l) SS‘” n(x) xsin(k+1)60 T¥+rsinkd T, dx
phtt o xk*1 (x%+2rx cos G+7r?)?

lIA

Sw n(x) x(k+1D(x+r)+(k+2)r(x+r)? dx
o xk*1 (cos 0)(x+r)*

i\

k42 1 (7 n(x) k42 (7 n(x)
cos? r So ohet T o ST ghw @ >0 (r=e)

k+2
for all sufficiently small positive 6.

Hence (02H/00%),-5 is negative and (0°H/(0 log 7)*)s—5 is positive for all suf-
ficiently large ». Thus H(re*f) is a nondecreasing convex function of log » for
all sufficiently large ». Thus arguments similar to those in case (1-1) lead to a
contradiction.

Case (2). loglg(»)|<0 and log|g(re*®)g(re *?)|—2(cos Bq/2) loglg(r)| =
e(r) log|g(»)| for all sufficiently large 7.

Set Q*(z2)=—Q(2), g¥z2)=g:(z)7! and g*(z)=e¥ @ g¥(z). Then (1.7) is equi-
valent to

llog | g*(re*?)g*(re=*?)| —2(cos Bq/2) log| g*(r)| | =e(r)|log|g*)|] .

Thus our case is handled in a fashion almost similar to case (1).
We only show how to handle the inequality corresponding to (4.8). Proceed-
ing as in case (1-1), we have

et) log | g*(t)] log | g*(r)| log Mp(2s, g*)
4.9) S e dt=C, Tae _CZTV”_’

where Mp(2s, g*)-—— sup |g*(2se*?)|. In this inequality we must show that
<101<8

lOg Mﬁ(?’, g*) :0

/2

lim

00

700 0K 0L

Since log My(r,g%) = sgpﬁRe(Q*(re“’))-l—logMﬁ(r,g’{‘) and lim{ sup Re(Q*(re”’))}
0<10i1<

/r%2=0, it is sufficient to show that
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*
(4.10) lim ‘ﬁg_f‘ifﬁt;g;) —0

T

in the case that the genus of g*(z) is not smaller than degree of Re (Q(r)). In
this case we have from (3.1),

s/ ovi (= n(rt) tcos (k+1)0-+cos k6
log|g¥(re ),—So gkt 242t cos 6+1

Hence there exists a 6, for some §,>0 such that

dt.

1 (o .
mo(r, g1)=— | "log*|gtret)|d0

L (B 0.3, (= n(rt) dt
o So log|gT(re*)ldo=—, - So TN

Since (4.2) implies lim {log M(r, g,)} /r¥*=0, we have me (¥, g%)/r¥*—0 as r—oo
and so we have

log|g¥(r)| _ 1 (=n(t) di
- ya/2 _WQSO FRr H-fl

—>0 (r—+o0).

Since log|g¥(re’?)| is monotone decreasing for 0=<6=2z/(¢+1), we have

log Ms(r, g¥)=log|g¥(r)| for 0<B=27/(g+1). Therefore we proved (4.10).
Proceeding as in case (1), we have a contradiction from (4.9) and (4.10).
An example. Let

f@= (1= )ep{( +~-~+~1—(—in)q} (g=2p+1),

n=1 an q

where a,=—n% Since

$e=fDf =TT (1- 2 Jexp [ L+ Z0) ),
we have

where b,=—n*% Now n(r, 0: g)~»?% and hence we have in {z; |arg z| <z —0}
(0<d< ) the asympotic expansion [9, p. 2327,

log|g(ret?)| =(—1)Prr?*12 cos {H(p+1/2)} +O@P+log 7).
Therefore
|log | g(ret)| —(cos B(p+1/2)) loglg(r)|| =e(r) loglg()|,

where e(#)=0(1/r%) (¢,>0). Thus f(z) satisfies the hypotheses of Theorem 2
and (1.8).
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5. Proof of Theorem 3. Let f(z) be an entire function satisfying the
hypotheses in Theorem 3. We suppose that (1.11) is false, i.e.,

lim inf
Since @(z%)=f(2)- f(—2), g(z)=¢(—2)/$(0) and log M(r®, $)<2log M(r, f), there
exists a sequence {r,} =+ which tends to infinity, such that

log Mr, ) _
jal

log M(r, g)

yalz

(6.1) =0(1).
Arguing as in §3, we see that the sign of log|g(r)| is definite for all sufficiently
large », with the exception of case (1.6) in which case we have the required
function f(z)=eF®, deg P(z)=gq.

If the sign of log|g(r)| is positive, (5.1) yields
log|g(r)]

ya/2

(5.2) lim inf <Hco.

700

If the sign of log|g(r)] is negative, then arguments similar to those in case (2)
of §4 yields lim inf (—log|g(»)|)/r¥*<+4oc0. Thus in the sequel we may assume

that the sign of log|g(r)| is positive for all sufficiently large r, because the
remaining case is similarly dealt with.

Fix R>0. We define in D={z; 0<|z| <R, 0<arg z<f} a harmonic function
H(z) as follows

0 ,
H(re“’):S0 log|g(re?)|dd.
Let y=j/z and define b(z) by b(z)=H(z") in {z; 0<|z| <R'", 0<argz<=z}. Then
b(z) is the function considered in Lemma 4, with B(t)=H(t"¢%#), the R there
replaced by RY" and
70 .
Z(ﬁ):b(R”Te“’):SO log | g(Re*#)|dg .

It is easily verified that B(t) satisfies the hypotheses of Lemma C. Now by(t)=
7log|gt], be(—t)=7 log|g(t"e?*®)|. Hence arguing as in §4, we have

s P8y —
5.3) S log| g(te*®)] i?ff,f"m log|g(®)| dt
log|g(n)| log | g(2s)|
>6172——c2~—723>q/2—— (0<r<s<oo).
Case (1).
B:limsup-J_oglg(r)| =+o00,

7112

T-00
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From (5.2) we can find arbitrarily large values of » and s, with r<s, such that
the righthand side of (5.3) is positive. Thus it follows that the inequality

log | g(te'?)| —(cos Bg/2) log|g(1)] >0
holds for some ¢>» and this constradicts with our assumption (1.9).

Case (2). B=0. In any case, we have (log|g(»)|)/r¥*>0 for »r>0. For
each fixed  the right-hand side of (5.3) is positive for sufficiently large s, and
again we have a contradiction.

Case (3). 0<B<+oco. Using the identity [2]:
bo(r)= Bat)+b0(—0)Q, Dt
where Q(r, t)=2rx"%(r*—1?)"!log rt~!, we have
6.9 log|g(rM)| éS:(log lg()]+log|ge**)NQr, dt .

Dividing g by a large positive constant, if necessary, we can assume that (1.9)
holds for all 1>0. Putting (1.9) in (5.4), we obtain
tog ] g(r")| =< (1+-cos 39/2) log gt - Qr, dt

Proceeding as in §4 of [8], with 7¢/2 in place of A4, we arrive at

7
lim 081201 _ g

pralz

T

Hence, by Valiron’s Tauberian Theorem [12], we have
B
~ /2
n(r, 0, g) 71_r R
and
n(r, 0, f)fvér‘l.
T

Therefore we have d(0, f)=1. Proceeding as in the proof of Theorem 2, we
have B=0, which is impossible.

6. Proof of Theorem 4. Put ¢(z%)=f(2)f(—=z) and g(z)=¢(—z)/¢(0), then
g(—7) is bounded i.e., |g(—#»)|=C. If C>1, then h(2)=g(2)/C satisfies the as-
sumption of Theorem 3, that is,

log | h(re'?)| =(cos Bg/2)|log h(r)]
with 8=z and ¢=1.
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Now we have the following fundamental inequality which corresponds to
(5.3),

dt>C, loglh(rig;la—logIC|

Ss log| h(—1)|

e

log M(2s)+log|C]|
(23)1/2

—C, —2log|C|(r~t2—s"12)
We note that if C<1, then we use (5.3) with ¢=1, again. Proceeding as in the
proof of Theorem 3, we have the desired result.

7. Proof of Theorem 5. Let A be the set of real numbers w for which
¢(z)=w has only real roots.
We consider three cases.

Case (1). A consists of one element. In this case we have ¢(z)=K (=con-
stant). Suppose first that K=0, then ¢(z)=/(2)- f(—z) shows that f(z) or f(—2)
is zero for every z so that f(z)=0. Suppose next that K=0, then we have
f(2)#0 and f(z)=Aexp (P(z)) where P(z) is an odd function.

Case (2). A is unbounded. We need the following result [4].

LEMMA D. Let ¢(z) be an entire function. Assume that there exists an un-
bounded sequence {w,} such that all the roots of the equations ¢(z)=w, (n=1, -+
are real. Then ¢(z) is a polynomial of degree not greater than two.

Since ¢(z)=f(z)f(—z) is a polynomial of degree not greater than two by
Lemma D and f(z) has only negative zeros, it follows that ¢(z)=K(z—a)(z+a),
where K and « are real numbers. Hence f(z)=A(z—a«) exp (P(z)) where P(z) is
an odd function.

Case 3. i consists of at least two elements and is bounded. In this case,
we shall make use of the following result [10].

LEMMA E. Let ¢(z) be a transcendental entire function, real for real z.
Assume that ¢(z)=w has either only non-real roots or only real roots for all real
numbers w. Then ¢(z)=A cos (Bz+C)+D with real constants A, B, C, D, AB+0.

Since ¢(z)=f(z)f(—z) and since f(z) has only negative zeros, Lemma E
yields n(r)~| B|r/m, which is the desired result.
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