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THE BOREL-CANTELLI LEMMA FOR STRONG MIXING

SEQUENCES OF EVENTS AND THEIR

APPLICATIONS TO LIL.

BY KEN-ICHI YOSHIHARA

1. Introduction. Let {ξJ9 —oo<;<oo} be a sequence of random variables
which satisfy one of the following mixing conditions:

(I) the ^-mixing condition, i.e.,

(1.1) 0(n)=sup sup I P(A^B)-P(A)P(B) \ /P(A) 10 (n —> oo)
k i # ( k B M ( k

or
(II) the strong mixing (s. m.) condition, i. e.,

(1.2) a(?ι)=sup sup \P(Ar\B)-P{A)P{B)\ ] 0 (n—> oo)
k A < Ξ M ( - ° o , k B M k

where M(a, b) denotes the σ-algebra generated by ξa, •••, ξb(a^b).
By definition, it is obvious that if {ξJ is ^-mixing then {£J is s. m.
Now, let {ήk} = {nψ, i=l, 2, k=l, 2, •••} be any sequence of positive integers

such that

(1.3) n^^ifK

For the sequence {nk}, we put

(1.4) aUJ:{ήk})= sup \P(Ar\B)-P{A)P{B)\

if {ξi\ is s. m. Then, it is clear that for any z(^l) and ; ( ^

(1.5) a fO:{

For brevity, we shall say that {At} {A^Mfji^, n[2)), i=l, 2, •••) is α*-mixing
with {nk} if (1.5) holds.

In this paper, we shall prove the Borel-Cantelli lemma for such sequences of
events and, using the result, establish some laws of iterated logarithm for mixing
sequences of random variables.
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2. Some lemmas. In what follows, we shall agree to denote by the letter
K a quantity bounded in absolute value. For any random variable ξ, we put
\\ξ\\v={E\ς\v}ΐ)~ι if the latter exists. The following two lemmas are known.

L E M M A A. ([2] Theorem 17.2.1). Assume that condition (II) is satisfied and ξ
and η are measurable over M**, and M°£+n respectively. If \ξ\^Cx and \η\^C2

with probability one, then

(2.1) I Eξη—EξEη | ^ 4 C 1 C 2 α ( n ) .

LEMMA B. ([1] Corollary to Lemma 2.1). Let ξ and η be the ones described

in Lemma A. If E\ξ\p<cπ and E\τ]\q<^ with p>l, q>l and p-χ+q-ι<l, then

LEMMA 1. Let {f J be a s. m. sequence of random variables which satisfies the
following conditions- For some δ>0

(i) Eξt=0 and E\ξt\
2+δ^K ( ι=l , 2, •••), and

(ii)
71 = 1

Then, for any n(^ί) and any 6(=0)

' b+n
(2.3) Var( Σ U£K Σ HfillI+3

and

(2.4) ^(maxf Σ ^ Y U ^ ί *Σ ||fdli+a}(log22n).

Proof. Without loss of generality we assume that b=0. Since from Lemma B

So

S Σ
i

Σ Σ
1 1

Σ llfilli+ί Σ*
i i

1 = 1

Thus, we have (2.3). (2.4) is obtained from Theorem F in [4] and (2.3).
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3. The Borel-Cantelli lemmas for α*-mixing sequences of events.
For the α*-mixing sequence of events the following theorem holds.

THEOREM 1. Let {ξJ be a {not necessarily strictly stationary) s. m. sequence
with Σ {α(n)}δ/(2+δ) <oo for some δ>0. Let {nk} be an arbitrary sequence of positive
integers satisfying (1.3). Suppose that the sequence {Af} of events be a*-mixing
with {nk}. If for some a (0<a<(2+δ)/(2+2δ))

(3.1) liminf naP(An)>0

then

(3.2) P((\U At)=l.
\n=ι k=n /

Thus, there occur with probability one infinitely many of the events An,

Proof We shall use Revesz's method in [8]. Let ζn be the indicator func-
tion of An, i.e.,

ί 1 if
ζn=Ua>)=\

{ 0 if n

Then, {ζn} is a s. m. sequence of random variables and by the Chebyshev ine-
quality

Σ C Σ
1 = 1

Σ C - Σ P(At)
1 1

V a r ( Σ ζ t )

where ε(0<ε<l/2) is arbitrary. Since by Lemma 1

i / 1

SO

~ n = r n
«2j X-» p( Λ v

\ ι = l

Hence, from (3.1), we have

Σ {P(Λ)} 2 / C 2 + δ )

t=l
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Dn > 0 (n > oo) .

Thus, there exists a sequence {kj} of the integers such that

It follows from the original form of the Borel-Cantelli lemma that there occur
with probability one only finitely many of the events

r "> 1 *J l
U = i Z 1=1 J

Since the sequence { Σ ζt : £=1, 2, •••} is non-decreasing, so we have the desired

conclusion.

THEOREM 2. Let {£J fo α (nof necessarily strictly stationary) s. m. sequence
of random variables with a(n). Let {nk} be an arbitrary sequence of positive in-
tegers which satisfy (1.3) and for which

(3.3) Σ Σ «?(;:{»*})<co
t = l .7 = 1 + 1

holds. Suppose that the sequence {Ax} of events be a*-mixing with {nk}- Then

(3.4) p(r\ 0 At)=l (or 0)

according as

(3.5) Σ^G4n)=°o (or<cχ)).
72 = 1

Remark. It is obvious that if condition (II) is satisfied, then there always
exists a sequence {nk} satisfying (3.3).

Proof of Theorem 2. From the original form of Borel-Cantelli lemma, it is
CO / OO OO \

enough to prove that Σ P{An)~^ implies P[ Γ\ 0 Aι)=l. As before, let ζn be
71=1 \ 71 = 1 1=71 /

the indicator function of An. Then, from Lemma A (with C1—Ci=l) and (3.3)

Var(ΣCt)=Σ Var(ζι)+2Σ1 Σ E(ζx-P{A%)){ζ,-P(A,)

^ Σ Var(ζ,)+4Σ1 Σ αf(j: {«*})
t = i i j + i

Thus, for any ε(0<ε<l)



152 KEN-ICHI YOSHIHARA

,n i » v Var(ΣC,) ±

The rest of the proof can be carried out by the analogous method to the
proof of Theorem 1 and so is omitted.

4. Some applications to LIL for mixing sequences. Let {fj be a mixing
sequence of random variables centered at expectations with finite variances.
Put

(4.1) si=E(Σξj)2.

In this section we assume that

(4.2) _ ! » « . _ > i ( n — > o o ) ,

(4.3) 0< lim inf — ^ lim s u p - ^ <oo

and

(4.4) si,n=E( Σ £,Y=(s 8

n-si)(l+0(l)) ( a s n - m — > o o ) .

We consider the following conditions:
(A) {ζn} satisfies condition (I) with φ(n)=O(n~1), and
(B) {£„} satisfies condition (II) with a{n)=θ(n'1).

THEOREM 3. Let {ξJ &£ a mixing sequence satisfying (4.2)—(4.4) and one of
Condition (A) or (B). Suppose that for some η >0 uniformly in m and x

(4.5)

and ί/iaί /or some constants O O , 0<ί/n=O((log log sπ)1/2) and /3 sufficiently large

(4.6) P(max Σ ξt>β)^CP( Σ,ξj>β-dnsn).

Moreover, suppose that (4.6) holds with ξn replaced by —ξn. Then

(4.7) P(lim sup (2sl log log sl)~1/2 Σ ^ = 1 ) = 1

oo/. We shall prove Theorem 3 in the case where {£J satisfies condition
(B). The assertion (4.7) will be proved if we show that for any ε>0
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(4.8)

and

(4.9)

where

(4.10)

Thus, to prove the theorem it is enough to show (4.9) since (4.8) is proved
by the usual method (cf. [β] and Theorem 0 in [7]).

Let c>l be an arbitrarily given number. We choose n(

k

Ό and nf as follows:

ni2)=the largest integer n such that sn^ck,

nψ—the largest integer n such that sn^ck~1Jrck/2.

For any γ(fl<γ<ϊ) put

where
a(nk)= {2(s^(fe2)-s^π)) log (slψ—sϊγ)}1/2.

Then, {Bk} is α*-mixing with {nk} = {n(

k

ι\ n(

k

2)}. Since by definition and (4.3)

(4.10) S^(2)-^(i)=s^(

for sufficiently large k, so from (4.5) we get

(4.11)

where μ is an arbitrary positive number such that (l+μ)(l— γ)2<l.
On the other hand

(4.12) Σ Σ αfO : {n*})= Σ Σ a{n^j-nf)
1 = 1 J=l z = l 3=1

Hence, by Theorem 2 we have

(4.13)

for any γ such that
Now, we use the method of the proof of Theorem 1 in [6]. From (4.8) it

follows that

\Sn(ω)\^2b(ή) for n>no(ω) a. s.
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Taking (4.10) into account, we find

(l-r)α(n*)-26(ni«,)

Since ε>0 is arbitrary, we may choose γ>0 and c>l so that

Using (4.13), we find

(4.14) ^

^P{Snψ>{l-γ)a{nk)-2b{n^l1) i. o.)

γ) Lo.)=l.

From this (4.9) follows and the theorem is proved in the case where condition
(B) holds. The proof in the case where condition (A) holds is similar and so is
omitted.

Remark 1. It is obvious from the above proof that the mixing condition in
(A) (or (B)) may be weakened as φ(n)=O(n-a) (or a(n)=O(n-a)) for some α(0<

Remark 2. It is obvious that Theorem 3 holds if (4.6) is replaced by the
condition

(4.15) P(max Σ £ >eft(sn))=O((logsn)-1-')

where η and ε are arbitrary positive numbers.
For the s. m. sequence {?J with coefficient a(n), condition (4.15) is satisfied,

if (4.5) holds and there exists a function r=r(jι) such that r{n)~> oo and

(4.16) max(*ΣP(max \SCί+2,r-Sιr+j\^εb(sn)),
U=0 l^j^r

P(max \Sn-Sn.,\^eKsn)), ka(r)\=O((\og s,)"1"')

for any ε(0<ε<(c—ϊ)/c) where c>l is an arbitrarily fixed number and k=[n/r].
In fact, for any c>l, let

Ej={\Sι\<cb(sn),Kj: \S

It follows from (II) that for any ε(0<ε<l)
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n

Σ

(

+ Σ

max \Sn-Sj\^εb(sn)).

Since it follows from (4.1) and (4.4) that for any i(0^ι^k—1)

P ( | S , - 5 α + 2 ) r | ^ ε K s J ) ^ 4 y ^ t - - > 0 ( n — > o o ) ,

so for all n sufficiently large

P(\Sn-SCί+2)r\^εb(sn))^j.

Hence from (4.16)

and so

5. Sufficient conditions of LIL for mixing sequences. In this section, we
assume that {fj is a (not necessarily strictly stationary) mixing sequence of
random variables with Eξi=0 (z=l, 2, •••). We shall consider some conditions:

Condition (5. a): {fj is 0-mixing with Σφ1/2(?ι)<co, and

J \x\>N

uniformly in i, where Ft is the df of ξτ.
Condition (5. b): {fj is ^-mixing and for some <5>0 the followings hold;

1° E\ξι\
2+δ^K uniformly in ι,
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2° φ(n)=O(n-1-ε) for some ε X l + 3 ) " 1 .

Condition (5. c): {£J is s. m. with a(n)=O(n~1~ε) for some ε>0 and uni-
formly bounded with probability one, i.e., \ζ%\^K ( i=l , 2, •••).

Condition (5. d): {£J is s. m. and for some δ>0 the followings hold:

1° E\ξt\
2+δ^K uniformly in z,

2° Σ {a(n)}δ'K2+δ>><oo for some O<<5'<<5.
n=l

LEMMA 3. // the mixing sequence {£J satisfies (4.2)—(4.4) and one of condi-
tions (5. a)—(5. d), then (4.15) is satisfied.

Proof. Let the conditions (4.2)—(4.4) and (5. d) be satisfied. Put r=[sj/ 2].
Then, from Lemma 2, (4.2) and (4.3) it follows that

P{ max ISn-S
α D + l s l

for some γ>0.
Next, for Λf=si/2 let

f, (If.l^ΛO
( t = l ,

0 ( | f | Λ O
and /w(f,)=f 1-/,(f ι). As

p=ιr+l

for all n sufficiently large, so by Lemma 2

p=ιr+j

( Ci+2)r
Σ

p=ιr+l

1 2

KrdogHr) a_d,u(2+l,, ...
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and consequently

for some γ>0. Hence (4.16) holds.

The proofs in other cases are similar and so are omitted.

Now, we have laws of the iterated logarithm for mixing sequences, which

are some extensions of the results in [6].

THEOREM 4. / / the mixing sequence {ξJ satisfies (4.2)—(4.4) and one of (5. a)—

(5. d), then (4.7) holds.

Proof. By Lemma 3, to prove the theorem it is enough to show (4.5) in

each case. But the proofs are almost identical with those of Theorems 1-4 in

[5] and therefore are omitted.
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