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Abstract The Bohr–Jessen limit theorem states that for each σ > 1
2
, there exists an

asymptotic probability distribution of log ζ(σ +
√
−1·). Here ζ(·) is the Riemann zeta

function, and log ζ(·) is a primitive function of ζ′/ζ on some simply connected domain

of C. In this paper, we generalize this limit theorem to a functional limit theorem and

show a similar limit theorem for a continuous process {log ζ(σ +
√
−1·)}σ>1/2, which

we call the Bohr–Jessen functional limit theorem.

1. Introduction

The Riemann zeta function ζ(·) is defined on the half-plane {s ∈C;Res > 1} by

the Dirichlet series

(1.1) ζ(s) =

∞∑
n=1

1

ns
,

where ns = es logn. This function is holomorphic there and is also expressed by

the Euler product

(1.2) ζ(s) =
∏

p:prime

1

1− 1/ps
.

Moreover, ζ(·) is analytically continuable to a meromorphic function on the whole

complex plane C that is holomorphic except s= 1 and has a simple pole at s= 1

with residue 1. Let us denote this meromorphic function by the same ζ(·).
About zeros of ζ(·), it is well known that{

zeros of ζ(·)
}
∩ {s ∈C;Res≥ 1} = ∅,{

zeros of ζ(·)
}
∩ {s ∈C;Res≤ 0} = {−2,−4,−6, . . .},

and it is conjectured that{
zeros of ζ(·)

}
∩ {s ∈C; 0<Res < 1} ⊂

{
s ∈C;Res=

1

2

}
.

This is well known as the Riemann hypothesis and remains unsolved. Since

ζ(s) �= 0 on {s ∈C;Res > 1
2} under this hypothesis, the log zeta function log ζ(·)
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can be defined as a holomorphic function on G′ = {s ∈ C;Res > 1
2} \ (

1
2 ,1] with

the derivative ζ ′(s)/ζ(s) and the value log(π2/6) at s = 2. Unfortunately, the

Riemann hypothesis is not yet proved to hold valid at the moment, so a modifi-

cation of this definition is necessary. In fact, in place of G′, we only have to take

a simply connected domain G of C such that G contains {s ∈ C;Res > 1} but

no zeros of ζ(·).
When σ > 1, it is easily seen from (1.1) that |ζ(σ +

√
−1t)| ≤ ζ(σ) (∀t ∈R).

Thus, ζ(σ +
√
−1t) takes the value in the closed disc with center at origin

and radius ζ(σ). Then how is the case when σ ≤ 1? In the early 1910s, H.

Bohr obtained many results about the behavior of ζ(·) on the strip {s ∈ C; 12 <

Res ≤ 1}. Among them, the following is an answer of the question above (see

Bohr [1]).

FACT 1.1

For 1
2 < σ ≤ 1, the set {log ζ(σ+

√
−1t); t ∈R with σ+

√
−1t ∈G} is dense in C.

Indeed, since ζ(σ +
√
−1t) = elog ζ(σ+

√
−1t), it is seen from this fact that the set

{ζ(σ +
√
−1t); t ∈ R} is dense in C (see Bohr and Courant [2]). According to

whether σ > 1 or σ ≤ 1, the behavior of ζ(σ+
√
−1·) changes drastically.

Bohr studied the value distribution of ζ(·), which motivated him to develop

the theory of almost periodic functions. It was in the 1930s that he, together

with B. Jessen, arrived at the following result (see Bohr and Jessen [3]).

FACT 1.2

Let R be any closed rectangle in C with edges parallel to the axes. Then, for

each σ ∈ (12 ,∞),

lim
T→∞

1

2T
μ
(
t ∈ [−T,T ];σ+

√
−1t ∈G, log ζ(σ+

√
−1t) ∈R

)
exists. Here μ is the 1-dimensional Lebesgue measure.

This is the original version of the Bohr–Jessen limit theorem. The current version

is stated in terms of the convergence of probability distributions.

FACT 1.3

For T > 0, let UT be a real-valued random variable uniformly distributed on

[−T,T ], and for σ ∈ ( 12 ,∞), put a complex-valued random variable X̃T (σ) as

(1.3) X̃T (σ) := 1G(σ+
√
−1UT ) log ζ(σ+

√
−1UT ).

Then the distribution of X̃T (σ) on (C,B(C)) is weakly convergent as T →∞.

Here B(C) is the Borel σ-algebra of C.

This proof can be found in Jessen and Wintner [6], Borchsenius and Jessen [4],

Laurinčikas [9], [10], and [11], Matsumoto [12] and [13], and so on.
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From Fact 1.3, it is natural to ask the following questions:

(a) What is its limit distribution?

(b) For 1
2 < σ1 < · · · < σn < ∞, is the joint distribution of (X̃T (σ1), . . . ,

X̃T (σn)) weakly convergent as T →∞?

(c) In general, how is the convergence of a stochastic process {X̃T (σ)}σ>1/2

as T →∞?

In [18], a probability space (RB,BK(RB),P) of large volume was prepared

(see Proposition 2.1), on this space a complex-valued random variable

X(σ) =
∑
p

− log
(
1− e(− log p)

pσ

)
was defined (see Definition 2.1), and its distribution was shown to be the limit

distribution. Here and hereafter,
∑

p is the sum extended over all primes. Thus,

the question (a) is solved!

In this paper, the questions (b) and (c) are considered. In Section 2, it

is shown that a stochastic process {X(σ)}σ>1/2 has a continuous modification

{X̃(σ)}σ>1/2 (see Theorem 2.1). This complex continuous process is called the

Bohr–Jessen process. In Section 4, it is shown that the distribution of a continu-

ous process {X̃T (σ)}σ>1/2 is weakly convergent to that of a continuous process

{X̃(σ)}σ>1/2 as T → ∞ (see Theorem 4.1). This limit theorem is called the

Bohr–Jessen functional limit theorem. In Section 3, to make up our argument,

the path space C(( 12 ,∞) → C) is viewed. Note that X̃T (·) and X̃(·) are both

C((12 ,∞)→C)-valued random variables.

Before closing this introduction, let us mention a related result of Lau-

rinčikas [11]. As a simple consequence of Theorem 4.1, we have a limit theorem for

ζ(·) that the distribution of a continuous process {ζ(σ+
√
−1UT )}σ>1/2 is weakly

convergent to that of a continuous process {eX̃(σ)}σ>1/2 as T →∞ (see Corol-

lary 4.1). This is a weak version of [11, Theorem 5.1.8], which stated the weak

convergence of the distribution of a holomorphic process {ζ(s+
√
−1UT )}Re s>1/2

as T →∞. This is originally due to B. Bagchi. Our target in this paper is not ζ(·)
itself but log ζ(·). In the definition of log ζ(·), zeros of ζ(·) are troublesome. At

the moment when the Riemann hypothesis is still unsolved, the defining domain

of log ζ(·) does not always contain the half-plane {s ∈ C;Res > 1
2}. So we must

pay attention to zeros of ζ(·) in taking its logarithm. To this end, we restrict

ourselves to a real variable σ > 1
2 in log ζ(·+

√
−1UT ). Also, for the same reason,

it seems that our Theorem 4.1 does not follow from [11, Theorem 5.1.8] as a

corollary.

We express our sincere thanks to the referee who pointed out that Theo-

rem 4.1 is closely concerned with [11, Theorem 5.1.8] and recommended that we

refer to the connection between them.
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2. Bohr–Jessen process

A continuous function f : R → C is said to be almost periodic if the following

holds:

∀ε > 0, ∃l= l(ε)> 0 s.t.

{
∀α ∈R, ∃τ ∈ (α,α+ l)

s.t. supt∈R |f(t+ τ)− f(t)| ≤ ε.

Let B be the set of all real-valued almost periodic functions. For T > 0, let PT

be a uniform distribution on [−T,T ], that is,

(2.1) PT (E) =
1

2T
μ
(
[−T,T ]∩E

)
, E ∈ B(R).

Here B(R) is the Borel σ-algebra of R. For f1, . . . , fn ∈ B, let P
(f1,...,fn)
T be an

image measure of PT by the continuous mapping R � t �→ (f1(t), . . . , fn(t)) ∈Rn.

Then, for each ξ = (ξ1, . . . , ξn) ∈ Rn, its characteristic function
̂

P
(f1,...,fn)
T (ξ) is

convergent to the mean value M(e
√
−1
∑n

i=1 ξifi) of an almost periodic function

R � t �→ e
√
−1
∑n

i=1 ξifi(t) ∈ C as T → ∞. Since, by Bochner’s theorem,

M(e
√
−1
∑n

i=1 ξifi) is a characteristic function of a probability measure P(f1,...,fn)

on (Rn,B(Rn)), P
(f1,...,fn)
T is weakly convergent to this probability measure as

T →∞. A family {P(f1,...,fn); f1, . . . , fn ∈ B, n ∈N} of finite-dimensional proba-

bility measures satisfies the consistency condition: for 1≤ i≤ n+1, πi :Rn+1 →
Rn being πi(x1, . . . , xn+1) = (x1, . . . , xi−1, xi+1, . . . , xn+1),

P(f1,...,fn+1) ◦π−1
i =P(f1,...,fi−1,fi+1,...,fn+1), ∀f1, . . . ,∀fn+1 ∈ B.

Therefore, applying Kolmogorov’s extension theorem (see Kotani [8, Theo-

rem 4.22]), we can obtain the following proposition.

PROPOSITION 2.1

For distinct f1, . . . , fn ∈ B, let π(f1,...,fn) :R
B →Rn be

π(f1,...,fn)

(
(xf )f∈B

)
= (xf1 , . . . , xfn),

and let BK(RB)† = σ(πf ;f ∈ B). Then there exists a unique probability measure

P on a measurable space (RB,BK(RB)) such that{
∀n ∈N and ∀f1, . . . ,∀fn ∈ B with fi �= fj (i �= j),

P ◦π−1
(f1,...,fn)

=P(f1,...,fn).

For λ ∈R \ {0}, let e(λ) :RB →C be

(2.2) e(λ) = πcosλ· +
√
−1πsinλ·,

where cosλ· and sinλ· denote periodic functions t �→ cosλt and t �→ sinλt, respec-

tively. A complex-valued random variable e(λ) is uniformly distributed on the

†BK(RB) is called the Kolmogorov σ-algebra on RB.
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unit circle of C; that is, ∀f :C→C that are bounded Borel measurable

(2.3) EP
[
f
(
e(λ)
)]

=
1

2π

∫ 2π

0

f(e
√
−1t)dt.

Here and hereafter, EP stands for expectation with respect to P. If a real

sequence {λi}∞i=1 is linearly independent over Q, a sequence of complex-valued

random variables {e(λi)}∞i=1 is independent and identically distributed (i.i.d.).

When λi = − log pi, where pi is the ith prime number, {− log pi}∞i=1 is linearly

independent over Q by the uniqueness of prime factorization. Then we have the

following claim.

CLAIM 2.1

For s ∈ C, Res > 1
2 ,
∑∞

i=1− log(1 − (e(− log pi))/p
s
i ) is convergent P-almost

everywhere. Here

(2.4) log z :=

∫ z

1

dw

w
, z ∈C \ (−∞,0].

Proof

Fix s ∈C, Re s > 1
2 . Since, for each prime p, |e(− log p)/ps|= 1/pRe s < 1/

√
2< 1,

and thus 1− e(− log p)/ps ∈C \ (−∞,0], − log(1− e(− log p)/ps) is well defined.

By (2.3),

EP
[
− log
(
1− e(− log p)

ps

)]
=

1

2π

∫ 2π

0

− log
(
1− e

√
−1t

ps

)
dt

=
1

2π
√
−1

∫
|z|=1

− log(1− z/ps)

z − 0
dz

[ ...© change of variables: z = e
√
−1t]

=− log
(
1− 0

ps

)
[
...© − log(1− z/ps) is holomorphic on

{
z ∈C; |z|<

√
2
}]

= 0.

Also, by | − log(1− z)| ≤ |z|/(1− |z|) (|z|< 1),

EP
[∣∣∣− log

(
1− e(− log p)

ps

)∣∣∣2]≤ ( 1/pRe s

1− 1/pRe s

)2
≤
( 2Re s

2Res − 1

)2 1

p2Re s
.

From the convergence
∑

p 1/p
2Re s < ∞ and the independence of {− log(1 −

e(− log p)/ps)}p, we apply Proposition 2.2 below to have the assertion of

Claim 2.1. �
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DEFINITION 2.1

For simplicity, let D = {s ∈C;Res > 1
2}. For s ∈D, put

X(s) :=
∑
p

− log
(
1− e(− log p)

ps

)
.

THEOREM 2.1

We have that {X(s)}s∈D has a continuous modification. Namely,

∃X̃ :D×RB →C

s.t.

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(i) for each (xf )f∈B ∈RB, s �→ X̃(s, (xf )f∈B) is continuous (in fact

holomorphic),

(ii) for each s ∈D, X̃(s, ·) is BK(RB)-measurable and X̃(s, ·) =X(s, ·)
P-almost surely.

Proof

For w ∈C, |w|< 1, put

R3(w) :=− log(1−w)−w− w2

2
.

Note that |R3(w)| ≤ (1/3)[|w|3/(1− |w|)] (|w| < 1), since R3(w) = w3
∫ 1
0
[t2/

(1− tw)]dt. For each s ∈D,

X(s) =
∑
p

− log
(
1− e(− log p)

ps

)
(2.5)

=
∑
p

e(− log p)

ps
+

1

2

∑
p

e(− log p)2

p2s
+
∑
p

R3

(e(− log p)

ps

)
.

Since ∣∣∣R3

(e(− log p)

ps

)∣∣∣≤ 1

3

1

1− 1/pRe s

1

p3Re s
,∑

pR3(e(− log p)/ps) is absolutely convergent on {s ∈C;Res > 1
3} and holomor-

phic there.

Then, {e(− log p)}p and {e(− log p)2}p are independent and of mean zero,

respectively. And, since∑
p

EP
[∣∣∣e(− log p)

ps

∣∣∣2] =∑
p

1

p2Re s
<∞ if Res >

1

2
,

∑
p

EP
[∣∣∣e(− log p)2

p2s

∣∣∣2] =∑
p

1

p4Re s
<∞ if Res >

1

4
,

we apply Proposition 2.2 below to see that
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∑
p

e(− log p)

ps
is convergent P-a.e. if Res >

1

2
,

∑
p

e(− log p)2

p2s
is convergent P-a.e. if Re s >

1

4
.

Now let

Ω0 :=

∞⋂
n=1

{
the series

∑
p

e(− log p)

p1/2+1/n
is convergent

}
.

From the above, P(Ω0) = 1. On Ω0, the series
∑

p e(− log p)/p1/2+1/n is con-

vergent for each n ∈ N, and thus, by Proposition 2.3 below,
∑

p e(− log p)/ps is

convergent on D = {s ∈C;Res > 1
2} and holomorphic there. Also, since∑

p

∣∣∣e(− log p)2

p2s

∣∣∣=∑
p

1

p2Re s
<∞ (s ∈D),

∑
p e(− log p)2/p2s is absolutely convergent on D and holomorphic there.

By putting all this together, the desired continuous (in fact, holomorphic)

modification X̃ is as follows:

X̃(s) :=

{∑
p− log(1− e(− log p)

ps ) on Ω0,

0 on RB \Ω0. �

DEFINITION 2.2

We call X̃ the Bohr–Jessen process (in the wide sense).

In general, for a sequence {Θp}p:prime of independent complex-valued random

variables such that each Θp is uniformly distributed on the unit circle of C,
we call a continuous modification of {

∑
p− log(1−Θp/p

s)}s∈D the Bohr–Jessen

process. The restriction of Θp = e(− log p) is not necessary for this definition only.

But, to make the argument in Section 4 clear, we do so in this paper.

We here gather two propositions cited in the proofs of Claim 2.1 and Theo-

rem 2.1.

PROPOSITION 2.2

Let {Xn}∞n=1 be a sequence of real-valued random variables defined on a proba-

bility space (Ω,F , P ). Suppose that

• {Xn;n= 1,2, . . .} are independent,

• Xn is square integrable, that is, E[X2
n]<∞ (∀n),

•
∑∞

n=1Var(Xn) < ∞, where Var(Xn) is the variance of Xn, that is,

Var(Xn) =E[(Xn −E[Xn])
2].

Then
∑∞

n=1(Xn − E[Xn]) is convergent P -almost everywhere; that is,∑N
n=1(Xn −E[Xn]) is convergent as N →∞ P -almost everywhere.
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For the proof, see Itô [5, Theorem 4.2.1], Sato [16, Theorem 10.1], or Stroock [17,

Theorem 1.4.2].

PROPOSITION 2.3

Let σ ∈ R, and let {an}∞n=1 be a complex sequence. Suppose that the series∑∞
n=1 an/n

σ is convergent. Then, for 0< θ < π
2 the Dirichlet series

∑∞
n=1 an/n

s

is uniformly convergent on {s ∈ C; |arg(s− σ)| ≤ θ}. Thus, this Dirichlet series

is convergent on {s ∈C;Res > σ} and holomorphic there.

For the proof, see Kawada [7, Section 6.1] or Tenenbaum [19, Chapter II.1, The-

orem 3].

From [15], we know the central limit theorem

the distribution of
X̃(σ)√
Cσ

→ the standard normal distribution of C as σ↘ 1

2
,

where Cσ := 1
2

∑
p 1/p

2σ . Since, for each A> 0,

P
(∣∣X̃(σ)

∣∣≤A
)
= P
(∣∣∣X̃(σ)√

Cσ

∣∣∣≤ A√
Cσ

)
≤ P
(∣∣∣X̃(σ)√

Cσ

∣∣∣≤ A√
Cσ0

)
, 1/2< σ ≤ σ0,

letting σ↘ 1
2 and then σ0 ↘ 1

2 yields that

limsup
σ↘1/2

P
(∣∣X̃(σ)

∣∣≤A
)
≤ limsup

σ↘1/2

P
(∣∣∣X̃(σ)√

Cσ

∣∣∣≤ A√
Cσ0

)
≤
∫ ∫

√
x2+y2≤A/

√
Cσ0

1

2π
e−(x2+y2)/2 dxdy

→ 0 as σ0 ↘
1

2
,

or, equivalently,

lim
σ↘1/2

P
(∣∣X̃(σ)

∣∣>A
)
= 1, ∀A> 0.

This can be interpreted as the weak law of large numbers

(2.6) lim
σ↘1/2

X̃(σ) =∞ (= point at infinity) in probability

Our problem is to show the strong law of large numbers or, generally, to view

the behavior of X̃(σ) as σ↘ 1
2 P-almost surely. Unfortunately, this is still open.
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3. Path space C((1
2
,∞)→ C)

In what follows, restricting the domain of X̃ to ( 12 ,∞), let us call {X̃(σ)}σ>1/2 the

Bohr–Jessen process. Thus, for each (xf )f∈B ∈ RB, X̃(·, (xf )f∈B) ∈ C(( 12 ,∞)→
C), where C(( 12 ,∞) → C) is the set of all continuous paths w : ( 12 ,∞) � t �→
w(t) ∈C.

CLAIM 3.1

We have that C(( 12 ,∞)→C) is a Polish space.

Proof

We divide the proof into four steps:

(1) Let K be the set of all nonempty compact sets of (12 ,∞). For w ∈C(( 12 ,∞)→
C), put

Uw,K,ε :=
{
z ∈C

((1
2
,∞
)
→C
)
;max
t∈K

∣∣z(t)−w(t)
∣∣< ε
}
, K ∈K, ε > 0,

B′(w) := {Uw,K,ε;K ∈K, ε > 0},

B(w) :=

⎧⎨⎩Uw,K1,ε1 ∩ · · · ∩Uw,Kn,εn ;

K1, . . . ,Kn ∈K,

ε1, . . . , εn > 0,

n= 1,2, . . .

⎫⎬⎭ .

Then {B′(w)}w∈C((1/2,∞)→C) satisfies the conditions of a subbase for C(( 12 ,

∞)→C):

• w ∈ Uf,K,ε,

• z ∈ Uw,K,ε ⇒∃Kz ∈K,∃εz > 0 s.t. Uz,Kz,εz ⊂ Uw,K,ε,

so that {B(w)}w∈C((1/2,∞)→C) generates a topology O of C(( 12 ,∞)→C) where

O =
{ ⋃
U∈B

U ;B ⊂
⋃

w∈C((1/2,∞)→C)

B(w)
}
.

In this case {B(w)}w∈C((1/2,∞)→C) becomes a system of local bases of a topolog-

ical space (C((12 ,∞)→C),O).

(2) (C(( 12 ,∞)→C),O) is metrizable.

...© Indeed, taking {Kn}∞n=1 ⊂K so that

Kn ⊂ K̊n+1 (∀n≥ 1),(3.1)

∞⋃
n=1

Kn =
(1
2
,∞
)
,(3.2)

we define

(3.3) d(w,z) :=
∞∑

n=1

1

2n
(
max
t∈Kn

∣∣w(t)− z(t)
∣∣)∧ 1, z,w ∈C

((1
2
,∞
)
→C
)
.
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Then d(·,∗) is a metric on C((12 ,∞)→C), and the topology O(d) introduced by

d coincides with O. The first assertion is obvious. The second assertion is checked

in the following way:

Let w ∈C(12 ,∞)→C), and let ε > 0. Take n0 ∈N so that 1/2n0 < ε/2. From

the implications

z ∈ Uw,Kn0 ,ε/2∧1 ⇒ max
t∈Kn0

∣∣z(t)−w(t)
∣∣< ε

2
∧ 1

⇒ d(z,w) =

∞∑
n=1

1

2n
(
max
t∈Kn

∣∣z(t)−w(t)
∣∣)∧ 1

=

n0∑
n=1

1

2n
(
max
t∈Kn

∣∣z(t)−w(t)
∣∣)∧ 1

+

∞∑
n=n0+1

1

2n
(
max
t∈Kn

∣∣z(t)−w(t)
∣∣)∧ 1

≤
n0∑
n=1

1

2n
(
max
t∈Kn0

∣∣w(t)− z(t)
∣∣)∧ 1

+

∞∑
n=n0+1

1

2n
[
...© Kn ⊂Kn0 (1≤ n≤ n0)

]
≤
( n0∑
n=1

1

2n

)
max
t∈Kn0

∣∣z(t)−w(t)
∣∣+ 1

2n0

<
ε

2
+

ε

2
= ε,

it follows that Uw,Kn0 ,ε/2∧1 ⊂ Nw,ε := {z;d(z,w) < ε}, which implies that

O(d)⊂O.

Next we let w ∈ C((12 ,∞)→C), we let K ∈ K, and we let ε > 0. Since K ⊂
(12 ,∞) =

⋃∞
n=1 K̊n and K is compact, ∃n0 ∈N such that K ⊂ K̊n0 ⊂Kn0 . From

the implications

z ∈Nw,(ε∧1)/2n0 ⇒ d(z,w)<
ε∧ 1

2n0

=

∞∑
n=1

1

2n
(
max
t∈Kn

∣∣z(t)−w(t)
∣∣)∧ 1

⇒ 1

2n0

(
max
t∈Kn0

∣∣z(t)−w(t)
∣∣)∧ 1<

ε∧ 1

2n0

⇒
(
max
t∈Kn0

∣∣z(t)−w(t)
∣∣)∧ 1< ε∧ 1≤ 1

⇒ max
t∈Kn0

∣∣z(t)−w(t)
∣∣< ε∧ 1≤ ε
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⇒max
t∈K

∣∣z(t)−w(t)
∣∣< ε

⇒ z ∈ Uw,K,ε,

it follows that Nw,(ε∧1)/2n0 ⊂ Uw,K,ε, which implies that O ⊂ O(d). Therefore,

we have O(d) =O.

(3) (C((12 ,∞)→C), d) is complete.

...© Let {wk}∞k=1 ⊂ C(( 12 ,∞) → C) be a d-Cauchy sequence, that is,

limk,l→∞ d(wk,wl) = 0. By (3.3),

lim
k,l→∞

max
t∈Kn

∣∣wk(t)−wl(t)
∣∣= 0 (∀n ∈N).

This tells us that {wk(t)}∞k=1 is a Cauchy sequence of C for each t ∈ ( 12 ,∞). Thus,

∃w(t) ∈C such that limk→∞wk(t) =w(t). Since, for n ∈N and t ∈Kn,

2nd(wk,wl)≥
∣∣wk(t)−wl(t)

∣∣∧ 1,

letting l→∞ yields that∣∣wk(t)−w(t)
∣∣∧ 1≤ 2n lim

l→∞
d(wk,wl) (t ∈Kn).

Taking the sup in t ∈Kn yields that(
sup
t∈Kn

∣∣wk(t)−w(t)
∣∣)∧ 1≤ 2n lim

l→∞
d(wk,wl).

Letting k→∞, we see that

lim
k→∞

sup
t∈Kn

∣∣wk(t)−w(t)
∣∣= 0 (∀n ∈N).

This implies that w ∈ C((12 ,∞) → C), so that we have limk→∞ d(wk,w) = 0,

which shows the completeness of (C((12 ,∞)→C), d).

(4) (C(( 12 ,∞)→C), d) is separable.
...© Let C[t] be the set of all polynomials of variable t with complex coefficients.

From Weierstrass’s approximation theorem, it follows that, ∀w ∈C((12 ,∞)→C),
∀K ∈K, and ∀ε > 0,

∃p ∈C[t] s.t. max
t∈K

∣∣f(t)− p(t)
∣∣< ε.

Then let

(Q+
√
−1Q)[t]

:=

{
p ∈C[t];

all the coefficients of p are rational, i.e., of the form

r+
√
−1s (r, s ∈Q)

}
.

Clearly (Q +
√
−1Q)[t] is a countable set, and from the above {p|(1/2,∞);p ∈

(Q +
√
−1Q)[t]} is dense in C((12 ,∞) → C). Therefore, (C((12 ,∞) → C), d) is

separable. �
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We have that X̃ is a C(( 12 ,∞)→ C)-valued random variable; that is, the map-

ping RB � (xf )f∈B �→ X̃(·, (xf )f∈B) ∈C(( 12 ,∞)→C) is BK(RB)-measurable. The

image measure of P by this mapping is denoted by P ◦ X̃−1 as usual.

CLAIM 3.2

Let Mn (n= 1,2, . . .) and M be probability measures on C((12 ,∞)→ C). If, for
1
2 < σ1 < σ2 <∞ and ∀Φ : C([σ1, σ2]→ C)→ R that are bounded uniformly con-

tinuous, ∫
C((1/2,∞)→C)

Φ(w|[σ1,σ2])Mn(dw)

→
∫
C((1/2,∞)→C)

Φ(w|[σ1,σ2])M(dw) as n→∞,

then Mn is weakly convergent to M as n→∞. Here w|[σ1,σ2] is the restriction

of w to [σ1, σ2].

Proof

Take {Kn}∞n=1 ⊂K as

Kn =
[1
2
+

1

n+ 1
, n+ 1

]
, n ∈N.

Clearly (3.1) and (3.2) are satisfied, so by (3.3) we define a metric d(·,∗) on

C(( 12 ,∞)→ C). For each m ∈ N and w ∈ C(Km → C), let wm ∈ C(( 12 ,∞)→ C)
be

wm(t) :=w
((

t∨
(1
2
+

1

m+ 1

))
∧ (m+ 1)

)
.

Since, for w,z ∈C(Km →C),

max
t∈Kn

∣∣wm(t)− zm(t)
∣∣{≤maxt∈Km |w(t)− z(t)| if n <m,

=maxt∈Km |w(t)− z(t)| if n≥m,

it follows that

(3.4) d(wm, zm)≤ max
t∈Km

∣∣w(t)− z(t)
∣∣.

Also, since, for w ∈C((12 ,∞)→C),

w(t) = (w|Km)m(t) (t ∈Kn, n≤m),

it follows that

(3.5) d
(
w, (w|Km)m

)
≤ 1

2m
.

Now let Mn (n = 1,2, . . .) and M be those probability measures on

C(( 12 ,∞) → C) as in Claim 3.2. Let Φ : C(( 12 ,∞) → C) → R be bounded uni-

formly continuous. For each m ∈ N, define Φm : C(Km → C)→ R by Φm(w) :=

Φ(wm). By (3.4), Φm is also bounded uniformly continuous. Also, by (3.5),∣∣Φ(w)−Φ
(
(w|Km)m

)∣∣≤ sup
{∣∣Φ(z)−Φ(z′)

∣∣;d(z, z′)≤ 1

2m

}
.
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Thus,∣∣∣∫
C((1/2,∞)→C)

Φ(w)Mn(dw)−
∫
C((1/2,∞)→C)

Φ(w)M(dw)
∣∣∣

=
∣∣∣∫

C((1/2,∞)→C)

(
Φ(w)−Φ

(
(w|Km)m

))
Mn(dw)

+

∫
C((1/2,∞)→C)

Φm(w|Km)Mn(dw)−
∫
C((1/2,∞)→C)

Φm(w|Km)M(dw)

+

∫
C((1/2,∞)→C)

(
Φ
(
(w|Km)m

)
−Φ(w)

)
M(dw)

∣∣∣
≤ 2 sup

{∣∣Φ(z)−Φ(z′)
∣∣;d(z, z′)≤ 1

2m

}
+
∣∣∣∫

C((1/2,∞)→C)

Φm(w|Km)Mn(dw)−
∫
C((1/2,∞)→C)

Φm(w|Km)M(dw)
∣∣∣

→
first n→∞

second m→∞
0,

which shows the assertion of Claim 3.2. �

4. Bohr–Jessen functional limit theorem

At the moment, we do not know about the zeros of ζ(·) completely. To define

the log zeta function, we thus need some explanations. Put

(4.1) Γ :=
{
t ∈R \ {0};∃σ ∈ (0,1) s.t. ζ(σ+

√
−1t) = 0

}
.

At most, Γ is countable, since each point of Γ is isolated, and Γ is symmetric, that

is, −Γ= Γ. For each t ∈ Γ, {σ ∈ (0,1); ζ(σ+
√
−1t) = 0} is symmetric relative to

σ = 1
2 ; in other words,

ζ(σ+
√
−1t) = 0 ⇐⇒

iff
ζ(1− σ+

√
−1t) = 0.

DEFINITION 4.1

For each t ∈ Γ, put

σt := sup
{
σ ∈ (0,1); ζ(σ+

√
−1t) = 0

}
.

From the above, note that 1
2 ≤ σt < 1. We then define

G :=C \
(⋃
t∈Γ

{σ+
√
−1t;−∞< σ ≤ σt} ∪ (−∞,1]

)
.

DEFINITION 4.2

We have that G is a simply connected domain, G⊃ {s ∈C;Res > 1}, and ζ(s) �= 0

(s ∈G). Then

(4.2) l(s) = log
π2

6
+

∫ s

2

ζ ′(z)

ζ(z)
dz, s ∈G,
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is holomorphic and satisfies that l(2) = log(π2/6) and ζ(s) = el(s) (s ∈G). This

l(·) is called the log zeta function and is denoted by log ζ(·).

Recall that UT was a real-valued random variable uniformly distributed on

[−T,T ]. Thus,

(4.3) P (UT ∈E) = PT (E), E ∈ B(R)
(
see (2.1)

)
,

where (Ω,F , P ) is a probability space on which UT is defined. For 1
2 < σ <∞,

we defined X̃T (σ) by (1.3). From the implications

UT /∈ Γ∪ {0} ⇒ σ+
√
−1UT ∈G (∀σ ∈R)

⇒ X̃T (·) is continuous on
(1
2
,∞
)

and UT /∈ Γ ∪ {0} almost surely, it is seen that X̃T (·) ∈ C(( 12 ,∞)→ C) almost

surely.

THEOREM 4.1

The distribution of {X̃T (σ)}σ>1/2 is weakly convergent to that of {X̃(σ)}σ>1/2

as T →∞. In other words, P ◦ X̃−1
T →P ◦ X̃−1 as T →∞.

Since, for each σ ∈ ( 12 ,∞), we called the convergence

X̃T (σ)→ X̃(σ) in law as T →∞

the Bohr–Jessen limit theorem, let us call the above theorem the Bohr–Jessen

functional limit theorem, from which the name Bohr–Jessen process of

{X̃(σ)}σ>1/2 comes.

For the proof of Theorem 4.1, we need a definition which gives an approxi-

mation of ζ(·).

DEFINITION 4.3

For N ∈N, put

(4.4) ζN (s) :=
N∏
i=1

1

1− 1/psi
, Res > 0

(
see (1.2)

)
.

Clearly, ζN (·) is holomorphic and has no zeros on {s ∈C;Res > 0}. And

(4.5) log ζN (s) =

N∑
i=1

− log
(
1− 1

psi

)
holds (see [18, Definition 5.3]).†

†Log ζN (·) is defined similarly to log ζ(·); i.e., log ζN (s) = log ζN (2) +
∫ s
2 (ζ

′
N (z)/ζN (z))dz,

where log ζN (2) is a usual logarithm.
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For T > 0 and N ∈N, we define a continuous process {X̃T,N (σ)}σ>1/2 by

(4.6) X̃T,N (σ) := log ζN (σ+
√
−1UT ).

We divide the proof of Theorem 4.1 into four steps.

STEP 1

For 1
2 < σ1 < σ2 <∞ and ∀ε > 0,

lim
N→∞

limsup
T→∞

P
(

sup
σ1≤σ≤σ2

∣∣X̃T (σ)− X̃T,N (σ)
∣∣≥ ε
)
= 0.

For the proof, we need the following proposition.

PROPOSITION 4.1 (CARLSON’S MEAN VALUE THEOREM)

Let
∑∞

n=1 an/n
s be a Dirichlet series absolutely convergent on {s ∈C;Res > 1}.

Suppose that it is analytically continuable to a meromorphic function f(·) on

{s ∈ C;Res≥ α} (where −∞< α < 1), suppose that f(·) is holomorphic except

at s = 1 which is a removable singularity or a pole of f(·), and suppose that

f(s) =O((| Ims|+2)C) except in some neighborhood of s= 1 where C is a positive

constant. If ∫ T

−T

∣∣f(α+
√
−1t)
∣∣2 dt=O(T ) as T →∞,

the following hold.

(i) For α< σ <∞,
∑∞

n=1 |an|2/n2σ <∞.

(ii) For α< σ1 < σ2 <∞,

sup
σ1≤σ≤σ2

∣∣∣ 1
T

∫ T

2

∣∣f(σ+
√
−1t)
∣∣2 dt− ∞∑

n=1

|an|2
n2σ

∣∣∣→ 0 as T →∞.

For the proof, see [14, Theorem 9.6] or [18, Theorem 6.3].

Proof of Step 1

We divide the proof into seven steps.

(1) Fix N ∈N. For simplicity, put

fN (s) :=
ζ

ζN
(s)− 1, Re s > 0,

where fN is meromorphic on {s ∈C;Res > 0} and is holomorphic except at s= 1

which is a simple pole of fN . By (1.2),

(4.7) fN (s) =
∑
n≥2;

p1�n,...,pN �n

1

ns
, Res > 1.

This tells us that fN (·) is expanded in a Dirichlet series on {s ∈C;Res > 1} and

its convergence is absolute.
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Clearly, for Re s≥ 1
2 , s �= 1,

∣∣fN (s)
∣∣ = ∣∣∣ζ(s) N∏

i=1

(
1− 1

psi

)
− 1
∣∣∣≤ ∣∣ζ(s)∣∣ N∏

i=1

(
1 +

1

pRe s
i

)
+ 1

(4.8)

≤
∣∣ζ(s)∣∣ N∏

i=1

(
1 +

1

p
1/2
i

)
+ 1.

Here we note that

(a) sup{ |ζ(s)|
(2+| Ims|)3 ;Res≥−3

2 , |s− 1| ≥ 1
3}<∞ (see [18, Lemma 6.2]),

(b) for 1
2 < α< 1,

∫
1≤|t|≤T

|ζ(α+
√
−1t)|2 dt∼ 2Tζ(2α) as T →∞ (see [18,

Claim 6.3]).

From these and (4.8), it is easily seen that

sup
{ |fN (s)|
(2 + | Ims|)3 ;Res≥

1

2
, |s− 1| ≥ 1

3

}
<∞,

∫ T

−T

∣∣fN (α+
√
−1t)
∣∣2 dt=O(T ) as T →∞.

Therefore, it turns out that fN (·) satisfies the assumptions in Proposition 4.1

above. We thus apply this proposition to have that, for 1
2 < α< 1 and α < σ1 <

σ2 <∞,

lim
T→∞

sup
σ1≤σ≤σ2

∣∣∣ 1
T

∫ T

2

∣∣fN (σ+
√
−1t)
∣∣2 dt− ∑

n≥2;

p1�n,...,pN �n

1

n2σ

∣∣∣= 0.

(2) In the following, fix 1
2 < σ1 <

3
4 < 3

2 < σ2 <∞. Let σ0 :=
1
2 (

1
2 + σ1), and let

σ3 := σ2 +
1
2 . Clearly,

1
2 < σ0 < σ1 <

3
4 < 3

2 < σ2 < σ3. By (1),

lim
T→∞

sup
σ0≤σ≤σ3

∣∣∣ 1
T

∫ T

1
2

∣∣fN (σ+
√
−1t)
∣∣2 dt− ∑

n≥2;

p1�n,...,pN �n

1

n2σ

∣∣∣= 0.

Fix 0 < η < 1 ∧ ((σ1 − 1
2 )/2[(σ3 − σ0)/π]

1/2)5 = ((σ1 − 1
2 )/2[(σ3 − σ0)/

π]1/2)5. Take N0 =N0(σ0, η) ∈N so that

(4.9)
∑

n>pN0

1

n2σ0
<

η

2
.

Since n > pN provided n≥ 2 and p1 � n, . . . , pN � n,∑
n≥2;

p1�n,...,pN �n

1

n2σ
≤
∑

n>pN

1

n2σ

(
σ >

1

2

)
.

From the convergence above, it follows that, ∀N ≥N0,
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∃T0(N,σ1, σ2, η) ∈ [2,∞)

s.t. sup
σ0≤σ≤σ3

∣∣∣ 1
T

∫ T

1/2

∣∣fN (σ+
√
−1t)
∣∣2 dt− ∑

n≥2;

p1�n,...,pN �n

1

n2σ

∣∣∣< η

2
,

∀T ≥ T0(N,σ1, σ2, η).

In conjunction with (4.9), we see that, ∀T ≥ T0(N,σ1, σ2, η),

sup
σ0≤σ≤σ3

1

T

∫ T

1/2

∣∣fN (σ+
√
−1t)
∣∣2 dt

= sup
σ0≤σ≤σ3

( 1
T

∫ T

1/2

∣∣fN (σ+
√
−1t)
∣∣2 dt− ∑

n≥2;

p1�n,...,pN �n

1

n2σ
+

∑
n≥2;

p1�n,...,pN �n

1

n2σ

)

<
η

2
+

η

2
= η.

(3) Let N ≥N0(σ0, η), and let T ≥ T0(N,σ1, σ2, η). Put KT ⊂ {1, . . . , �T �− 1} as

KT :=

⎧⎪⎨⎪⎩k ∈ {1, . . . , �T � − 1};

∫ k+1/2

k−1/2

dt

∫ σ3

σ0

∣∣fN (σ+
√
−1t)
∣∣2 dσ

≤ (σ3 − σ0)
√
η

⎫⎪⎬⎪⎭ .

Let δ = [(σ3 − σ0)/π]
1/2η1/5 [note that 0 < δ < 1

2 (σ1 − 1
2 )], and put JT ⊂ [ 12 +

δ,T − 1
2 − δ] as

JT :=
∑

k∈KT

[
k− 1

2
+ δ, k+

1

2
− δ
]
.

Then μ(JT )≥ (�T � − 1−√
ηT )(1− 2δ). For, by (2),

(σ3 − σ0)ηT ≥
∫ σ3

σ0

dσ

∫ T

1/2

∣∣fN (σ+
√
−1t)
∣∣2 dt

=

∫ T

1/2

dt

∫ σ3

σ0

∣∣fN (σ+
√
−1t)
∣∣2 dσ

≥
∫ �T−1/2

1/2

dt

∫ σ3

σ0

∣∣fN (σ+
√
−1t)
∣∣2 dσ

[
...© �T � − 1

2
≤ T − 1

2
< T
]

=

�T−1∑
k=1

∫ k+1/2

k−1/2

dt

∫ σ3

σ0

∣∣fN (σ+
√
−1t)
∣∣2 dσ

≥
∑

k∈{1,...,�T−1}\KT

∫ k+1/2

k−1/2

dt

∫ σ3

σ0

∣∣fN (σ+
√
−1t)
∣∣2 dσ
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≥
∑

k∈{1,...,�T−1}\KT

(σ3 − σ0)
√
η

= #
({

1, . . . , �T � − 1
}
\KT

)
(σ3 − σ0)

√
η

=
(
�T � − 1−#KT

)
(σ3 − σ0)

√
η,

which implies that #KT ≥ �T � − 1 −√
ηT . Since μ(JT ) = (#KT )(1 − 2δ), the

required estimate follows at once.

(4) Let N and T be as above. Then |fN (σ +
√
−1t)| < η1/20, (σ, t) ∈

[σ1, σ2]× JT .

...© Fix (σ, t) ∈ [σ1, σ2]× JT . By the definition of JT ,

∃k ∈KT s.t. (σ, t) ∈ [σ1, σ2]×
[
k− 1

2
+ δ, k+

1

2
− δ
]
.

Then, from the implications∣∣s′ − (σ+
√
−1t)
∣∣≤ δ

⇒ |Res′ − σ| ≤ δ, | Ims′ − t| ≤ δ

⇒ σ− δ ≤Res′ ≤ σ+ δ, t− δ ≤ Ims′ ≤ t+ δ

⇒ σ1 − δ ≤Res′ ≤ σ2 + δ, k− 1

2
≤ Ims′ ≤ k+

1

2

⇒ σ0 ≤Re s′ ≤ σ3, k− 1

2
≤ Ims′ ≤ k+

1

2
,

it follows that

δ-neighborhood of σ+
√
−1t

=
{
s′;
∣∣s′ − (σ+

√
−1t)
∣∣≤ δ
}

⊂
{
s′ = σ′ +

√
−1t′; (σ′, t′) ∈ [σ0, σ3]×

[
k− 1

2
, k+

1

2

]}
.

By Cauchy’s integral representation,

fN (σ+
√
−1t)2

=
1

2π
√
−1

∫
|s′−(σ+

√
−1t)|=r

fN (s′)2

s′ − (σ+
√
−1t)

ds′

=
1

2π

∫ 2π

0

fN (σ+
√
−1t+ re

√
−1θ)2 dθ, 0< r ≤ δ.

Taking the absolute value, we have that∣∣fN (σ+
√
−1t)
∣∣2 ≤ 1

2π

∫ 2π

0

∣∣fN (σ+
√
−1t+ re

√
−1θ)
∣∣2 dθ.

Multiplying this by r and then integrating it in r ∈ [0, δ], we have that
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∣∣fN (σ+
√
−1t)
∣∣2 δ2

2

=

∫ δ

0

∣∣fN (σ+
√
−1t)
∣∣2r dr

≤
∫ δ

0

r dr
1

2π

∫ 2π

0

∣∣fN (σ+
√
−1t+ re

√
−1θ)
∣∣2 dθ

=
1

2π

∫ 2π

0

∫ δ

0

∣∣fN (σ+
√
−1t+ re

√
−1θ)
∣∣2r dr dθ

=
1

2π

∫ ∫
|σ′+

√
−1t′−(σ+

√
−1t)|≤δ

∣∣fN (σ′ +
√
−1t′)

∣∣2 dσ′ dt′

≤ 1

2π

∫ k+1/2

k−1/2

dt′
∫ σ3

σ0

∣∣fN (σ′ +
√
−1t′)

∣∣2 dσ′

≤ 1

2π
(σ3 − σ0)

√
η [ ...© since k ∈KT ].

Thus, we obtain∣∣fN (σ+
√
−1t)
∣∣ < ( 2

δ2
· 1

2π
(σ3 − σ0)

√
η
)1/2

=
(σ3 − σ0

π

)1/2 η1/4
δ

= η1/20
[
...© δ =

(σ3 − σ0

π

)1/2
η1/5
]
.

(5) Let N and T be as above. For t ∈ JT \ (Γ∪ {0}) and σ ∈ [σ1, σ2],

σ+
√
−1t ∈G and

∣∣log ζ(σ+
√
−1t)− log ζN (σ+

√
−1t)
∣∣≤ η1/20

1− η1/20
.

...© First, on G∩ {s ∈C;Res > 0},

log ζ(s) = log
π2

6
+

∫ s

2

ζ ′(z)

ζ(z)
dz,

log ζN (s) = log ζN (2) +

∫ s

2

ζ ′N (z)

ζN (z)
dz.

Since ζ(s) = (fN (s) + 1)ζN (s),

ζ ′(s)

ζ(s)
− ζ ′N (s)

ζN (s)
=

f ′
N (s)ζN (s) + (fN (s) + 1)ζ ′N (s)

(fN (s) + 1)ζN (s)
− ζ ′N (s)

ζN (s)

=
f ′
N (s)

fN (s) + 1
,

and thus

(4.10) log ζ(s)− log ζN (s) = log ζ(2)− log ζN (2) +

∫ s

2

f ′
N (z)

fN (z) + 1
dz.
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Now let t ∈ JT \ (Γ ∪ {0}), and let σ ∈ [σ1, σ2]. By the definition of Γ, σ′ +√
−1t ∈G (∀σ′ ∈R). By the definition of G,

0< ∃ε < δ s.t.
{
σ′ +

√
−1t′; |t′ − t|< ε

}
⊂G.

From the continuity of fN on G∩ {s ∈C;Res > 0} and (4),

0< ∃ε′ < ε s.t.

{
|fN (σ′ +

√
−1t′)|< η1/20 < 1

for σ1 − ε′ < σ′ < σ2 + ε′ and |t′ − t|< ε′.

For σ′ > 3
2 and t′ ∈R,∣∣fN (σ′ +

√
−1t′)

∣∣ = ∣∣∣ ∑
n≥2;

p1�n,...,pN �n

1

nσ′+
√
−1t′

∣∣∣ [ ...© (4.7)
]

≤
∑
n≥2;

p1�n,...,pN �n

1

nσ′

≤
∑

n>pN

1

nσ′

≤
∑

n>pN0

1

n2σ0

[
...© σ′ >

3

2
> 2σ0

]
<

η

2

[
...© (4.9)

]
<

1

2
.

Therefore, if we let

G0 :=
{
σ′ +

√
−1t′;σ′ > σ1 − ε′, |t′ − t|< ε′

}
∪
{
σ′ +

√
−1t′;σ′ >

3

2

}
⊂ G∩ {s;Res > 0},

G0 is a simply connected domain of C and |fN (s)|< 1 on G0, so that log(fN (s)+

1) :=
∫ fN (s)+1

1
w−1 dw can be defined on G0 (see (2.4)), and(

log
(
f(s) + 1

))′
=

f ′
N (s)

fN (s) + 1

holds. Since σ+
√
−1t, 2 ∈G0,∫ σ+

√
−1t

2

f ′
N (s)

fN (s) + 1
ds =

[
log
(
fN (s) + 1

)]σ+√
−1t

2

= log
(
fN (s) + 1

)
|s=σ+

√
−1t − log

(
fN (2) + 1

)
.

Noting that

log
(
fN (2) + 1

)
= log

ζ(2)

ζN (2)
= log ζ(2)− log ζN (2),
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∣∣log(w+ 1)
∣∣ ≤ |w|

1− |w|
(
|w|< 1

)
,∣∣fN (σ+

√
−1t)
∣∣ < η1/20 < 1,

we have by (4.10) that∣∣log ζ(σ+
√
−1t)− log ζN (σ+

√
−1t)
∣∣

=
∣∣log ζ(2)− log ζN (2) + log

(
fN (s) + 1

)
|s=σ+

√
−1t − log ζ(2) + log ζN (2)

∣∣
≤ |fN (s)|

1− |fN (s)|

∣∣∣
s=σ+

√
−1t

<
η1/20

1− η1/20
.

(6) For each ε > 0,

P
(

sup
σ1≤σ≤σ2

∣∣X̃T (σ)− X̃T,N (σ)
∣∣≥ ε
)

≤ 1 η1/20

1−η1/20 ≥ε
+ 1− �T � − 1−√

ηT

T

(
1− 2
(σ3 − σ0

π

)1/2
η1/5
)
.

Here N ≥N0(σ0, η) and T ≥ T0(N,σ1, σ2, η).

...© Fix ε > 0. This estimate is obtained in the following way:

P
(

sup
σ1≤σ≤σ2

∣∣X̃T (σ)− X̃T,N (σ)
∣∣≥ ε
)

= P
(

sup
σ1≤σ≤σ2

∣∣1G(σ+
√
−1UT ) log ζ(σ+

√
−1UT )

− log ζN (σ+
√
−1UT )

∣∣≥ ε
) (

see (1.3) and (4.6)
)

= P
(
UT /∈ Γ∪ {0}, sup

σ1≤σ≤σ2

∣∣log ζ(σ+
√
−1UT )

− log ζN (σ+
√
−1UT )

∣∣≥ ε
)

[
...© UT /∈ Γ∪ {0} P -almost surely, and then σ+

√
−1UT ∈G (∀σ ∈R)

]
=

1

2T
μ
(
[−T,T ]∩

(
Γ∪ {0}

)�
∩
{

sup
σ1≤σ≤σ2

∣∣log ζ(σ+
√
−1t)− log ζN (σ+

√
−1t)
∣∣≥ ε
})

[
...© UT is uniformly distributed on [−T,T ]

]
=

1

2T
μ
(
JT ∩

(
Γ∪ {0}

)�
∩
{

sup
σ1≤σ≤σ2

∣∣log ζ(σ+
√
−1t)− log ζN (σ+

√
−1t)
∣∣≥ ε
})

+
1

2T
μ
(
(−JT )∩

(
Γ∪ {0}

)�
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∩
{

sup
σ1≤σ≤σ2

∣∣log ζ(σ+
√
−1t)− log ζN (σ+

√
−1t)
∣∣≥ ε
})

+
1

2T
μ
(
[−T,T ]∩

(
JT ∪ (−JT )

)� ∩ (Γ∪ {0}
)�

∩
{

sup
σ1≤σ≤σ2

∣∣log ζ(σ+
√
−1t)− log ζN (σ+

√
−1t)
∣∣≥ ε
})

=
1

T
μ
(
JT ∩

(
Γ∪ {0}

)�
∩
{

sup
σ1≤σ≤σ2

∣∣log ζ(σ+
√
−1t)− log ζN (σ+

√
−1t)
∣∣≥ ε
})

+
1

2T
μ
(
[−T,T ]∩

(
JT ∪ (−JT )

)� ∩ (Γ∪ {0}
)�

∩
{

sup
σ1≤σ≤σ2

∣∣log ζ(σ+
√
−1t)− log ζN (σ+

√
−1t)
∣∣≥ ε
})

⎡⎢⎢⎣
...© Since −

(
Γ∪ {0}

)
=Γ∪ {0},

t ∈ (−JT )∩
(
Γ∪ {0}

)� ⇔−t ∈ JT ∩
(
Γ∪ {0}

)�
.

Also log ζ(s) = log ζ(s) (s ∈G) and log ζN (s) = log ζN (s) (s;Res > 0)

⎤⎥⎥⎦
≤ 1 η1/20

1−η1/20 ≥ε
+

1

2T
μ
(
[−T,T ]∩

(
JT ∪ (−JT )

)�) [ ...© (5)
]

= 1 η1/20

1−η1/20 ≥ε
+ 1− 1

T
μ(JT )

≤ 1 η1/20

1−η1/20 ≥ε
+ 1− �T � − 1−√

ηT

T
(1− 2δ)

[
...© (3)

]
= 1 η1/20

1−η1/20 ≥ε
+ 1− �T � − 1−√

ηT

T

(
1− 2
(σ3 − σ0

π

)1/2
η1/5
)
.

(7) In (6), letting T →∞ and then N →∞, we have

limsup
N→∞

limsup
T→∞

P
(

sup
σ1≤σ≤σ2

∣∣X̃T (σ)− X̃T,N (σ)
∣∣≥ ε
)

≤ 1 η1/20

1−η1/20 ≥ε
+ 1− (1−√

η)
(
1− 2
(σ3 − σ0

π

)1/2
η1/5
)

→ 0 as η↘ 0,

which is the assertion of Step 1. �

STEP 2

For each N ∈N,

the distribution of
{
X̃T,N (σ)

}
σ>1/2

→ the distribution of
{ N∑

i=1

− log
(
1− e(− log pi)

pσi

)}
σ>1/2

as T →∞.
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Namely, for 1
2 < σ1 < σ2 < ∞ and ∀Φ : C([σ1, σ2] → C) → R that are bounded

continuous,

lim
T→∞

E
[
Φ
(
X̃T,N (·)

)]
=EP

[
Φ
( N∑
i=1

− log
(
1− e(− log pi)

p·i

))]
.

Proof

First, by (4.6) and (4.5)

(4.11) X̃T,N (σ) =

N∑
i=1

− log
(
1− e

√
−1(− log pi)UT

pσi

)
.

Next, by Proposition 2.1,

the distribution of (e
√
−1(− log pi)UT )Ni=1

(4.12)

→ the distribution of
(
e(− log pi)

)N
i=1

as T →∞.

For, since

the distribution of
(
cos(− log p1)UT , sin(− log p1)UT ,

. . . , cos(− log pN )UT , sin(− log pN )UT

)
= P

(cos(− log p1)·,sin(− log p1)·,...,cos(− log pN )·,sin(− log pN )·)
T

(
see (4.3)

)
→P ◦π−1

(cos(− log p1)·,sin(− log p1)·,...,cos(− log pN )·,sin(− log pN )·) as T →∞,

we have that for any bounded continuous function F :CN →R

E
[
F (e

√
−1(− log p1)UT , . . . , e

√
−1(− log pN )UT )

]
=

∫
R2N

F (a1 +
√
−1b1, . . . , aN +

√
−1bN )

P
(cos(− log p1)·,sin(− log p1)·,...,cos(− log pN )·,sin(− log pN )·)
T (da1 db1 · · ·daN dbN )

→
∫
R2N

F (a1 +
√
−1b1, . . . , aN +

√
−1bN )

P ◦π−1
(cos(− log p1)·,sin(− log p1)·,...,cos(− log pN )·,sin(− log pN )·)(da1 db1 · · ·daN dbN )

=EP
[
F
(
e(− log p1), . . . , e(− log pN )

)]
as T →∞.

This shows (4.12).

The assertion of Step 2 is obvious from (4.11) and (4.12). �

STEP 3

The following convergence holds P-almost surely. As N →∞,

N∑
i=1

− log
(
1− e(− log pi)

pσi

)
⇒ X̃(σ) on [σ0,∞),∀σ0 >

1

2
.
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Proof

For this, see the proof of Theorem 2.1. �

STEP 4

For 1
2 < σ1 < σ2 <∞ and ∀Φ : C([σ1, σ2]→ C)→ R that are bounded uniformly

continuous,

lim
T→∞

E
[
Φ
(
X̃T (·)

)]
=EP

[
Φ
(
X̃(·)
)]
.

Thus, by Claim 3.2, P ◦ X̃−1
T →P ◦ X̃−1 as T →∞.

Proof

Let 1
2 < σ1 < σ2 < ∞, and let Φ : C([σ1, σ2] → C) → R be bounded uniformly

continuous. Then, ∀ρ > 0, take ε > 0 so that

sup
σ1≤σ≤σ2

∣∣w(σ)− z(σ)
∣∣< ε⇒

∣∣Φ(w)−Φ(z)
∣∣< ρ.

Then∣∣E[Φ(X̃T (·)
)]

−EP
[
Φ
(
X̃(·)
)]∣∣

≤
∣∣E[Φ(X̃T (·)

)]
−E
[
Φ
(
X̃T,N (·)

)]∣∣+ ∣∣E[Φ(X̃T,N (·)
)]

−EP
[
Φ
(
X̃(·)
)]∣∣

≤E
[∣∣Φ(X̃T (·)

)
−Φ
(
X̃T,N (·)

)∣∣]+ ∣∣E[Φ(X̃T,N (·)
)]

−EP
[
Φ
(
X̃(·)
)]∣∣

=E
[∣∣Φ(X̃T (·)

)
−Φ
(
X̃T,N (·)

)∣∣; sup
σ1≤σ≤σ2

∣∣X̃T (σ)− X̃T,N (σ)
∣∣< ε
]

+E
[∣∣Φ(X̃T (·)

)
−Φ
(
X̃T,N (·)

)∣∣; sup
σ1≤σ≤σ2

∣∣X̃T (σ)− X̃T,N (σ)
∣∣≥ ε
]

+
∣∣E[Φ(X̃T,N (·)

)]
−EP

[
Φ
(
X̃(·)
)]∣∣

≤ ρ+ 2‖Φ‖∞P
(

sup
σ1≤σ≤σ2

∣∣X̃T (σ)− X̃T,N (σ)
∣∣≥ ε
)

+
∣∣E[Φ(X̃T,N (·)

)]
−EP

[
Φ
(
X̃(·)
)]∣∣,

where ‖Φ‖∞ = supw∈C([σ1,σ2]→C) |Φ(w)|. Letting T →∞, we have by Step 2 that

limsup
T→∞

∣∣E[Φ(X̃T (·)
)]

−EP
[
Φ
(
X̃(·)
)]∣∣

≤ ρ+ 2‖Φ‖∞ limsup
T→∞

P
(

sup
σ1≤σ≤σ2

∣∣X̃T (σ)− X̃T,N (σ)
∣∣≥ ε
)

+
∣∣∣EP
[
Φ
( N∑
i=1

− log
(
1− e(− log pi)

p·i

))]
−EP

[
Φ
(
X̃(·)
)]∣∣∣.

By Steps 1 and 3, the right-hand side→ ρ as N →∞. Thus, letting ρ↘ 0, we

obtain the convergence of Step 4. �
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COROLLARY 4.1

The distribution of a continuous process {ζ(σ+
√
−1UT )}σ>1/2 is weakly conver-

gent to that of a continuous process {eX̃(σ) =
∏

p(1− (e(− log p))/pσ)−1}σ>1/2 as

T →∞.

Proof

Note that UT /∈ Γ ∪ {0} almost surely. This tells us that, with probability 1,

σ +
√
−1UT ∈ G and so eX̃T (σ) = ζ(σ +

√
−1UT ) (∀σ ∈ R). From Theorem 4.1,

the assertion of the corollary follows at once. �
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