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1. Introduction

In this paper, we consider the non-characteristic Cauchy problem for the differ-
ential operators with Gevrey or analytic coefficients.

L. Boutet de Monvel and P. Krée [2] have showed some fundamental proper-
ties o f  analytic a n d  Gevrey symbols o f  pseudo-differential operators. I n  [1],
L. Hârmander has localized the pseudo-differential operators with analytic symbols
in a suitable way on the dual space to extend the regularity and uniqueness theorems
and to study the propagation of the singularities.

Let L(x, t; D , Dt )=P (x , t; D x , D t )Q(x. t; D .  D t )  be a  differential operator of
order in with Gevrey or analytic coefficients, and Lu = 0 .  If P is a elliptic differential
operator of order v, then the analytic-hypoellipticity means that Qu is a  Gevrey or
analytic function. Therefore, 13.114(x, 0) (v + it = in, j < m — l) a re  a lso  Gevrey
or analytic functions provided that t= 0 is non characteristic for Q and Mu(x, 0)
(O j p —J) a r e  in  Gevrey o r  analytic class. T h is  sh o w s  tha t, for the Cauchy
problem of L, we cannot give the first /I+ I initial data arbitrarily in C  class.

Here, using the above localized differential operator, we shall generalize this
simple example and give the same necessary relation between the admissible initial
data and the number of real roots of the characteristic equation. And, as applica-
tion of this relation, we extend the Lax-Mizohata theorem to the analytic and Gevrey
classes.

2. Definitions and Results

Definition 2.1. L et V be an open set in  Rrn, w e shall denote by  y(s)(V) (s
the set of  a l l le  C (V )  s u ch  that f o r every compact set K c  V , there are constants
C, A with

(2.1) 1Dmf(x)I<CA1.11aMs, xe K,

for all multi-indexes Œ.
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Definition 2.2. ([1]) L e t  xo e V c R ", G E R'n\O a n d  u E  g '(V ) .  Then w e
shall say that (x o , G) is in the complement of wave front set W F s (u), if and only if
there are an open neighborhood U of xo , an open conic neighborhood r  of G and
a bounded sequence LIN  E S'(V) which is equal to u in  U, such that

(2.2) I etN(01<C(CNTUI - N

is valid for some constant C w h e n  e T.

L et p(x , t; Dx , DO= D;"± ai (x, t; D x ) D i  be  a  differential operator with
=i

coefficients in y(s)( W), where 11
1
 is an open neighborhood of the origin in R " ',  and

the order of ai (x , t; D x ) is less than j. We shall denote

I a 1 a I 0, — ) ,  x = ( x l ,..., x „),t et ax, t

and

p(x, 1: /1) = » " + a i (x , t :  )11.1"- .1 = Po(X , t ; 10+ Pt(x , t ; A )+...
=1

••• +P.(x , t;

where, pi (x, t; ;.) is a homogeneous polynomial of order m— j in A).

Theorem 2.1. S uppose t h a t  t h e  characteristic  equation po (0, 0; A )=0
(i!! 0 )  has y  real and y  non-real roots (resp. y roots with ImA 0 and y  roots with

(y +y =m , _>-1), and  u  is a  Cc° solution of  the equation p(x , t; D x ,
=0 defined in a neighborhood of the origin in R"+ 1 (resp. in Rn+ 1 n (t 0)) such that
Diu(x, 0)=0 f o r 0 .<  j< t i - 1 .  Then (0, !) is in the complement of  wave front set
WFs (Dtu(x, 0)) (p.< j  in — 1).

Consider the following problem

f  p(x, t; D x , D,)u =0

1 0)= u i (x) 0 < j < k —1 (k  < m )

then by the theorem 2.1, we have

Corollary 2.1. If the  problem  (P ) ,  has a C '-so lu tion  i n  a  neighborhood

of the origin f or any  given (u o (x),..., u k _ 1(X ))E ji y ("(R ")(s<t), then the charac-
teristic equation p(0, 0; A ) = 0  m ust hav e m ore th an  k  re al ro o ts  f o r every

0.

Corollary 2.2. A ssume th at s=1  an d  po (0, 0; A)=0 has at least k  roots
w ith negativ e im aginary  parts f or a n y  +0. I f  u  is  a C'-solution of  (P)„,_ k

defined in  a  neighborhood of  the orig in  in  R"+' n (t 0 )  w ith analy tic u i  (0 j
in —k —1), then the  Cauchy  d ata o f  u  i.e. Dju(x, 0) (0.< j< in — 1) is analy tic

a t  the orig in  and  the radius of  convergence only  depends on p(x , t; D x , D,), u 1

(0< .1<m  —  k-1) and the size of definition domain of u.

( ) k =
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Remark : When the case s= 1, k=m  in the corollary 2.1, more detailed result
is obtained in [4], by constructing the exact solutions.

Definition 2.3. T he Cauchy  problem  (P)„„ i s  s a id  t o  b e  y(s)-well posed
(s>1 ) in  a  neighborhood of  the origin, if  there ex ists a  neighborhood D of  the
origin such that the problem

f p(x, t; D„, D)u =0 in D

1 Ditt(x, 0)=u i (x) 0.< j<  m - 1  in D n (t = 0)

has a solution u e Cm(D) for any given initial data

(uo (x),..., um _ 1(x))e y(s)(R") .

Theorem 2 .2 . For the Cauchy problem (P) be ) , (s ) w e ll posed in  a neigh-
borhood of  the origin, it is necessary  that the characteristic equation MO, 0; Â)
=0 has only  real roots for any  =0.

Corollary 2.3. (c.f. [ 5 ] )  Suppose th at s=1, and  the  characteristic equation
po (0, 0; 1, 0,..., 0, 2)=0 h as  a t  le as t  one non-real root. T hen  f o r any  open
neighborhood W of  the orig in  in  R" -" ,  there is an  analy tic  initial data on R n
w hich is independent of  (x 2 ..... x )  su c h  th at the corresponding solution of  the
Cauchy problem (P)„, cannot be continued analytically  whole in W.

3. Fundamental lemmas

Let W be an open set in and F be a conic open set in R " ' \0. W e  w rite
y  (x , t), ri = ( , ,1,) and ird2= v+1,112.

Definition 3.1. ( [ 2 ] )  W e shall say that th e  formal sum p =  E pk (y, q) is  a
k=0

symbol on  W x I ' of class s with order (r 1 , r 2 ), if each p„(y, ti) is a smooth function
o n  Wx F, homogeneous degree r 1 + r 2 —k with respect to  q and then there exist
constants C, A such that for any integer k, any multi-indexes oc, )6, any (y, WX r,
the following inequality holds

(3.1) IP(k3)(y, ?IA< C A k + 1 1 + f i l r 2 l i r i — k - 1 2 1 ( k +  iflIPCX!,

where we have set

a a ■
p013)(y, f7) — i ay )

yi/ 
 an )p k (y ,

Let p= E pk(y, n) be a  symbol o n  Wx F  of class -s with order ( r  ,  r  .  Fol-
k=0

lowing [2] we set

2(2n)-kk ! (3.2) N (p , T )=
k ox. + ial)!(k + 1 fl l) !"

„(a( ) ) 11T2k+Ict+fil ,

11P tkV/51)11 SUP {1  q  — r I +k+Ix1 1P (4
)

11)( I1)
W x T

(2.1)

where
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then the definition 3.1 is equivalent to that the power series (3.2) converges for small
T > 0 .  If we define r= p , q by

oon(3.3) r E r.(.3', 11), r,n(Y , r1) = E 1  n  
11( )

k=0 k+/-1-Iy1=m ï • Y

then we have by lemma 1.2 in [2] (or rather by its proof)

Lemma 3 . 1 .  Let p, q be symbols o n  Wx.1-  o f  class s w ith order (r, m ), then
p + q  is a symbol on Wx F of class s with order (r, m) and we have

(3.4) N (p +  q , T )«N (p , N (q , T ).

Let p, q be sym bols on Wx F of  class s w ith order (r i , m ,), (r 2 , respectively,
then the inequality

(3.5) N (poq , T )«N (p , T )N (q , T )

holds, i.e. poq is a sym bol on Wx T of  class s with order (r 1 + r 2 , m i  + m .
2 ).

ft ,

Remark : If w e set s=pq„s= s ( y , sm =  E  pk p ,, the proof of the
ri1= 0 k+ 1=m

lemma 3.1 shows

(3.6) N(poq— pc?, T )«2 N '(p , T )N '(q , T ),

2(2n) - kk! 
PV01) T2k+1.-vpi.where N ' ( p ,  T ) =  E

(k  +  la l)!(k +  1131)!s
Furthermore, obvious inequality N '(p , T )«N (p , T ) Means

(3.7) N (pg , T )«2 N (p , T )N (q , T ).

Lemma 3 .2 .  S uppose th at  p 0 (0, 0; )) = 0 (1 1 * () )  h as  p  re al ro o ts  and
y  non-real roots (p + y = m ).  T hen there are  a neighborhood W of  0  in  R" -" .  a
conic neighborhood F  of in  Rn\O an d  sym bols ai (I < j< p ),  b i (1 < i< y ) on
W x(F x R) which are independent of,)., of class s with order ( j ,  0), (i, 0) respectively,
and satisfy  the equation

(3.8) p(x, t; 2 )= W  + ai(x, t; +  ± b (x ,  1 ;  ) ) ' - ' )
t=i

a s  sy m bols o n  W x (F  x  R ).  W here, ).11+  E a6(0, 0; 0, + 4(0 , 0 ;
j=1 i=1

= 0 has only  real and non-real roots respectively.

Lemma 3.3. U nder the sam e cond ition  in  the  lemma 3 .2  there  ex ists  a
neighborhood W of 0  in R"+ 1, a conic neighborhood F  o f  i n  Rn\O, and symbols
q, r on  W x(T x R ) w hich satisfy  follow ings. i.e. p=q=r, w here r=;111+ a i ( y ,

i=1
)11.11-,1  i s  the sam e one in the lemma 3.2 and q  is of:class,s w ith order (0, — v).

Moreover, for k + Œ 1, (y, Wx (I" x.R), the-inequality

19(14 )( < C Ak+ 11 1 - fl I(3.9) I/ - v - 1  g i  1 - k - 141 1 ( k  +  131)p!soc!
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holds.

4. Proof of the theorem 2.1

Admitting the lemma 3.3, we shall prove the theorem 2.1 when u is defined in
a  neighborhood of the origin in  R n + 1 . For the symbol p= pk (y, q), following

A=0
[1 ] ,  we define the differential operator P,(y, q; D) by

(4.1) P i(y , n; D )  =  E p ( 2) (y n)Da.
kflai = 1 k

If g is another symbol and peg =r, then the identity

(4.2) R,(y, q; D).= P l _ i ly, n; D)Q i (y. n; D)
i=0

is easily verified.

Remark : In the case when p is a polynomial of order

e- 1 `Y." p(y, D)(e i " ! " > 0 = q; D)v
•

is valid.

By the lemma 2.2 in [1], for any compact sets K, R (Kc R ) in R"±', we can find
a sequence vN (y )E  q (R "± 1 )  such that supp [v N ] IZ, vN  = 1 on K and

(4.3) ID"vN (y) ,I<C Al. lArki

when icq N, where C, A is independent of N (N=1, 2,...).
Applying the lemma 3.3 to the transposed operator tp of p, we get two symbols

g, r  o n  wx(r x R ).  1 f  u  i s  a  so lu tion  in  the  theorem  2.1 w e take vN  such
that supp [v N ] W, p(y, D)u = 0  on supp [v N ], Dju(x, 0)= 0 on

N—m
( 0 (  i . < 1 1 —  1) and we set w N =  E Qi vN . Then (4.2) shows

supp[vN] n (t =0)

N—sti
e- t<Y, n'p(y, D)(e"Yo' w N ) =  E RivN+ N>k+1>N— m1 IsZk 'N

J=0 N—m>k, m>1

After the integration by parts, we have

(4.4) e i " ' n > ( R i vN )udy= — ( E P,Q,voudy,
N—m

i=0 N>k+ 1> N—in
N—m>k, m>1

Now estimate the right hand side in (4.4). We se t h =Q k vN  a n d  consider the
integral

ei'Y'n>(Pih)udy.

For the term in P i h which includes il k (lc ...>1), we replace b y  Ditc(e"r) and
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integrate by parts, then, noting p is a polynomial of order ni with coefficients in y(s),
we obtain the following estimate

(4.5) e1"`Y ol'(Pih)udy C! m s u p  'D iu ' s u p  I 14,0 1
Rj‹..m R j+ ja l<m

for I  1 ,  where constant C is only depends on p(y , D) and R . In virtue of (3.9)
in lemma 3.3 and (4.3), DY(Qk vN )  can be estimated as follows

(4.6) IDY(QkvN)I<CA2Nlril-r-1111-kNs"

for any integer N , any k (1 —ni), any yCyl<m), and a n y  e F .  Then, (4.5)
and (4.6) show that for k  I,

(4.7) E PiQkuN )udy  < CA 2 N1n1 - , - 1 1 12 m+1 - NNsN.
N>l-Fk>N-m
N-m>k,m>I

On the other hand, if we set r= AP  + s, then s is a polynomial in À of order p— I.
Since Dilu(x, 0 )= 0  on the support of v,(x , 0 ) (0 ‘, j p  —  1), the Fourier inversion
formula gives

N-m
(1)1.5e i < Y'n > ( E  S iV N ) U d y = 0 .

1=0

This shows that

N-m
(4 .8 ) R iV N ) U d y = ( - 1 ) 1 'S e i ` x ,4 > v N ( x ,  0)14u(x , 0)dx.

Here we integrate (4 .4) by /1, and combining this identity with (4 .7), we have for
e

(4.9) 1e1" . 4 >D u(x, 0)v N (x , 0 )d x  < C A 2 N I I 2 m + i - N N s N ,

where A depends only on p(y , D) and the size of definition domain of u. Inequality
(4.9) means that (0 , !)  is in the complement o f  W F8(14u(x , 0)).

Multiplying (4.4) by A and using the fact that (0, '6(4 W F5 (.14 u (x , 0)), we can
show (0, W F,(D11u(x , 0 )) by the same p ro cess . Thus, the theorem follows
from the finite number of iterations of this argument.

In  the  statement of the  lemma 3.2 and 3.3 , we can replace real roots (resp.
non-real roots) by roots with non-positive imaginary parts (resp. roots with positive
imaginary parts). T hen , there exist a  neighborhood W  o f  0  i n  Rn + 1 ,  a  conic
neighborhood F of —! in Rn\O and symbols q, r on W x (1 x  R) which satisfy poq=r.
Then, noting that q k (y ; A) is a rational function of 1, with poles only in the upper
half plane for fixed y E  W , e F , the same reasoning gives also the proof in the case
when u is defined in a half neighborhood of the origin.
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5. Proof of the theorem 2.2

Suppose that the Cauchy problem (P)„, is y(s ) -well posed in  a  neighborhood of
0 in R"+1 , and that the characteristic equation po (0, 0; ) ) = 0  (I I*0 ) has at least
one non-real root.

W ithout loss o f generality we may assume that p(O, 0; 1, 0,..., 0, 2)=0 has
it real roots and v non-real roots (v > 1 ). Then we can easily find the sequence of
initial data which is not compatible with (4.9).

For instance, we set

(5.1) s„(x) >0, x e  R ,

0)=gs4(x1).

It is clear that g ( x i ) e y(s)(R"), and by the theorem 2.1, the Fourier transform of
g (x i )vN (x, 0) is estimated such as (4.9) in  + I " .  On the other hand, we see easily
that

(5.3) Kgs,j5N)( )1<C,(BNs)Ni'i-N

where iiN (x)= viv(x, 0), '= (0 , „) and  B  is independent o f  E. By (4.9) (in
+F) and (5.3) (in the complement of +F) we have

(5.4) I(TI,,,,i;)()1‹,.C„(ANs)N1-N

for any >Ns), any integer N .  Where A  is independent of E.

The estimate (5.4) shows, with another constant A which also independent of E,
that

(5.5) ( a
°
x , )

k(
gs

„
DN) ( x

) <C,,A kk!',

for any integer k. In (5.1), setting x=0, we obtain, the other hand,

(  a  \ lc s(k+1)

) g s,e ( X  1) lx 0 = F(s(k  + I ))C I

Then, taking into account of the Stirling's formula, this leads us to  a contradiction.

6. Proof of the lemma 2.2

and consider the initial conditions

Du(x,0)=0 f o r  0< j<m —1, j * p
(5.2)

{

Let F  be an open conic set in R"\O, and  W be an open neighborhood of the
origin in 1?"-H .  In this section we only consider the symbols o n  Wx(F x R) which
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are independent of À.
CO

Let p =  E  pk(y, be a symbol, then we shall denote by pro the  symbol which
is defined as follows

(6.1) P[o= 1,; ( - 14Pk)(Y,

By the definition (3.1), p [ y ]  is also the symbol with the same class and order those of
P.

For the simplicity, we introduce the following notation:

2(2n) k ! (6.2) (k+  loci) l(k + v+ if3 1 )!."

we also denote ekc
. 0, fl = C ),.fl, then we have

Proposition 6 .1 .  L e t  p , q  be sy m bols of  class s , an d  s e t  yr. = p, qr„, then.
there are constants C j <v) such that

(6.3) E  c r ll(v r )3 )1 1 T 2 k + v+ l œ+ f l i « cv Jr ' N(Pto, T)N(q, T) ,
j=0

w here Ç independent of  p, q and  T

P ro o f .  By virtue of the lemma 3.1, this is easily shown by induction on v.

Corollary 6 .1 .  L e t vr=poq [
] , 0=0 1 +0 2 (u p  02 , y e N ), then w e have

(6.4) E  II ( v r);3)11
T 2 k +  v +  I a - 1 - f i l  

X CZ
k,v,fl

« T v .  2 c T iN (p T)N (q r „,1, T ).
i=o -

By the assumption of the lemma 3.2, we can find the symbols a4(y, b ( y ,  )
(1 < j < 1 < i  <  y) o n  Wx (.1" x R ) of class s, homogeneous degree j, i  respectively
in and satisfying the equation

(6.5) Po(Y; ).) = (À "+  E  a41P- j) x (.1.v + E
1=1

where W is a neighborhood of 0, and F is a conic neighborhood of Furthermore,

we may assume that for any root t(y, o f the  equation Àv + 01,v-I =0,
i=1

the inequalities

(6.6)
{  I'm T(Y, )1 > et( > 0 )

,,
IT(Y, )"+ E aCkY, )'r(Y, ) ! -̀ - - i l >c2 (> 0 )

i=1

hold, when y e W ,e r  f l ( j I= 1 ) .
We write di =a4+ A i, b1 =b+.13 1,  and find Ai, /31 in  the class s for which the

identity (3.8) h o ld s . F o r  this purpose, we introduce th e  vector-valued symbol
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C =r(A 1 ,..., A g ,  B' ; By), and say that the symbol C  is of class s  with order 0 if
each A J, Bi is a symbol of class s  with order (j, 0), (i, 0) respectively, and kl,=Bt,
= 0 .  We set

L(C)= L f,(C)= '(L , p (c).... L„,,,(0)
p= 0 p= 0

m in (n ,p ) 1 Cg - ia4 ( ") Bi( 6 .7 )  L„, p ( C ) =  E E E a! 1(2, t )
1=1 i+ j=a— ( 1 4 - 1a1=1) - 1 '

J>1 (>1

m in (n ,p ) 1+ : E Cr- Al(a) bi0 ( a , t )
t=1 I+ j=n— t k+Ial=p— t

j> 1 k>1

m in ( n ,p ) 1
t  A j( 1 ) B i+  E k 4 ,2 ,0

f 1i- l- f =n — t k +1 +Ic c i=p — t c c !
i,i>t 1,k>1

m(c)= E M(C) = m„,,p(c))
p=0 p=0

( 6 .8 )  M , p ( C ) = E E 1
, a i i ( œ ) B i ( Œ)

i+ j= n  1 + I a 1 = p  a.
1<l<19-1

+ E E - 1 -Ai(Œ)bt, ( 0 +  E 1 Al(œ)Bik
i+ j= n  k + l a 1 = P 1 + J = t s  k + 1 + I a CCl=P . 1(a)

j > 1  1< k < p -1 j > 1  l < k ,1 < p - 1

where B; ( a .„ ) =L;PD;Bi, n=1, 2 . . . . .  ni, p = 1 , 2 ,..., and E k  =0, if k<O, =--0, if

I>).
Then the equation (3.8) becomes

(6.8) E  (.2 B,,i +A b 0 = — L„, p (C)— M„,,,(C)—F„,„+G„,,,

where, 1, 2,..., in, p=1,

(6.10) 1 iox)F„, p =  E E bt)(„)
i+ i= n  k I p •

in (n ,p ) 1+  E E
i+ j= n— t la l= p— t a.

and G„, is the coefficient of /1."' - " in p,(y; A ) (k=1, m).
Denote by H(y, the coefficient matrix of equation (6.9) then, det H(y, is

the resultant o f )1A +4/1.$1 - ' + ••• +at; and )," +1)6,1v- 1 + ••• + 66 as the polynomials
of A , then from  (6 .6 ), th e re  is  the inverse m atrix D (y , )=(d i (y , 0) 1 ‹ ,,J ,„,  of
H(y, and for the entries of D(y, we can show the followings.

fFor 1 < i <a, cl i f ( y ,  )  is a symbol on Wx (r x R ) of class s and homo-
geneous degree i —j in  .
For a + 1 < i <m, d i i ( y ,  0  is  a symbol on W x (1" x R ) o f class s  and
homogeneous degree i — j — ti in  .

(6.11)
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We rewrite the equation (6.9) in the matrix form by use of D(y, namely

(6.12) C — D(L(C)+M(C))— DF+DG.

The proof of the lemma 3.2 is achieved in solving the equation (6.12) by successive
approximation.

For the vector-valued symbol C, we introduce the following formal norms,

(6.13) N (C , T )= N (A i, T )+  N ( B i ,  T )
j=1 i=1

N„,(C, T)= N (A to , T )+ N(I3t„], T)
J=1 v=o i=1 v=o

and at first we shall show that if C is a symbol of class s with order 0, then the right
hand side of (6.12) defines a symbol of the same order and class. We consider the
most delicate part of L ( C ) .  Let us denote

m in ( n , p ) 1L L (C ) =  E Cri Atœ)B1 ( a , 1 )t=1 i + j=n— t k+1+1a1=p— t •
i , j> 1 k,1>1

m i n ( n , p )= E  c r i( A jo B to p,
t =1 i + j= n— t

i , j> 1

then for y m, we see easily

E c;,1311(ML,i, 11T2P-Flec+131
P.Œ.13

« C ,C r i ( 2 n ) - t r  E c;_,,,,p11(9y) („'!4u3,11
ptp=0 1= 1  i+ j= n— t p > t ,a ,

i , j> 1

x T2(p— t)+t+la+131

« E  C r i (2 n ) - (T t  E  c ck,,p1 19 ,\(a) 1172k+1+1,2+111
lik (1 3 )1 1 '

tp=0 t= 1  i t j= n — t k ,a ,p

where we have set 9 y= Ati,,_,,, j oBt, + 9 ]  which also depends on t, i, and j. We divide
the last term into two parts:

E  c ; E •.. +  E  C " ,'p E • • •
top t ,q )

t+o>m t + 9< m

In the first term, setting t +cp=m +t 1 (t..>„t 1), we apply the corollary 6.1, then we have

E  C ; . . . «  E  cL/,, E x
t . 9 i+ j= n— t 0=0

t+ 9 > m t+ 9 > m i , j> 1

x N(A(„_ 9 + 9 1 , T)N(Bt„, ] , T).

The second term is estimated by the lemma 3.1 as follows,
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E q,.• • « E E  C ri(2n ) - tT 2 tN ( 4 _ , ] , T)N(Bt, + , ] , T) .
t. tit t i+  j= n -t

t+9<m t+tp<m I, j> 1

O n  th e  other hand, N(M„(C) f t ,3, T) (v< m) is  majorized b y  TE(T)N m (C, T)
+EN m (C, T)N m (C , T) in virtue of the lemma 3.1 and (3.7). Therefore, taking ac-
count o f F„, o = G„,,,=0 (1<n <m), we can show that the right side of (6.12) is esti-
mated by

(6.14) TE,(T)Nm(C, T)+ E 2 (T )N m (C, T)N„,(C, T)+T 2 E3 (T )

where E1(T ) is the power series of T which converges for small T> 0, does not depend
on C .  This shows that the right hand side of (6.12) defines a symbol of class s with
order O. Moreover, the estimate (6.14) means the followings,

For sufficiently small c>0, there is a  (5 > 0, such that N m eC , T )< e  for
(6.15)

any 0  T  (5  and any A=0, 1, 2,...,

where '‘C  is defined successively by 1 +1 C= —D(L(IC)+M(IC))—DF+DG °C = 0,
;.= 1, 2, 3,....

By the analogous estimate, we can majorize T ) b y  TE,(T)•
N„,(1 +1 C — AC, T)+ E 2 (T )(N m (' C , T )+N m (A+1 C, T))N m (A+1 C — 2 C, T), where Ê (T )
does not depend o n  C .  Therefore this estimate and (6.15) show that the successive
approximation converges.

7. Proof of the lemma 3.3

From the lemma 3.2, we can decompose p in the form (3.8), then the proof of

the lemma 3.3 is carried out by construct the inverse symbol of r = ) + .
i=1

By (6.8) and the homogeneity, we may suppose that

(7.1) Iro(Y; I clInIv,

for any y e W, any g e r x R , where co is a positive constant.

Proposition 7.1. I f  w e  s e t  q0 (y; n)=1Ir 0 (y ; ri), th e n  q,)  i s  a  sy m bol on
Wx (F x R) of class s with order (0, — v). Furthermore, there are constants C, A
such that

(7.2) Inl-v-`1 W-1211fil!sodlqW)(Y ; 101 ‘. CAls+PI

is valid when la +fli i, f or any  (y; q) e Wx (/' x R).

P ro o f . A t first, we remark that the symbol with order (j, v— j) is also the
symbol with order (0, v) for any non-negative integer j. Therefore, by this note and
the obvious inequality

I ()-v)W I < CAIOE+131 I n I I I ' I ' l l f i l ! sa!, for la+fl I

we have for la +
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(7.3) Ir Wô Y ; 11)1 < C (4 ) 1" 1  NI v - 1 I fl " OEI I )6 1 Pcd.

Now, we shall show by induction on lœ + f3  that

(7.4) 19W11)(Y; Ifil !

holds on W x (Fx  R ) for la+ /31 1. Suppose that (7.4) is valid when l<  la+ /31
and prove it when la +PI = p + 1 . From the identity

0=  (r0q0)W =  c;ce,rf,v,itA t )

we obtain

q;:ein = — Eqcer5.1 4r4W, ) ,
then by the induction hypothesis show

I 0 )
ii) I < coCCIŒ+fil l t i l

- , - 1 1 11 - 1a1Al2-1-fil x

k i
ciŒl(Icd -p)!(÷)kl - Pcielofli - 0 !so (TyPhq

17=0 q=0

< ( 4 C0C)CIŒ+PI A IŒ+131 1ril — v-1 1W — Ial ifil! s lal!.

Therefore, if we choose C, >4e 0 C, the proof is complete. (c.f. lemma 3.1 in [3])

Proposition 7 .2  If  we set roq0 =1— h (q 0 = 1/r0), then h  is a  symbol of  class
s with order (1, — 1) such that

(7.5) N (h , T )«T 2 C(T)

holds.

P ro o f . If we set r=2 v +s , and rewrite roq0 -1=0.v oq o —ilvq0 ) +(soq 0 —so go ),
then from the preceding proposition, the second term is of order (1, —1), further-
more, by the definition (3.2) we have

a+fl 9N(s °go — so qo , T )= pC 7, pli(sogo)(6) IIT2k+l I <<T2C(T)

On the other hand, if we denote T=Avoqo —Avg0, then the proof of the lemma 3.1
shows that

E psuP{ I ti I I I - 1 +k+111 *3)1}} « N ' ( ) , T )<<T 2 C(T) •k,a,fi

Proof of  the lemma 3.3. We write hi =h,...

hP = &kph • •• hoh
p-times-)

then by the proposition 7.2 and the lemma 3.1, the series

= h+h2+•••+hP+•••
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defines a symbol of class s with order (1, — 1). Noting that the formal composition
is  associative, w e have the lemma 3.3 by setting q = q 0 0 ( 1 ± - 0 = q 0 +  g e t .  The
estimate (3.9) follows from (7.2) and the fact that t is a symbol with order (1, — 1).
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