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## § 1. Introduction

Let $L_{K}(s, \chi)$ be the Hecke L-function for a non-trivial character $\chi$ of an ideal class group of an algebraic number field $K$. The purpose of the present paper is to express $L_{K}(1, \chi)$ in a form effective for numerical calculation by computers in the case where $K$ and $\chi$ satisfy the following two conditions:
(i) $K$ is a quadratic extension field of a totally real algebraic number field and $K$ has exactly two real places.
(ii) $\chi$ ramifies at all the two real places.

The methods of ours are the same as [Ko], [Ka] and [G], i.e., a generalization of the classical Kronecker's limit formula, and Hecke's method described in $\S 3$ and $\S 5$ of [Si1]. However, we calculate, rather than $L_{K}(1, \chi)$ itself, a suitable coefficient $\kappa_{K}(C)$ of $\zeta_{K}(s, C)$ in the Taylor expansion at $s=0$, where $\zeta_{K}(s, C)$ is the zeta function of an ideal class $C$ of $K$ (see (2.1)). In fact, it suffices to obtain $\kappa_{K}(C)$ for our purpose, so the statements will be described for $\kappa_{K}(C)$.

Stark-Shintani conjecture, which is one of our motivation of the present paper, predicts a kind of arithmeticity for $L_{K}(1, \chi)$ ([St1], [St2], [Sh5] and [T]). However, the conjecture has been unsolved yet except some special cases. In fact, the case where $K$ has exactly one imaginary place and $\chi$ ramifies at all real places, which is described in [St2], is unsolved one. If $K$ is of degree 4 over $\boldsymbol{Q}$, this case is contained in the case (1.1) and one can use our results to give numerical datas in the case.

Let us explain the contents in more detail. In § 2, we recall some facts on the order of $\zeta_{k}(s, C)$ at $s=0$ for a general algebraic number field $k$ and prove a kind of transformation formula for $\zeta_{k}(s, C)$ (Proposition 1). It plays the same role as the formula (92) in [Sil, p. 140], which has been used in [Ko], [Ka] and [G]. By virture of this formula, we can despense with Gauss sums and the assumption on the primitivity of $\chi$, so the value $\kappa_{K}(C)$ seems to be the more natural in our computation than $L_{K}(1, \chi)$. In § 3 , we define a harmonic Hilbert modular function $f_{\mathrm{a} \times \mathrm{b}}(a, b ; z)$ in (3.1), which is a generalization of the
logarithm of the Siegel function $\phi(a, b ; z)$ in (4.7). It appear as the constant term at $s=0$ of a non-holomorphic Eisenstein series $\boldsymbol{E}(z, s)$ defined in (3.2) (Proposition 2). The term has already been calculated in [Ko], [Ka], [G] and [A]. However, their results contain some numerical mistakes in the term. Here we recalculate it in a suitable form for us in this section. In §4, we describe some properties of $f_{\mathrm{n} \times 6}(a, b ; z)$ and its related functions. In $\S 5$, we define some kinds of periods of $f_{\mathrm{a} \times \mathrm{b}}(a, b ; z)$ on cycles $\Phi_{\omega}$ with respect o arithmetic congruence subgroups of Hilbert modular groups, which will be denoted by $\left\langle\Phi_{\omega}, \boldsymbol{d}_{\Delta} f\right\rangle$. We generalize Hecke's method and express the Dirichlet series in Proposition 1 by $\left\langle\Phi_{\omega}, \boldsymbol{d}_{\Delta} \boldsymbol{E}_{s}\right\rangle$, i.e., a period of $\boldsymbol{E}(z, s)$ defined similarly (Proposition 3). In Chapter 2 of [Si1], the Kronecker's limit formulas for $L_{K}(s, \chi)$ has been given for the following cases: (1) $K$ is an imaginary quadratic field, (2) $K$ is a real quadratic field and $\chi$ is unramified at the two real places, (3) $K$ is the same as (2) and $\chi$ ramifies at two real places. We can extend them in such cases where $K$ is any quadratic extension field of a totally real algebraic number field $F$ and the archimedean conductor of $\chi$ is stable under the action of $\operatorname{Gal}(K / F)$, i.e., the most general cases where all the above three cases are contained. We introduce periods $\left\langle\Phi_{\omega}, \boldsymbol{d}_{\Delta} f\right\rangle$ as a natural generalization of those in (2) and (3). In § 6, we complete our calculation of $\kappa_{K}(C)$ and express it by $\left\langle\Phi_{\omega}, \boldsymbol{d}_{\Delta} f\right\rangle$ in the most general cases as above (Theorem 1 and Corollary 1, which contain the results of [Ko], [Ka] and [G] as special cases). We restate the theorem as Corollary 2 and 3 in the special case where $K$ is a CM-field, hence $\left\langle\Phi_{\omega}, \boldsymbol{d}_{\Delta} f\right\rangle$ is expressed as a special value of $f_{\mathrm{axb}}(a, b ; z)$ at a CM-point. Our main purpose is attained by Corollary 5 and 6 , which treat the case (1.1). In this case, $\left\langle\Phi_{\omega}, \boldsymbol{d}_{\Delta} f\right\rangle$ is expressed as a difference of the special values of $f_{\mathrm{n} \times \mathrm{b}}(a, b ; z)$ at suitable two points. One can calculate the value of $\kappa_{K}(C)$ effectively by computers by means of this expression. In §7, we give two numerical examples in the case (1.1) by using Corollary 6 (the case (1) in this section) and, in addition, give four examples in the case of Corollary 3, i.e., the case of [Ko] (the case (2)). Each $L_{K}(s, \chi)$ in the examples is described as a product of other L-functions whose special values are calculated by some classical formulas. Calculating $\kappa_{K}(C)$ or $L_{K}(1$, $\chi$ ) by means of another formula, we ensure our formula from mistakes even in the numerical sense. We remark that our formulas are suitable for calculation of $L_{K}(1, \chi)$. In fact, we give each numerical data exactly with the order of $10^{-45}$, while the time we need is a few seconds in the shortest case and less than 13 minutes even for the most longest by means of a computer with 32 bit. As an appendix, in § 8, we consider the case where two L-functions, one of which satisfies the conditons for $K$ and $\chi$ described in the above paragraph for $\S 5$, and the other of which does not, coincide (Theorem 2). Here one can know that there are more cases, different from those of Theorem 1, in which our formulas can be used. This section is based on [Sh 4] and is related to [I].
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Notation. We denote by $\Re(z), \Im(z), \bar{z},|z|$ and $\|z\|$ the real part, the imaginary part, the complex conjugation, the absolute value and the square of absolute value of $z \in \boldsymbol{C}$ respectively. Let $i=\sqrt{-1}$ and $\boldsymbol{e}(z)=e^{2 \pi i z}$ for $z \in \boldsymbol{C}$. Let $\operatorname{sgn}(t)=t /|t|$ for $t \in \boldsymbol{R}, t \neq 0$, and $\boldsymbol{R}_{+}{ }^{\times}=\{t \in \boldsymbol{R} \mid t>0\}$. We denote by $\gamma_{0}$ the Euler constant, i.e., $\lim _{n \rightarrow \infty}\left(\sum_{k=1}^{n} \frac{1}{k}-\log n\right)$. For a ring $I, I^{\times}$denotes the group of all invertible elements of $I$. For two modules $A, B$, and for an element $b$ $\in B, A+B$ and $A+b$ denote the module generated by $A$ and $B$, and the set consisting of elements $x+b$ with $x \in A$ respectively. For sets $A, B$, and for an element $b, A-B$ and $A-b$ denote the set $A \cap B^{c}$ and $A \cap\{b\}^{c}$ respectively. For a set $A, \#(A)$ denotes the order of $A$. The other notations will be defined in each section.

## § 2. Preliminaries

For an algebraic number field $k, \operatorname{Tr}_{k}, N_{k}, d_{k}, \delta_{k}, I_{k}, E_{k}, R_{k}$ and $W_{k}$ denote the trace with respect to $k / \boldsymbol{Q}$, the norm of an ideal with respect to $k / \boldsymbol{Q}$ (also the norm of an element, in the present paper, should be considered as that of the ideal generated by it, which is a positive rational number), the absolute value of the discriminant of $k$, the different of $k$, the ring of integers of $k$, the group of all units of $k$, the regulator of $k$, and the group of roots of unity in $k^{\star}$ (or its order), respectively. For $\lambda \in k, \boldsymbol{e}_{k}(\lambda)$ denotes $\boldsymbol{e}\left(\operatorname{Tr}_{k}(\lambda)\right)$ and $\lambda \gg 0$ means that $\lambda$ is positive at all real places of $k$. For an integral ideal $f$ and a set $\Omega$ consisting of several real places of $k, E_{k}(\mathrm{f} \Omega)$ and $W_{k}(\mathrm{f} \Omega)$ denote the subgroup of $E_{k}$ and $W_{k}$ consisting of $\varepsilon$ satisfying $\varepsilon \equiv 1(\bmod f)$ and $\varepsilon_{l}>0$ for $l$ $\in \Omega$, and $H_{k}(\mathfrak{f} \Omega)$ denotes the ideal ray class group of $k$ with the conductor $\mathfrak{f} \Omega$. If $f=I_{k}$ or $\Omega=\phi$, we drop it in each notation (for example, $E_{k}(\Omega), H_{k}(\mathrm{f})$ mean $E_{k}\left(I_{k} \Omega\right), H_{k}(\dot{f} \phi)$, respectively). Further, if $\Omega$ consists of all the real places of $k$, we use the notations $E_{k}{ }^{+}$and $E_{k}{ }^{+}(\mathfrak{f})$ in place of $E_{k}(\Omega)$ and $E_{k}(\mathfrak{f} \Omega)$ respectively. We denote by $h_{k}$ the class number of $k$ in wide sense, i.e., \# $\left(H_{k}\left(I_{k}\right)\right)$. For an ideal $\mathfrak{A}$ of $k$ prime to $f$ and for $C \in H_{k}(\mathfrak{f} \Omega), \mathfrak{A} C$ denotes the element of $H_{k}(f \Omega)$ containing $\mathfrak{X} \mathfrak{B}$, where $\mathfrak{B} \in C$. For $\Omega, \tau_{\Omega}$ denotes the character of $k^{\times}$ defined by $\tau_{\Omega}(\lambda)=\prod_{l \in \Omega} \operatorname{sgn}\left(\lambda_{l}\right)$.

Let $r_{1}, r_{2}$ be the number of real and imaginary places of $k\left(r_{1}+2 r_{2}=[k\right.$ : $Q])$, and put $e_{1}=\#(\Omega), e_{1}^{\prime}=r_{1}-e_{1}$. Now, we show that $\zeta_{k}(s, C)$ for $C \in H_{k}(\mathrm{f} \Omega)$ has the following expansion:

$$
\begin{equation*}
\frac{\zeta_{k}(s, C)}{s^{e_{1}+r_{2}}}=\left[-\frac{R_{k}}{W_{k}} \frac{1}{s}\right]^{\dagger \dagger}+\kappa_{k}(C)+O(s), \tag{2.1}
\end{equation*}
$$

where the term with the symbol $\dagger \dagger$ appears only when $\mathrm{f}=I_{k}$ and $\Omega=\phi$.
Since $\zeta_{k}(s, C)$ is rewritten in the form of a linear combination of $L_{k}(s, \chi)$ 's for all characters $\chi$ of $H_{k}(\mathrm{f} \Omega)$, we may cosider the Taylor expansion of $L_{k}(s$,
$\chi$ ) at $s=0$ to prove (2.1). Put

$$
\begin{equation*}
G_{k}(s, \mathfrak{f} \Omega)=\left(d_{k} N_{k} \mathrm{f}\right)^{\frac{s}{2}}\left(\pi^{-\frac{s}{2}} \Gamma\left(\frac{s}{2}\right)\right)^{e_{1}^{\prime}}\left(\pi^{-\frac{s+1}{2}} \Gamma\left(\frac{s+1}{2}\right)\right)^{e_{1}}\left((2 \pi)^{-s} \Gamma(s)\right)^{r_{2}} . \tag{2.2}
\end{equation*}
$$

If $\chi$ is primitive, set $\Lambda_{k}(s, \chi)=G_{k}(s, \mathfrak{f} \Omega) L_{k}(s, \chi)$. Then, we have

$$
\begin{equation*}
\Lambda_{k}(s, \chi)=\frac{g(\chi)}{i \sqrt{e_{1}} \sqrt{N_{k} \uparrow}} \cdot \Lambda_{k}(1-s, \bar{\chi}) \tag{2.3}
\end{equation*}
$$

where $g(\chi)$ is the Gauss sum associated with $\chi$. By means of this equation, we can determine the order of $L_{k}(s, \chi)$ at $=0$ from the one at $s=1$. Since the latter is 1 or 0 as well known, the former is $e_{1}^{\prime}+r_{2}-1$ or $e_{1}^{\prime}+r_{2}$ according as $\chi$ is trivial or not. If $\chi$ is not primitive, $L_{k}(s, \chi)$ can be written as $L_{k}\left(s, \chi_{0}\right)$ times Euler factors $1-\chi_{0}(\mathfrak{p}) N_{k} \mathfrak{p}^{-s}$ for finitely many primes $\mathfrak{p}$, where $\chi_{0}$ is the primitive character associated with $\chi$. Then we know that the order we consider is equal to or greater than that of $L_{k}\left(s, \chi_{0}\right)$, and that in particular, if $\chi$ is trivial, the order is equal to $r_{1}+r_{2}+\rho-1$, where $\rho$ is the number of different prime factors of $\mathfrak{f}$. Summing up, the order of $L_{k}(s, \chi)$ at $s=0$ is

$$
\left\{\begin{align*}
r_{1}+r_{2}+\rho-1 & \text { (if } \chi \text { is trivial) }  \tag{2.4}\\
\geqq e_{1}^{\prime}+r_{2} & \text { (if } \chi \text { is non-trivial) }
\end{align*}\right\} .
$$

If $\rho=0$ and $e_{1}^{\prime}=r_{1}$, i.e., $\mathfrak{f}=I_{k}$ and $\Omega=\phi$, he term with $\dagger \dagger$ in (2.1) is derived from the first term on the right hand side of

$$
\begin{equation*}
\frac{\zeta_{k}(s)}{s^{r_{1}+r_{2}}}=-\frac{R_{k} h_{k}}{W_{k}} \frac{1}{s}+O(1) \tag{2.5}
\end{equation*}
$$

This is a modification of Dirichlet's residue formula which is obtained from (2.2) and (2.3) for the trivial charahoer by the fact that $\mathrm{g}(\chi)=1$ in this case. Lastly (2.1) is deduced from (2.4) and (2.5).

Next, we show the following lemma related to (2.1).
Lemma 1. Assume that $e_{1} \neq 1$. For $C \in H_{k}(f \Omega)$ and for $\lambda \in k^{\times}$which is multiplicatively congruent to 1 modulo $\mathfrak{f}$, we have

$$
\begin{equation*}
\tau_{\Omega}(\lambda) \zeta_{k}(s,(\lambda) C)=\zeta_{k}(s, C)+O\left(s^{e_{1}^{\prime}+r_{2}+1}\right) . \tag{2.6}
\end{equation*}
$$

Proof. The case $e_{1}=0 \mathrm{~s}$ trivial. Assume that $e_{1} \geqq 2$. Let $\lambda_{1}, \lambda_{2} \in k^{\times}$be elements of $k^{\times}$multiplicatively congruent to 1 modulo $f$ such that $\left(\lambda_{1} / \lambda_{2}\right)_{i}<0$, $\left(\lambda_{1} / \lambda_{2}\right)_{l}>0(\forall l \in \tilde{\Omega}=\Omega-\tilde{l})$, where $\tilde{l}$ is an fixed element in $\Omega$. We may consider that $\tilde{C}\left(\lambda_{1}\right) C \cup\left(\lambda_{2}\right) C \in H_{k}(f \tilde{\Omega})$. By (2.1), we have

$$
\zeta_{k}\left(s,\left(\lambda_{1}\right) C\right)+\zeta_{k}\left(s,\left(\lambda_{2}\right) C\right)=\zeta_{k}(s, \tilde{C})=O\left(s^{e_{1}^{\prime}+r_{2}+1}\right) .
$$

Sine $\tau_{\Omega}\left(\lambda_{1}\right)=-\tau_{\Omega}\left(\lambda_{2}\right)$, this can be rewritten as

$$
\tau_{\Omega}\left(\lambda_{1}\right) \zeta_{k}\left(s,\left(\lambda_{1}\right) C\right)=\tau_{\Omega}\left(\lambda_{2}\right) \zeta_{k}\left(s,\left(\lambda_{2}\right) C\right)+O\left(s^{e_{1}+r_{2}+1}\right) .
$$

Hence we obtain (2.6) from the above through the induction with respect to the number of $l \in \Omega$ such that $\lambda_{l}<0$.

Before ending this section, we show a functional equation between zeta functions of ideal classes analogous to (2.3), which will be used in the proof of Theorem 1.

Proposition 1. Let $\mathfrak{A}, \mathfrak{B}$ be ideals of $k$ which satisfy $\mathfrak{A B}=\left(\mathrm{f}_{k}\right)^{-1}$ and $1 \in$ $\mathfrak{A}$ (i.e., $\left.\mathfrak{B} \subset\left(f \partial_{k}\right)^{-1}\right)$. Then, we have

$$
\begin{align*}
& G_{k}(s, \mathfrak{f} \Omega) \sum_{\lambda \in \Omega \mathfrak{f}+1 / E_{k}(\{\Omega)} \frac{\tau_{\Omega}(\lambda)}{N_{k}\left((\lambda) \mathfrak{H}^{-1}\right)^{s}}  \tag{2.7}\\
& \quad=\frac{1}{i^{e_{1}} \sqrt{N_{k} \mathfrak{f}}} \cdot G_{k}(1-s, \mathfrak{f} \Omega) \sum_{\lambda \in \mathfrak{B}-0 / E_{k}(\{\Omega)} \frac{\tau_{\Omega}(\lambda) \boldsymbol{e}_{k}(\lambda)}{N_{k}\left((\lambda) \mathfrak{B}^{-1}\right)^{1-s}},
\end{align*}
$$

where both sides should be considered as the functions of $s$ after analytic continuation to the whole s-plane.

Proof. For $t \in \boldsymbol{R}^{\times r_{1}+r_{2}}$ and $\lambda \in k$, put $g(\lambda, t)=\prod_{l \in \Omega}\left(k_{l} t_{l}{ }^{\frac{1}{2}}\right) \prod_{p \in \Omega} e^{-\rho_{\rho} \pi\left\|\lambda_{\rho}\right\| t_{p}}$, where $\Omega^{a}$ denotes the set of all archimedean places of $k$ and $\rho_{p}=1$ or 2 according as $p$ is real or imaginary. Applying Poisson's summation formula to $g(\lambda, t)$, we have

$$
\begin{equation*}
\sum_{\lambda \in \mathfrak{Z Y}+1} g\left(\lambda, t^{-1}\right)=\frac{u^{\frac{1}{2}}}{i^{e_{1}} \sqrt{d_{k}} N_{k}(\mathfrak{A f f})} \sum_{\lambda \in \mathcal{B}} e_{k}(\lambda) g(\lambda, t), \tag{2.8}
\end{equation*}
$$

where $u=\Pi_{p \in \Omega a} t_{p}{ }^{\rho_{p}}$. Define the action of $E_{k}(f \Omega)$ on $\boldsymbol{R}_{+}^{\times r_{1}+r_{2}}$ by $(\varepsilon \cdot t)_{p}=$ $\left\|\varepsilon_{p}\right\| t_{p}\left(p \in \Omega_{a}\right)$ for $\varepsilon \in E_{k}(\mathfrak{f} \Omega)$ and $t \in \boldsymbol{R}_{+}^{\times r_{1}+r_{2}}$. Take a fundamental domain $D$ of $\boldsymbol{R}_{+}^{\times r_{1}+r_{2}}$ by $E_{k}(\mathrm{f} \Omega)$ such that $\xi D \subset D$ for $\xi \in \boldsymbol{R}_{+}^{\times}$. By Mellin transformation under the assumption that $\Re(s)>1$ on the left and $\Re(s)<0$ on the right in (2.7) respectively, we have

$$
\begin{align*}
& \text { l.h.s. }=\left(d_{k} N_{k} \mathrm{f}\right)^{\frac{s}{2}} N_{k} \mathfrak{Y}^{s} \cdot \int_{D} \sum_{\lambda \in \mathscr{Y}+1} g(\lambda, t) \cdot u^{\frac{s}{2}} d^{\times} t,  \tag{2.9}\\
& \text { r.h.s. }=\frac{\left(d_{k} N_{k} \mathrm{f}\right)^{\frac{s-1}{2}} N_{k} \mathfrak{U}^{s-1}}{i^{e_{1}} \sqrt{N_{k} \mathfrak{f}}} \cdot \int_{D_{\lambda \in \mathcal{Y}-0}} e_{k}(\lambda) g(\lambda, t) \cdot u^{\frac{1-s}{2}} d^{\times} t, \tag{2.10}
\end{align*}
$$

where $d^{\times} t=\Pi_{p \in \Omega \sigma} \frac{d t_{p}}{t_{p}}$. Divide $D$ into $D_{<1}$ and $D_{>1}$, where the former denotes the part satisfying the condition $u<1$ and the latter $u \geqq 1$, and apply (2.8) to the summation in the $\int_{D_{<}}$-part of (2.9) and (2.10), changing $t$ into $t^{-1}$ if necessary. Then, both right hand sides of (2.9) and (2.10) can be rewritten as

$$
\begin{aligned}
& \frac{\left(d_{k} N_{k} f\right)^{\frac{s-1}{2}} N_{k} \mathfrak{H}^{s-1}}{i^{e_{1}} \sqrt{N_{k} \uparrow}} \cdot \int_{D_{>1}} \sum_{\lambda \in \mathcal{B}-0} e_{k}(\lambda) g(\lambda, t) \cdot u^{\frac{1-s}{2}} d^{\times} t \\
& \quad+\left[\frac{\left(d_{k} N_{k} f\right)^{\frac{s-1}{2}} N_{k} \mathfrak{X}^{s-1}}{i^{e_{1}} \sqrt{N_{k} \mathfrak{f}}} \cdot \frac{2^{r_{1}} R_{k}}{s-1}\right] \\
& \quad+\left(d_{k} N_{k} f\right)^{\frac{s}{2}} N_{k} \mathfrak{U}^{s} \cdot \int_{D_{>1}} \sum_{\lambda \in \mathscr{Y} \mid+1} g(\lambda, t) \cdot u^{\frac{s}{2}} d^{\times} t,
\end{aligned}
$$

where the term with the symbol $\ddagger$ appears only when $\Omega=\phi$. It is a meromorphic function on the whole complex $s$-plane and hence this completes the proof.

## 3. Kronecker's limit formula

In the rest of the paper, let $F$ be a totally real algebraic number field of degree $n$ over $\boldsymbol{Q}$. In this section, we recall the generalized Kronecker's limit formula, which has been treated in Konno [Ko], Katayama [Ka] and Goldstein [G].

Let $\Omega_{0}{ }^{a}$ be the set of all (real) archimedean places of $F$, and we use the notation $g$ to express a general element of $\Omega_{0}{ }^{a}$. For a set $X$, we denote by $X^{a}$ the direct product of $n$-copies of $X$ indexed by $g \in \Omega_{0}{ }^{a}$. We set $\mathfrak{g}=\{z \in \boldsymbol{C} \mid \mathfrak{T}(z)$ $>0\}$. For $z \in(\boldsymbol{C}-\boldsymbol{R})^{a}, x, y$ denote the elements of $\boldsymbol{R}^{a}$ such that $x_{g}=(\Re(z))_{g}$, $y_{g}=(\mathfrak{T}(z))_{g}$. We denote $\Pi_{g} z_{g}, \Pi_{g}\left\|z_{g}\right\|$ and $\Pi_{g}\left|y_{g}\right|$ by $N z, N\|z\|$ and $N y$ respectively. Further, for $z \in(\boldsymbol{C}-\boldsymbol{R})^{a}$, we denote by $z^{+}$the elements of $\mathfrak{S}^{a}$ such that $\left(z^{+}\right)_{g}=z_{g}$ or $\overline{z_{g}}$ according as $y_{g}>0$ or $<0$ respectively.

Let $\mathfrak{a}$ and $\mathfrak{b}$ be integral ideals of $F$. Put $\mathfrak{a}_{1}=\mathfrak{a d _ { F }}{ }^{-1}, \mathfrak{b}_{1}=\mathfrak{b d}_{F}{ }^{-1}, \mathfrak{c}=\delta_{F} \mathfrak{a} \mathfrak{b}^{-1}, \mathfrak{c}_{0}$ $=\mathfrak{d}_{F} \mathfrak{a}_{1} \mathfrak{b}_{1}$ and $\mathfrak{c}_{1}=\mathfrak{b}_{F} \mathfrak{a}^{-1} \mathfrak{b}$. For $(a, b) \in F \times F$, put $\mathfrak{a}_{a}=(a) \mathfrak{a}$ and $\mathfrak{b}_{b}=(b) \mathfrak{b}$. Here assume that $\mathfrak{a}_{a}=\mathfrak{a}$ if $a=0$ and $\mathfrak{b}_{b}=\mathfrak{b}$ if $b=0$. Let $\mathfrak{m}, \mathfrak{n}$ be the denominator part of $\mathfrak{a}_{a}, \mathfrak{b}_{b}$, respectively. We use the nontations $\zeta_{F}\left(s, \mathfrak{a}_{a}\right), \kappa_{F}\left(\mathfrak{b}_{b}\right)$ to denote $\zeta_{F}(s$, $\left.C_{1}\right), \kappa_{F}\left(C_{2}\right)$ with $C_{1}, C_{2}$ such that $\mathfrak{a}_{a} \mathfrak{m} \in C_{1} \in H_{F}(\mathfrak{m}), \mathfrak{b}_{b} \mathfrak{n} \in C_{2} \in H_{F}(\mathfrak{n})$, respectively.

In this section, we drop the subscript $F$ of $E_{F}$ and denote it simply by $E$. For a subgroup $U$ of $E$ with finite index, we denote $|E: U|$ by $\operatorname{Ind}(U)$.

For $\mathfrak{a}, \mathfrak{b}$ and $(a, b)$, define a function $\mathfrak{b}^{a} \ni z \rightarrow f_{a \times b}(a, b ; z) \in \boldsymbol{C}$ by

$$
\begin{align*}
f_{\mathrm{n} \mathrm{\times b}}(a, b ; z)= & \frac{1}{\operatorname{Ind}(E(\mathrm{~m}))} \cdot \frac{\zeta_{F}\left(-1, \mathfrak{a}_{a}\right)}{N_{F}(\mathrm{mc})} \cdot(-2 \pi)^{n} N y  \tag{3.1}\\
& +\frac{1}{\operatorname{Ind}(U)} \cdot \sum_{\beta \in b_{1}-0 / U} \sum_{0 \neq a \in_{a^{-1}}+a} \frac{\boldsymbol{e}_{F}\left(\beta b+(\alpha \beta z)^{+}\right)}{N_{F}\left((\beta) \mathfrak{b}_{1}^{-1}\right)} \\
& +\left[\frac{1}{\operatorname{Ind}(E(\mathrm{n}))} \cdot \frac{2^{n} \kappa_{F}\left(\mathfrak{b}_{b}\right)}{\sqrt{d_{F}}}\right]^{\ddagger},
\end{align*}
$$

where $U$ is a subgroup of $E(\mathrm{~m}) \cap E(n)$ with finite index (the above definition
is well defined with respect to $U$ ), and the term with the symbol $\ddagger$ is considered only when $a \in \mathfrak{a}^{-1}$.

As will be shown in Proposition 2, the summations on the right hand side of (3.1) are uniformly absolutely convergent on any compact subset in $\mathfrak{y}^{a}$ with respect to $z$. Note that $f_{\mathrm{axb}}(a, b ; z)$ depends only on the class $(a, b) \bmod \mathfrak{a}^{-1}$ $\times \mathfrak{b}^{-1}$, and in fact, $f_{\mathrm{a} \times \mathrm{b}}(a, b ; z)$ is real valued (see §4).

Further, we define Eisenstein series associated with an integral ideal $f_{0}$ of $F, \mathfrak{a}$ and $\mathfrak{b}$, and $(a, b) \in \mathfrak{F}_{0}{ }^{-1} \mathfrak{a}^{-1} \times \mathfrak{f}_{0}{ }^{-1} \mathfrak{b}^{-1}$ as

$$
\begin{equation*}
\boldsymbol{E}(z, s)=\frac{1}{\operatorname{Ind}\left(E\left(\mathrm{f}_{0}\right)\right)} \cdot \frac{\left(N_{F} c_{0} N y\right)^{s}}{\pi^{n}} \sum_{(\alpha, \beta) \in \mathfrak{c}_{1} \times \mathrm{b}_{1}-(0,0) / E\left(\mathrm{f}_{0}\right)} \frac{\boldsymbol{e}_{F}(\alpha a-\beta b)}{N\|\alpha+\beta z\|^{s}} . \tag{3.2}
\end{equation*}
$$

Proposition 2. For each $z \in \mathfrak{S}^{a}, \boldsymbol{E}(z, s)$ is absolutely convergent for $\mathfrak{R}(s)$ $>1$, and can be meromorphically continued to the whole complex s-plane. The right hand side of (3.1) is absolutely convergent for $z \in \mathfrak{S}^{a}$, and $\boldsymbol{E}(z, 1+s)$ has, after the analytic continuation, the following expansion at $s=0$ :

$$
\begin{align*}
\boldsymbol{E}(z, 1+s)= & {\left[\frac{2^{n-2} R_{F}}{s}\right]^{\dagger}+\sqrt{d_{F}} \cdot f_{\mathrm{axb}}(a, b ; z) }  \tag{3.3}\\
& -\left[2^{n-2} R_{F} \cdot\left\{\log \left(N_{F \mathrm{c}_{1}} N y\right)-2 n\left(\log \pi+\gamma_{0}\right)\right\}\right]^{\dagger}+O(s),
\end{align*}
$$

where the terms with the symbol $\dagger$ appears only when $(a, b) \in \mathfrak{a}^{-1} \times \mathfrak{b}^{-1}$.
Before proving Proposition 2, we shall give some facts we need.
In the first place, we consider the integral $\int \frac{e(\xi t)}{\left(t^{2}+1\right)^{s}} d t$ for $s \in \boldsymbol{C}$ and $\xi \in$ $\boldsymbol{R}$, and the path $P\left(=P^{+}\right.$or $P^{-}$according as $\xi>0$ or $\xi<0$ respectively) associated with the integral. $P^{+}$is defined as follows. Let $\varepsilon$ be a positive real number. Firstly go straight on from $\infty i$ to $(1+\varepsilon) i$ along the imaginary axis, secondly turn around $i$ counterclockwise with the distance $\varepsilon$, and lastly go back to $\infty i$ along the imaginary axis. $\quad P^{-}$is defined as the symmetric path of $P^{+}$with respect to the real axis. We have the following lemma (see [Si1], [Ko]).

Lemma 2. For $\int_{-\infty}^{\infty} \frac{\boldsymbol{e}(\xi t)}{\left(t^{2}+1\right)^{s}} d t$ and $\int_{P} \frac{e(\xi t)}{\left(t^{2}+1\right)^{s}} d t$, which are integrable for $\Re(s)>\frac{1}{2}$ and an arbitrary $s \in C$ respectively, the followings hold.
(1) $\int_{-\infty}^{\infty} \frac{\boldsymbol{e}(\xi t)}{\left(t^{2}+1\right)} d t=\left\{\begin{array}{ll}\frac{\sqrt{\pi} \Gamma\left(s-\frac{1}{2}\right)}{\Gamma(s)} & (\xi=0) \\ \int_{P} \frac{\boldsymbol{e}(\xi t)}{\left(t^{2}+1\right)^{s}} d t & (\xi \neq 0)\end{array}\right\} \quad$ for $\Re(s)>\frac{1}{2}$.
(2) Assume that $\xi \neq 0$. For any compact subset $D \subset \boldsymbol{C}$, there exists a positive
real number $M$ such that

$$
\left|\int_{P} \frac{e(\xi t)}{\left(t^{2}+1\right)^{s}} d t\right|<\frac{M}{|\xi| e^{\pi|\xi|}} \quad(\forall s \in D)
$$

$$
\begin{equation*}
\frac{1}{\pi} \int_{-\infty}^{\infty} \frac{\boldsymbol{e}(\xi t)}{t^{2}+1} d t=\boldsymbol{e}(|\xi| i) \quad \text { for } \quad \xi \in \boldsymbol{R} \tag{3}
\end{equation*}
$$

Next, we describe the following lemma which we need to show convergence of some infinite sums and integrals.

Lemma 3.(1) For a lattice $L$ in $\boldsymbol{R}^{a}$ and a positive real number $A$, there exists a positive real number $M$ satisfying the inequality

$$
\sum_{\lambda \in \frac{1}{u} L+w} \prod_{g} \frac{1}{\lambda_{g}^{2}+1}<M \cdot \prod_{g} u_{g}
$$

for $u \in \boldsymbol{R}_{+}^{\times a}$ such that $u_{g}>A\left(g \in \Omega_{0}{ }^{a}\right)$ and $w \in \boldsymbol{R}^{a}$.
(2) For a F-lattice $L$ in $\boldsymbol{R}^{a}, w \in F$, real numbers $A_{1}>1$ and $A_{2}>1$, there exist positive real numbers $M_{0}, M_{1}, M_{2}\left(M_{2}>1\right)$ satisfying the inequality

$$
\sum_{0 \neq \lambda \in L+w} \prod_{g} \frac{1}{A_{2}^{u_{g}|\lambda|} \mid}<\frac{M_{0} \Pi_{g} u_{g}+M_{1}}{\prod_{g}\left(u_{g} M_{2}^{u_{g}}\right)}
$$

for $u \in \boldsymbol{R}_{+}^{\times a}$ such that $u_{g_{1}} / u_{g_{2}}<A_{1}\left(\forall g_{1}, \forall g_{2} \in \boldsymbol{X}_{0}{ }^{a}\right)$.
Proof. For $\sigma \in\{1,-1\}^{a}$, put $\boldsymbol{R}^{\sigma}=\left\{v \in \boldsymbol{R}^{a} \mid \operatorname{sgn}\left(v_{g}\right)=\sigma_{g}\left(g \in \Omega_{0}{ }^{a}\right)\right.$ or $u_{g}=0(g$ $\left.\left.\in \Omega_{0}{ }^{a}\right)\right\}, \quad V=\frac{1}{u} L+w($ resp. $L+w)$, and $V^{\sigma}=V \cap \boldsymbol{R}^{\sigma}$. For $L=\boldsymbol{Z} v_{1}+\cdots \boldsymbol{Z} v_{n}$, choose $v_{0}=N_{1} v_{1}+\cdots+N_{n} v_{n} \in \boldsymbol{R}^{\sigma}\left(N_{1}, \cdots, N_{n} \in \boldsymbol{Z}\right)$ and $N_{0} \in \boldsymbol{Z}\left(N_{0}>1\right)$ such that $v_{j}^{\prime}=v_{j}+N_{0} v_{0} \in \boldsymbol{R}^{\sigma}$ for $j=1, \cdots, n$. Then, $L^{\prime}=\boldsymbol{Z} v_{1}^{\prime}+\cdots \boldsymbol{Z} v_{n}^{\prime}$ is a sublattice of $L$, and $\left|L: L^{\prime}\right|$ depends only on $L$ and $\sigma$. Thus, to prove the lemma, it is sufficient to show the inequalities which are obtained by changing $\sum_{\lambda \in V}$ in (1) and (2) to $\sum_{i \in V \sigma}$ under the assumption that $L$ has generators $\left\{v_{1}, \cdots, v_{n}\right\}$ such that $v_{1}$, $\cdots, v_{n} \in \boldsymbol{R}^{\sigma}$ and $w \in \boldsymbol{R}^{\sigma}$. For example, consider the case where $\sigma_{g}=1$ for all $g$ $\in \Omega_{0}{ }^{a}$ (also the other cases can be treated similarly). For the above $\left\{v_{1}, \cdots\right.$, $\left.v_{n}\right\}$, we can take a positive real number $Q_{0}$ such that $D=\left\{\sum_{g} \lambda_{g} v_{g} \in \boldsymbol{R}^{a} \mid 0 \leqq \lambda_{g}<\right.$ $1\} \subset\left[0, Q_{0}\right]^{a}$, and denote by $\operatorname{Cov}(L)$ the volume of $D$. The inequality in (1) is derived from the following:

$$
\frac{\operatorname{Cov}(L)}{\prod_{g} u_{g}} \cdot \sum_{\lambda \in V_{\sigma}} \Pi_{g} \frac{1}{\lambda_{g}{ }^{2}+1}<\prod_{g} \int_{-\frac{1}{u_{g}} Q_{0}}^{\infty} h\left(x_{g}\right) d x_{g}
$$

where $h(x)=\left(x^{2}+1\right)^{-1}$ or 1 according as $x \geqq 0$ or $<0$. As for (2), put $V_{0}{ }^{\sigma}=V^{\sigma}$ $\cap\left[0,2 n Q_{0} A_{1}\right)^{a}, V_{g}{ }^{\sigma}=\left\{\lambda \in V^{\sigma} \mid \lambda_{g} \geqq 2 n Q_{0} A_{1}\right\}$ for $g \in \Omega_{0}{ }^{a}$, and $V_{1}{ }^{\sigma}=V^{\sigma}-V_{0}{ }^{\sigma}(=$ $\left.\cup_{g \in \Omega_{0}{ }^{a}} V_{g}{ }^{\sigma}\right)$. Then, we have $\sum_{\lambda \in V_{\sigma}}<\sum_{\lambda \in V_{0} \sigma}+\sum_{g \in \Omega_{0}{ }^{a}} \sum_{\lambda \in V_{g} \sigma}$. Choose a positive
real numbr $Q_{1}$ such that $\left[-Q_{1}, Q_{1}\right]^{a} \subset\left\{\sum_{g} \lambda_{g} v_{g} \in \boldsymbol{R}^{a}| | \lambda_{g} \mid<1\right\}$, and put $Q_{2}=$ Min $\left\{\lambda_{g} \mid \lambda \in V_{0}{ }^{\sigma}, g \in \Omega_{0}{ }^{a}\right\}$. Since $\#\left(V_{0}{ }^{\sigma}\right)<(2 N+1)^{n}$, where $N$ is a positive integer greater than $\frac{2 n Q_{0} A_{1}}{Q_{1}}$, we have

$$
\sum_{\lambda \in V_{0} \sigma} \prod_{g} \frac{1}{A_{2}^{u_{g} \lambda_{g}}<}<(2 N+1)^{n} \cdot \frac{1}{\prod_{g} A_{2}^{Q_{2} u_{g}}} .
$$

On the other hand, by the assumption, for $\lambda \in V_{g}{ }^{\sigma}$, we have

$$
\sum_{g} u_{g}\left|\lambda_{g}\right|>\frac{u_{\tilde{g}}}{A_{1}} \sum_{g} \lambda_{g}=\frac{u_{\tilde{g}}}{A_{1}}\left(\left(\lambda_{\tilde{g}}-2(n-1) Q_{0} A_{1}\right)+\sum_{g \neq \tilde{g}}\left(\lambda_{g}+2 Q_{0} A_{1}\right)\right) .
$$

Since $\lambda_{\bar{g}}-2(n-1) Q_{0} A_{1}>2 Q_{0}$ and $\lambda_{g}+2 Q_{0} A_{1}>2 Q_{0}$ for $g \neq \tilde{g}$, we obtain

$$
\begin{aligned}
& \operatorname{Cov}(L) \cdot \sum_{\lambda \in V_{g} \sigma_{g}} \Pi \frac{1}{A_{2}^{u_{g}|\lambda|} \mid}<\int_{\left.\mid Q_{0}, \infty\right) a} A_{2}^{-\frac{u_{g}}{A_{1}} \Sigma_{g} x_{g}} d x \\
& \quad=\frac{1}{\left(\log A_{2}\right)^{n}} \cdot \frac{1}{\prod_{g}\left(u_{g} A_{2} \frac{Q_{0} u_{\theta}}{A_{1}}\right)} .
\end{aligned}
$$

By the above estimation, the inequality in (2) is obtained.
Remark. We can take a fundamental domain $D$ of $\boldsymbol{R}_{+}^{\times a}$ by the action of $U$ (a subgroup of $E^{+}$with finite index) such that $D \subset\left\{u \in \boldsymbol{R}_{+}^{\times a} \mid u_{g_{1}} / u_{g_{2}}<\right.$ $A_{1}\left(\forall g_{1}, \forall g_{2} \in \Omega_{0}{ }^{a}\right\}$ with a suitable constant $A_{1}$ depending only on $U$. This can be seen, for example, by [Sh1]. Further, for such and an ideal $\mathfrak{A}$ of $F$, $\mathfrak{A} \cap D \subset\left[A_{2}, \infty\right)^{a}$ with a suitable constant $A_{2}$ depending only on $U$ and $\mathfrak{A}$.

The following expansions of $\Gamma(s)$ will be used in the proof, i.e.,

$$
\begin{align*}
& \Gamma(1+\xi s)^{m}=1-\xi m \gamma_{0} \cdot s+O\left(s^{2}\right)  \tag{3.4}\\
& \left(\frac{1}{\sqrt{\pi}} \Gamma\left(\frac{1}{2}+\xi s\right)\right)^{m}=1-\xi m\left(\gamma_{0}+2 \log 2\right) \cdot s+O\left(s^{2}\right) \tag{3.5}
\end{align*}
$$

Proof of Proposition 2. Let the meanings of $\dagger$, $\ddagger$ be as in (3.3), (3.1), respectively. Assume that $\Re(s)>1$. We begin with the following equation:

$$
\begin{align*}
\sum_{(\alpha, \beta) \in a_{1} \times b_{1}-(0,0) / E\left(f_{0}\right)} \frac{\boldsymbol{e}_{F}(\alpha a-\beta b)}{N\|\alpha+\beta z\|^{s}}= & \frac{1}{N_{F} a_{1}{ }^{2 s}} \sum_{\alpha \in \in_{\mathfrak{n}_{1}-0 / E\left(f_{0}\right)}} \frac{\boldsymbol{e}_{F}(\alpha a)}{\left.N_{F}\left((\alpha) a_{1}\right)^{-1}\right)^{2 s}}  \tag{3.6}\\
& +\frac{1}{N y^{2 s}} \sum_{\beta \in b_{1}-0 / E\left(f_{0}\right)} \frac{\boldsymbol{e}_{F}(-\beta b-\beta a x)}{N_{F}(\beta)^{2 s}} \\
& \times \sum_{\alpha_{1} \in \frac{1}{\beta y} a_{1} a_{1}} \frac{\boldsymbol{e}_{F}\left(\left(\alpha_{1}+\frac{x}{y}\right) \beta a y\right)}{N\left(\left(\alpha_{1}+\frac{x}{y}\right)^{2}+1\right)^{s}},
\end{align*}
$$

where $\alpha+\beta z=\beta y\left(\alpha_{1}+\frac{x}{y}+i\right)$ and $\alpha_{1}=\frac{\alpha}{\beta y}$. By (1) of Lemma 3 with its remark, we see that the sums on the right hand side of (3.6) are uniformly absolutely convergent on any compact subset in the right half plane $\{s \in$ $\boldsymbol{C} \mid \Re(s)>1\}$. Applying Poisson's summation formla to the inner sum of the second term on the right hand side of (3.6), we have

$$
\begin{aligned}
& \sum_{\alpha_{1} \in \frac{1}{\beta y^{a_{1}}}} \frac{\boldsymbol{e}_{F}\left(\left(\alpha_{1}+\frac{x}{y}\right) \beta a y\right)}{N\left(\left(\alpha_{1}+\frac{x}{y}\right)^{2}+1\right)^{s}} \\
& =\frac{N y \cdot N_{F}(\beta)}{\sqrt{d_{F}} N_{F} \mathfrak{a}_{1}} \sum_{\alpha_{2} \in \beta y_{y_{1}}-1} \boldsymbol{e}_{F}\left(-\alpha_{2} \frac{x}{y}\right) \int_{R^{a}} \frac{\boldsymbol{e}_{F}\left(\beta a y t+\alpha_{2} t\right)}{N\left(t^{2}+1\right)^{s}} d t .
\end{aligned}
$$

The sum $\sum_{\alpha_{2}}$ is rewritten by setting $\alpha=\frac{1}{\beta y} \alpha_{2}+a$ as

$$
=\frac{N y \cdot N_{F}(\beta)}{\sqrt{d_{F}} N_{F} \mathfrak{a}_{1}} \boldsymbol{e}_{F}(\beta a x)_{\alpha \epsilon_{\mathrm{a}}-1+a} \boldsymbol{e}_{F}(-\alpha \beta x) \prod_{g} \int_{-\infty}^{\infty} \frac{\boldsymbol{e}\left(\alpha_{g} \beta_{g} y_{g} t_{g}\right)}{\left(t_{g}{ }^{2}+1\right)^{s}} d t_{g} .
$$

By means of (1) of Lemma 2, the integrals $\int_{-\infty}^{\infty}$ may be rewritten as $\int_{P}$ if $\alpha \neq$ 0 , and as $\left(\sqrt{\pi} \Gamma(s-1 / 2) \Gamma(s)^{-1}\right)^{n}$ if $\alpha=0$, the latter of which appears only when $a \in \mathfrak{a}^{-1}$. Here the criterions of Poisson's summation formula are satisfied by (2) of Lemma 2 and (2) of Lemma 3, and so the above transformation is ensured. Then, (3.6) is rewritten as

$$
\begin{equation*}
\frac{1}{\operatorname{Ind}\left(E\left(f_{0}\right)\right)} \sum_{(\alpha, \beta)} \frac{\boldsymbol{e}_{F}(\alpha a-\beta b)}{N\|\alpha+\beta z\|^{s}}=(\mathrm{i})+(\mathrm{ii})+(\mathrm{iii})^{\ddagger}, \tag{3.7}
\end{equation*}
$$

where

$$
\begin{aligned}
& \text { (i) }=\frac{1}{N_{F} \mathfrak{a}^{2 s}} \frac{1}{\operatorname{Ind}(E(\mathrm{~m}))} \sum_{\alpha \in \mathfrak{a}_{1}-0 / E(\mathrm{~m})} \frac{\boldsymbol{e}_{F}(\alpha a)}{N_{F}\left((\alpha) \mathfrak{a}_{1}{ }^{-1}\right)^{2 s}}, \\
& \text { (ii) }=\frac{1}{\sqrt{d_{F}} N_{F} \mathfrak{a}_{1} N_{F} \mathfrak{b}_{1}^{2 s-1} N y^{2 s-1}} \frac{1}{\operatorname{Ind}\left(E\left(\mathrm{f}_{0}\right)\right)} \\
& \times \sum_{\beta \in b_{1}-0 / E\left(f_{0}\right)} \frac{\boldsymbol{e}_{F}(-\beta b)}{N_{F}\left((\beta) \mathfrak{b}_{1}{ }^{-1}\right)^{2 s-1}} \sum_{0 \neq a \in a^{-1}+a} \boldsymbol{e}_{F}(-\alpha \beta x) \prod_{g} \int_{P} \frac{\boldsymbol{e}\left(\alpha_{g} \beta_{g} y_{g} t_{g}\right)}{\left(t_{g}{ }^{2}+1\right)^{s}} d t_{g}, \\
& (\text { iii })=\frac{1}{\sqrt{d_{F}} N_{F} \mathfrak{a}_{1} N_{F} b_{1}{ }^{2 s-1} N y^{2 s-1}}\left(\frac{\sqrt{\pi} \Gamma\left(s-\frac{1}{2}\right)}{\Gamma(s)}\right)^{n} \\
& \times \frac{1}{\operatorname{Ind}(E(\mathrm{n}))} \sum_{\beta \in \mathrm{b}_{1}-0 / E(n)} \frac{\boldsymbol{e}_{F}(\beta b)}{N_{F}\left((\beta) \mathfrak{b}_{1}^{-1}\right)^{2 s-1}} .
\end{aligned}
$$

By Proposition 1, we obtain the following two equations under the assumptions that $\Re(s)>\frac{1}{2}$ and $\Re(s)>1$ :

$$
\begin{aligned}
& \sum_{\alpha \in \mathfrak{a}_{1}-0 / E(\mathrm{~m})} \frac{\boldsymbol{e}_{F}(\alpha a)}{N_{F}\left((\alpha) \mathfrak{a}_{1}{ }^{-1}\right)^{2 s}} \\
& =\left(d^{\frac{1}{2}-2 s} N_{F} \mathfrak{m}^{1-2 s}\right) \cdot\left(2 \sin \pi s \cdot(2 \pi)^{-(1-2 s)} \cdot \Gamma(1-2 s)\right)^{n} \cdot \zeta_{F}\left(1-2 s, \mathfrak{a}_{a}\right), \\
& \sum_{\beta \in b_{1}-0 / E(1)} \frac{\boldsymbol{e}_{F}(\beta b)}{N_{F}\left((\beta) \hat{b}_{1}^{-1}\right)^{2 s-1}} \\
& =\left(d_{F}{ }^{\frac{3}{2}-2 s} N_{F} \mathfrak{n}^{2-2 s}\right) \cdot\left(-2 \cos \pi s \cdot(2 \pi)^{-(2-2 s)} \cdot \Gamma(2-2 s)\right)^{n} \cdot \zeta_{F}\left(2-2 s, \mathfrak{E}_{b}\right) \text {. }
\end{aligned}
$$

We can modify (i) and (iii) by them. Then, after changing $s$ into $1+s$, (3.7) may be rewritten as

$$
\begin{equation*}
\boldsymbol{E}(z, 1+s)=(\mathrm{i})^{\prime}+(\mathrm{ii})^{\prime}+(\mathrm{iii})^{\prime \pm}, \tag{3.8}
\end{equation*}
$$

where

$$
\begin{aligned}
(\mathrm{i})^{\prime}= & \frac{\sqrt{d_{F}}}{\operatorname{Ind}(E(\mathrm{~m})} \frac{(-2 \pi)^{n}}{N_{F}(\mathrm{mc})} \zeta_{F}\left(1-2 s, \mathrm{a}_{a}\right) \\
& \times\left(\frac{N y}{N_{F}\left(\mathrm{~m}^{2} \mathrm{c}\right)}\right)^{s}\left((2 \pi)^{2 s} \frac{\sin \pi s}{\pi s} \frac{\Gamma(1-2 s)}{(2 s+1)}\right)^{n}, \\
(\mathrm{ii})^{\prime}= & \frac{\sqrt{d_{F}}}{\operatorname{Ind}\left(E\left(\mathrm{f}_{0}\right)\right)} \sum_{\beta \in \mathfrak{b}_{1}-0 / E\left(f_{0}\right)} \sum_{0 \neq \in_{\in 0^{-1}}+a} \frac{\boldsymbol{e}_{F}(-\beta b-\alpha \beta x)}{N_{F}\left((\beta) \mathfrak{b}_{1}{ }^{-1}\right)^{2 s+1}} \\
& \times \prod_{g} \frac{1}{\pi} \int_{P} \frac{\boldsymbol{e}\left(\alpha_{g} \beta_{g} y_{g} t_{g}\right)}{\left(t_{g}^{2}+1\right)^{s+1}} d t_{g} \cdot\left(\frac{N_{F \mathfrak{c}}}{N y}\right)^{s}, \\
(\mathrm{iii})^{\prime}= & \frac{1}{\operatorname{Ind}(E(\mathfrak{n}))} \frac{\zeta_{F}\left(-2 s, \mathfrak{b}_{b}\right)}{(-s)^{n}}\left(N_{F}\left(\mathfrak{n}^{2} \mathrm{c}_{1}\right) N y(2 \pi)^{-2 n}\right)^{-s} \\
& \times\left(\cos \pi s \frac{\Gamma\left(\frac{1}{2}+s\right)}{\sqrt{\pi}} \frac{\Gamma(1-2 s)}{\Gamma(1+s)}\right)^{n} .
\end{aligned}
$$

By means of (2) of Lemma 2 ad (2) of Lemma 3 with its remark, (i)', (ii)' and (iii)' can be meromorphically continued to the whole s-plane, and (ii)' becomes an entire function. Moreover, for each $s \in \boldsymbol{C}$, it can be seen similarly that the right hand side of (3.8) is uniformly absolutely convergent on any compact subset in $\mathfrak{S}^{a}$ with respect to $z$.

The terms (i)' and (ii)' are holomorphic at $s=0$, and the values of the integrals in (ii)' at $s=0$ are obtained from (3) of Lemma 2. They give (3.3) in the case where $a \notin \mathfrak{a}^{-1}$. Assume that $a \in \mathfrak{a}^{-1}$. To obtain the terms with $\dagger$ on
the right hand side of (3.3) and the term with $\ddagger$ in (3.1), we need to calculate the Taylor expansion of (iii)' at $s=0$.

By using (2.1), and using (3.4), (3.5), we have

$$
\begin{aligned}
& \frac{\zeta_{F}\left(-2 s, \mathfrak{b}_{b}\right)}{(-s)^{n}}=\left[\frac{2^{n-2} R_{F}}{s}\right]^{\dagger}+2^{n} \kappa_{F}\left(\mathfrak{b}_{b}\right)+O(s) \\
& \left(\cos \pi s \frac{\Gamma\left(\frac{1}{2}+s\right)}{\sqrt{\pi}} \frac{\Gamma(1-2 s)}{\Gamma(1+s)}\right)^{n}=1+2 n\left(\gamma_{0}-\log 2\right) \cdot s+O\left(s^{2}\right)
\end{aligned}
$$

respectively. From the above two expansions with

$$
\begin{aligned}
& \left(N_{F}\left(\mathfrak{n}^{2} \mathfrak{c}_{1}\right) N y(2 \pi)^{-2 n}\right)^{-s} \\
& \quad=1-\left\{\log \left(N_{F}\left(\mathfrak{n}^{2} \mathfrak{c}_{1}\right) N y\right)-2 n \log 2 \pi\right\} \cdot s+O\left(s^{2}\right)
\end{aligned}
$$

and with the remark that $\mathfrak{n}=I_{F}$ and $E(\mathfrak{n})=E$ if $(a, b) \in \mathfrak{a}^{-1} \times \mathfrak{b}^{-1}$, we obtain the following expansion of (iii)':

$$
\begin{aligned}
(\text { iii })^{\prime}= & {\left[\frac{2^{n-2} R_{F}}{s}\right]^{\dagger}+2^{n} \kappa_{F}\left(\mathfrak{b}_{b}\right) } \\
& -\left[2^{n-2} R_{F}\left\{\log \left(N_{F} \mathfrak{c}_{1} N y\right)-2 n\left(\log \pi+\gamma_{0}\right)\right\}\right]^{\dagger}+O(s),
\end{aligned}
$$

which gives the remaining parts of the right hand side of (3.3). Hence we obtain our proposition.

## §4. Function $\boldsymbol{f}_{\mathrm{n} \times \mathrm{b}}^{\sigma}(\boldsymbol{a}, \boldsymbol{b} ; \boldsymbol{z})$ and its properties

In this section, we describe several properties and Fourier expansion of $f_{\mathrm{nxb}}(a, b ; z)$ and some functions associated with $f_{\mathrm{axb}}(a, b ; z)$.

Besides the notations in the previous sections, we define more several notations associated with $(\boldsymbol{C}-\boldsymbol{R})^{a}$. Let $\mathbb{S}=\{1,-1\}$ be the multiplicative group of order 2. We denote by + the unit element of $\mathbb{S}^{a}$, by $-\sigma$ the inverse element of $\sigma \in \mathbb{S}^{a}$, and put $\operatorname{sgn}(\sigma)=\prod_{g} \sigma_{g}\left(\sigma \in \mathbb{S}^{a}\right)$. For $z \in(\boldsymbol{C}-\boldsymbol{R})^{a}$, let $\varpi(z)$ be the element of $\mathbb{S}^{a}$ such that $(\widetilde{\omega}(z))_{g}=\operatorname{sgn}\left(\mathfrak{T}\left(z_{g}\right)\right)$. For $\sigma \in \mathbb{S}^{a}$, put $\mathfrak{g}^{\sigma}=\{z \in$ $\left.(\boldsymbol{C}-\boldsymbol{R})^{a} \mid \widetilde{\varpi}(z)=\sigma\right\}$ (in particular, $\mathfrak{g}^{+}=\mathfrak{g}^{a}$ ), and, for $\in(\boldsymbol{C}-\boldsymbol{R})^{a}$, define $z^{\sigma} \in \mathfrak{g}^{\sigma}$ by $\left(z^{\sigma}\right)_{g}=z_{g}$ or $\overline{z_{g}}$ according as $(\widetilde{\omega}(z))_{g}=\sigma_{g}$ or $-\sigma_{g}$. This definition is consistent with $z^{+}$in § 3 .

For each $\sigma \in \mathbb{S}^{a}$, define a holomorphic function $\mathfrak{S}^{\sigma} \ni z \mapsto f_{a \times 6}^{\sigma}(a, b ; z) \in \boldsymbol{C}$ associated with $f_{\mathrm{axb}}(a, b ; z)$ by

$$
\begin{align*}
f_{a \times b}^{\sigma}(a, b ; z)= & \frac{1}{\operatorname{Ind}(E(m))} \frac{\zeta_{F}\left(-1, \mathfrak{a}_{a}\right)}{N_{F}(\mathrm{mc})} \operatorname{sgn}(\sigma)(\pi i)^{n} N z  \tag{4.1}\\
& +\frac{1}{\operatorname{Ind}(U)} \sum_{\beta \in b_{1}-0 / U} \sum_{\alpha \in a^{-1}+a, \widetilde{\infty}(\alpha \beta)=\sigma} \frac{\boldsymbol{e}_{F}(\beta b+\alpha \beta z)}{N_{F}\left((\beta) \mathfrak{b}_{1}^{-1}\right)}
\end{align*}
$$

$$
+\left[\frac{1}{\operatorname{Ind}(E(\mathfrak{n}))} \cdot \frac{\kappa_{F}\left(\mathfrak{b}_{b}\right)}{\sqrt{d_{F}}}\right]^{\ddagger}
$$

where the notations are as in (3.1). Then, (3.1) is written as

$$
\begin{equation*}
f_{a \times b}(a, b ; z)=\sum_{\sigma \in \mathbb{S}^{a}} f_{\mathrm{a} \times \mathrm{b}}^{\sigma}\left(a, b ; z^{\sigma}\right) \tag{4.2}
\end{equation*}
$$

Since $f_{a \times b}(a, b ; z)$ is absolutely convergent on $\mathfrak{g}^{a}$ by Proposition 2, $f_{\mathrm{a} \times \mathrm{b}}^{\sigma}(a, b ; z)$ is also absolutely convergent on $\mathfrak{g}^{\sigma}$. The function $f_{a \times b}^{\sigma}(a, b ; z)$ depends only on the class $(a, b) \bmod \mathfrak{a}^{-1} \times \mathfrak{b}^{-1}$ as $f_{\mathfrak{a} \times b}(a, b ; z)$ does so. Further, for $z \in \mathfrak{g}^{a}$, put

$$
\begin{equation*}
f_{a \times b}^{\Omega_{0}}(a, b ; z)=\sum_{\sigma \in \Xi^{a}, \sigma_{e}=1\left(e \in \Omega_{0}\right)} f_{a \times 6}^{\sigma}\left(a, b ; z^{\sigma}\right), \tag{4.3}
\end{equation*}
$$

which is holomorphic with respect to $z_{e}\left(e \in \Omega_{0}\right)$. If $(a, b) \in \mathfrak{a}^{-1} \times \mathfrak{b}^{-1}$, we denote $f_{\mathrm{a} \times \mathrm{b}}^{\sigma}(a, b ; z), f_{\mathrm{n} \times \mathrm{b}}(a, b ; z)$ and $f_{\mathrm{a} \times \mathrm{b}}^{\Omega_{\mathrm{b}}}(a, b ; z)$ simply by $f_{\mathrm{a} \times \mathrm{b}}^{\sigma}(z), f_{\mathrm{a} \times \mathrm{b}}(z)$ and $f_{\mathrm{a} \times \mathrm{b}}^{a_{0}}(z)$ respectively. In this case, (4.1) and (3.1) is rewritten as

$$
\begin{align*}
f_{\mathrm{a} \times \mathrm{b}}^{\sigma}(z)= & \operatorname{sgn}(\sigma) \frac{\zeta_{F}(-1, \mathfrak{a})}{N_{F} \mathrm{c}}(\pi i)^{n} N z  \tag{4.4}\\
& +\sum_{\lambda \in \mathrm{c}^{-1}, \mathfrak{o}(\lambda)=\sigma} o^{-1}\left((\lambda) \mathrm{c}, \mathfrak{b}_{1}^{-1}\right) \boldsymbol{e}_{F}(\lambda z)+\frac{\kappa_{F}(\mathfrak{b})}{\sqrt{d_{F}}} \\
f_{\mathrm{a} \times b}(z)= & \frac{\zeta_{F}(-1, \mathfrak{a})}{N_{F} \mathrm{c}}(-2 \pi)^{n} N y  \tag{4.5}\\
& +\sum_{0 \neq \lambda \in \mathrm{c}^{-1}} o^{-1}\left((\lambda) \mathrm{c}, \mathfrak{b}_{1}^{-1}\right) \boldsymbol{e}_{F}\left((\lambda z)^{+}\right)+\frac{2^{n} \kappa_{F}(\mathfrak{b})}{\sqrt{d_{F}}}
\end{align*}
$$

where $\boldsymbol{o}^{m}(\mathfrak{A}, \mathfrak{B})=\sum_{\llbracket \mid \mathscr{Y}, \mathfrak{C} \sim \mathfrak{B}} N_{\mathcal{F}}(\mathfrak{C})^{m}$, and $\mathfrak{C} \sim \mathfrak{B}$ means $\mathfrak{C}$ and $\mathfrak{B}$ belong to the same class in $H_{F}\left(I_{F}\right)$. In the case where $n=1$, i.e., $F=\boldsymbol{Q}$, for $(a, b) \in \boldsymbol{Q} \times \boldsymbol{Q}$, we have

$$
f_{\boldsymbol{Z} \times \boldsymbol{Z}}^{+}(a, b ; z)=\left\{\begin{array}{ll}
-\log (\sqrt{2 \pi} \eta(z)) & (\text { if }(a, b) \in \boldsymbol{Z} \times \boldsymbol{Z})  \tag{4.6}\\
-\frac{1}{2} \log \phi(a, b ; z) & (\text { if } 0<a<1)
\end{array} .\right.
$$

Here $\eta(z)$ and $\phi(a, b ; z)$ are the Dedekind $\eta$-function and the Siegel function defined by

$$
\left\{\begin{align*}
\eta(z) & =q_{z}{ }^{\frac{1}{24}} \cdot \prod_{n \in N}\left(1-q_{z}{ }^{n}\right)  \tag{4.7}\\
\phi(a, b ; z) & \left.=q_{z^{\frac{1}{2} B_{2}(a)}\left(1-q_{x}\right)}\right) \prod_{n \in N}\left(1-q_{z}{ }^{n} q_{x}\right)\left(1-q_{z}{ }^{n} q_{x}{ }^{-1}\right)
\end{align*}\right.
$$

where $q_{z}=\boldsymbol{e}(z), q_{x}=\boldsymbol{e}(x), x=a z+b$ and $B_{2}(a)=a^{2}-a+\frac{1}{6}$. The latter is well known as a modular unit (see [K-L]). Our function $f_{n \times 5}^{\sigma}(a, b ; z)$ is viewed as a generalization of their logarithm.

By the definition, the following can easily be seen:

$$
\begin{align*}
& f_{a \times b}^{(-\sigma)}\left(a, b ; z^{(-\sigma)}\right)=\overline{f_{a \times b}^{\sigma}\left(a, b ; z^{\sigma}\right)} \text { for } z \in(\boldsymbol{C}-\boldsymbol{R})^{a},  \tag{4.8}\\
& f_{(\alpha) a \times(\beta) b}^{\sigma}(a, b ; z)=f_{a \times b}^{\sigma}(\beta \alpha-1) \sigma  \tag{4.9}\\
& \left(\alpha a, \beta b ; \beta \alpha^{-1} z\right) \text { for } z \in \mathfrak{S}^{\sigma},
\end{align*}
$$

where $\alpha, \beta \in F^{\times}$. We have also the following distribution relation, i.e.,
where $\mathfrak{a} \subset \mathfrak{a}, \tilde{b} \subset \mathfrak{b},(a, b)$ runs over $\tilde{\mathfrak{a}}^{-1} \times \tilde{b}^{-1} / \mathfrak{a}^{-1} \times \mathfrak{b}^{-1}$, and the term with the symbol $\dagger$ appears only when $\left(a_{0}, b_{0}\right) \in \tilde{\mathfrak{a}}^{-1} \times \tilde{\mathfrak{b}}^{-1}$. The equation (4.10) is rewritten by (4.9) as

$$
\begin{equation*}
\sum_{(a, b)} f_{\square \times b}^{\sigma}\left(a_{0}+a, b_{0}+b ; z\right)=f_{a \times b}^{\sigma}\left(\alpha a_{0}, \beta b_{0} ; \beta \alpha^{-1} z\right)-\left[\frac{R_{F}}{2 \sqrt{d_{F}}} \log N_{F}(\beta)\right]^{\dagger} \tag{4.11}
\end{equation*}
$$

where $\alpha, \beta \in I_{F}, \beta \alpha^{-1} \gg 0$ and $(a, b)$ runs over $(\alpha)^{-1} \mathfrak{a}^{-1} \times(\beta)^{-1} \mathfrak{b}^{-1} / \mathfrak{a}^{-1} \times \mathfrak{b}^{-1}$, and the term with the symbol $\dagger$ appears only when $\left(a_{0}, b_{0}\right) \in(\alpha)^{-1} \mathfrak{a}^{-1} \times(\beta)^{-1} \mathfrak{b}^{-1}$. (4.10) and (4.11) are viewed as a generalization of a distribution relation of Siegel functions in [K-L].

To describe automorphy of $f_{\text {axb }}(a, b ; z)$, we introduce some more notations. Put $\boldsymbol{G}=G L_{2}(\boldsymbol{R})$. For $A=\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right) \in \boldsymbol{G}$ and $z \in \mathfrak{F}$ (resp. $\boldsymbol{C} \cup\{\infty\}$ ), we define $A z \in \mathfrak{F}$ (resp. $\boldsymbol{C} \cup\{\infty\}$ ) by

$$
A z= \begin{cases}(\alpha z+\beta)(\gamma z+\delta)^{-1} & (\text { if } \operatorname{det} A>0)  \tag{4.12}\\ (\alpha \bar{z}+\beta)(\gamma \bar{z}+\delta)^{-1} & (\text { if } \operatorname{det} A<0) .\end{cases}
$$

We define the action of $\boldsymbol{G}$ on $\mathfrak{S}$ (resp. $\boldsymbol{C} \cup\{\infty\}$ ) by $A z \in \mathfrak{G}$ (resp. $\boldsymbol{C} \cup\{\infty\}$ ) for $A \in \boldsymbol{G}$ and $z \in \mathfrak{F}$ (resp. $\boldsymbol{C} \cup\{\infty\}$ ), and the action of $\boldsymbol{G}^{\boldsymbol{a}}$ on $\mathfrak{S}^{a}$ (resp. $\left.(\boldsymbol{C} \cup\{\infty\})^{a}\right)$ componentwisely. For two ideals $\mathfrak{a}, \mathfrak{b}$ and an integral ideal $\mathfrak{f}_{0}$ of $F$, we define

$$
\begin{align*}
& \Gamma_{\mathrm{a} \times \mathrm{b}}=\left\{\left.\left(\begin{array}{cc}
\alpha & \beta \\
\gamma & \delta
\end{array}\right) \in G L_{2}(F) \right\rvert\, \alpha, \delta \in I_{F}, \beta \in \mathfrak{a b}{ }^{-1}, \gamma \in \mathfrak{a}^{-1} \mathfrak{b}, \alpha \delta-\beta \gamma \in E_{F}\right\},  \tag{4.13}\\
& \Gamma_{\mathrm{n} \times 0}\left(\mathrm{f}_{0}\right)=\left\{\left.\left(\begin{array}{ll}
\alpha & \beta \\
\gamma & \delta
\end{array}\right) \in \Gamma_{\mathrm{axb}} \right\rvert\, \alpha, \delta \in \mathfrak{f}_{0}+1, \beta \in \mathfrak{a b}^{-1} \mathrm{f}_{0}, \gamma \in \mathfrak{a}^{-1} \mathfrak{b} \mathfrak{f}_{0}\right\} .
\end{align*}
$$

Now automorphy of $f_{\mathrm{a} \times \mathrm{b}}(a, b ; z)$, which is derived from that of $\boldsymbol{E}(z, s)$, is described as

$$
\begin{align*}
& f_{\mathrm{a} \times \mathrm{b}}((a, b) ; A z)=f_{\mathrm{a} \times \mathrm{b}}((a, b) A ; z)  \tag{4.15}\\
& \quad \text { for } \quad(a, b) \notin \mathfrak{a}^{-1} \times \mathfrak{b}^{-1}, \quad A \in \Gamma_{\mathrm{a} \times \mathrm{b}}, \\
& f_{\mathrm{a} \times \mathrm{b}}((a, b) ; A z)=f_{\mathrm{a} \times \mathrm{b}}((a, b) ; z)  \tag{4.16}\\
& \quad \text { for } \quad(a, b) \in \mathfrak{f}_{0}{ }^{-1} \mathfrak{a}^{-1} \times \mathfrak{f}_{0}{ }^{-1} \mathfrak{b}^{-1}, \quad(a, b) \notin \mathfrak{a}^{-1} \times \mathfrak{b}^{-1}, \quad A \in \Gamma_{\mathrm{a} \times b}\left(f_{0}\right), \\
& f_{\mathrm{a} \times \mathrm{b}}(A z)=f_{\mathrm{a} \times \mathrm{b}}(z)-\frac{2^{n-2} R_{F}}{\sqrt{d_{F}}} \log N\|j(A, z)\|  \tag{4.17}\\
& \quad \text { for } \quad A \in \Gamma_{\mathrm{a} \times \mathrm{b}},
\end{align*}
$$

where $j(A, z)=\gamma z+\delta$ for $A=\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right)$.
Remark. A transformation law with respect to $f_{\mathrm{a} \times 6}^{\sigma}(a, b ; z)$ has been calculated in [G-T] (though in a much more complicated form).

Note that the function $\boldsymbol{\Psi}_{a \times \mathrm{b}}^{\sigma}(a, b ; z)$ on $\mathfrak{g}^{\sigma}$ defined by

$$
\begin{equation*}
\mathscr{\Psi}_{a \times b}^{\sigma}(a, b ; z)=\operatorname{sgn}(-\sigma) N_{F} c \cdot \partial_{\Omega_{0} a} f_{a \times b}^{\sigma}(a, b ; z), \tag{4.18}
\end{equation*}
$$

where

$$
\begin{equation*}
\partial_{\Omega_{0} a}=\prod_{g} \partial_{g}, \quad \partial_{g}=-\frac{1}{2 \pi i} \frac{\partial}{\partial z_{g}}, \quad \frac{\partial}{\partial z_{g}}=\frac{1}{2}\left(\frac{\partial}{\partial x_{g}}-i \cdot \frac{\partial}{\partial y_{g}}\right), \tag{4.19}
\end{equation*}
$$

in a holomorphic modular form of weight 2 with respect to $\Gamma_{\mathrm{n} \times 6}\left(\mathrm{f}_{0}\right)$ except the case where $n=1$ and $(a, b) \in \mathfrak{a}^{-1} \times \mathfrak{b}^{-1}$. This can easily be seen by (4.16), (4.17) and (4.2). For the convenience of the reader, we derive the following Fourier expansions from (4.1) and (4.4):

$$
\begin{align*}
\mathscr{\Psi}_{\mathfrak{a} \times \mathfrak{b}}^{\sigma}(a, b ; z) & =\frac{1}{\operatorname{Ind}(E(\mathrm{~m}))} \frac{\zeta_{F}\left(-1, \mathfrak{a}_{a}\right)}{2^{n} N_{F} \mathrm{~m}}  \tag{4.20}\\
& +\frac{1}{\operatorname{Ind}(U)} \cdot \sum_{\beta \in b^{-1}-0 / U \quad} \sum_{a \in a^{-1}+a, \widetilde{( }(\alpha \beta)=\sigma} N_{F}((\alpha) \mathfrak{a}) \boldsymbol{e}_{F}(\beta b+\alpha \beta z),
\end{align*}
$$

and if $(a, b) \in \mathfrak{a}^{-1} \times \mathfrak{b}^{-1}$,

$$
\begin{equation*}
\mathcal{I}_{\mathrm{a} \times \mathrm{b}}^{\sigma}(a, b ; z)=\frac{\zeta_{F}(-1, \mathfrak{a})}{2^{n}}+\sum_{\lambda \in \mathrm{c}^{-1}, \widetilde{\infty}(\lambda)=\sigma} \boldsymbol{o}^{1}((\lambda) \mathrm{c}, \mathfrak{a}) \boldsymbol{e}_{F}(\lambda z) . \tag{4.21}
\end{equation*}
$$

## § 5. Period $\left\langle\Phi_{\omega}, d_{\Delta} f\right\rangle$ and generalization of Hecke's method

Let $K$ be a quadratic extension of $F$. We denote the conjugate of $\lambda \in K$ over $F$ by $\lambda^{c}$ and the trace of $\lambda$ with respect to $K / F$ by $\operatorname{Tr}_{K / F}(\lambda)$. Let $\Omega^{a}, \Omega^{r}$
and $\Omega^{c}$ be the set of all archimedean, real and imaginary places of $K$ respectively, and divide the set $\Omega_{0}{ }^{a}$ of all archimedean places of $F$ into the disjoint union of $\Omega_{0}{ }^{r}$ and $\Omega_{0}{ }^{c}$ lying below $\Omega^{r}$ and $\Omega^{c}$. Moreover we divide $\Omega_{0}{ }^{r}$ into two subsets $\Omega_{0}$ and $\Omega_{0}^{\prime}$ arbitrarily and consider the disjoint union $\Omega_{0}{ }^{a}=\Omega_{0} \cup \Omega_{0}^{\prime} \cup \Omega_{0}^{c}$ as an ordered partition of $\Omega_{0}{ }^{a}$, denoted by $\rho=\left(\Omega_{0}, \Omega_{0}{ }^{\prime}, \Omega_{0}{ }^{c}\right)$. Here we may allow one or two of $\Omega_{0}, \Omega_{0}^{\prime}$ and $\Omega_{0}^{c}$ to be empty. In the rest of the paper, as $g$ for $\Omega_{0}{ }^{a}$ in $\S 3$ and 4, we use the notations, $r, e, e^{\prime}$ and $c$ to express general elements of $\Omega_{0}{ }^{r}, \Omega_{0}, \Omega_{0}^{\prime}$ and $\Omega_{0}{ }^{c}$ respectively. We denote by $r_{0}, e_{0}, e_{0}^{\prime}$ and $c_{0}$ the number of elements contained in $\Omega_{0}{ }^{r}, \Omega_{0}, \Omega_{0}^{\prime}$ and $\Omega_{0}{ }^{c}$ respectively ( $e_{0}+e_{0}^{\prime}=r_{0}$, $r_{0}+c_{0}=n$ ). For a set $X$, as $X^{a}$, we denote by $X^{r}$ and $X^{c}$ the direct product of $r_{0}$ - and $c_{0}$-copies of $X$ indexed by $r \in \Omega_{0}{ }^{r}$ and $c \in \Omega_{0}{ }^{c}$ respectively.

Take $\omega \in K-F$. For each $r \in \Omega_{0}{ }^{r}$, choose and fix one of the two real places of $K$ above $r$ (denoted by $r$ again) in such a way as $\omega_{r}>\omega^{\iota}{ }_{r}$. Similarly, for each $c \in \Omega_{0}{ }^{c}$, choose and fix one of the two embeddings of into $\boldsymbol{C}$ which coincide with $c$ on $F$ (denoted by $c$ again) in such a way as $\mathfrak{T}\left(\omega_{c}\right)>$ 0 . With the above choices, we consider the embedding $K \ni \lambda^{\hookrightarrow}\left(\cdots, \lambda_{r}, \cdots, \lambda_{c}\right.$, $\cdots) \in \boldsymbol{C}^{a}$, and regard elemnts of $K$ as those of $\boldsymbol{C}^{a}$ through this injection. Note that this injection depends on $\omega$.

For $\omega \in K-F$, put

$$
\begin{align*}
& d z_{\Omega_{0}}=\wedge_{e} d z_{e}, \quad d_{\omega} z_{\Omega_{0}^{\prime}}=\wedge_{e} d_{\omega} z_{e^{\prime}}, \quad d_{\omega} z_{e^{\prime}}=\frac{-\left(\omega_{e^{\prime}}-\omega_{e^{\prime}}^{\iota}\right) d z_{e^{\prime}}}{2\left(z_{e^{\prime}}-\omega_{e^{\prime}}\right)\left(z_{e^{\prime}}-\omega_{e^{\prime}}^{\prime}\right)},  \tag{5.1}\\
& \partial_{\Omega_{0}}=\prod_{e} \partial_{e} \quad\left(\text { see (4.19) as to } \partial_{e}\right) . \tag{5.2}
\end{align*}
$$

For a function $f$ on $\mathfrak{S}^{a}$, we define an $r_{0}$-differential form $d_{\Delta} f(\Delta=(\omega, \rho), \rho=$ $\left(\Omega_{0}, \Omega_{0}^{\prime}, \Omega_{0}^{c}\right)$ ) on $\mathfrak{S}^{a}$ by

$$
\begin{equation*}
\boldsymbol{d}_{\Delta} f=\partial_{\Omega_{0}} f\left(\cdots, z_{r}, \cdots, \omega_{c}, \cdots\right) d z_{\Omega_{0}} \wedge d_{\omega} z_{\Omega_{0}^{\prime}} \tag{5.3}
\end{equation*}
$$

Note that if $\Omega_{0}=\Omega_{0}^{\prime}=\phi$, then $d_{\Delta} f=f(\omega)$, which is an element of $\boldsymbol{C}$.
Put $\boldsymbol{G}_{\boldsymbol{\omega}}{ }^{\boldsymbol{a}}=\left\{A \in \boldsymbol{G}^{a} \mid A \omega=\omega, A \omega^{\iota}=\omega^{c}\right\}$ (see (4.12) as to $A \omega$ ). In general, for a subgroup $H$ of $\boldsymbol{G}^{a}$, we set $H_{\omega}=H \cap \boldsymbol{G}_{\boldsymbol{\omega}}{ }^{\boldsymbol{a}}, H^{+}=\left\{A \in H \mid \operatorname{det} A_{g}>0\right.$ ( $g \in$ $\left.\left.\Omega_{0}{ }^{a}\right)\right\}, H_{\omega}{ }^{+}=H^{+} \cap \boldsymbol{G}_{\boldsymbol{\omega}}{ }^{a}$, and denote by $\bar{H}$ the image of $H$ by the natural projection $\boldsymbol{G}^{\boldsymbol{a}} \rightarrow \boldsymbol{G}^{a} /$ (the center of $\boldsymbol{G}^{a}$ ). Let $\Gamma_{0}$ be a discrete subgroup of $\boldsymbol{G}^{a}$. Put

$$
\begin{equation*}
\mathfrak{M}\left(\Gamma_{0}\right)=\bigcup_{\Gamma} \mathfrak{J}(\Gamma), \quad \mathfrak{J}(\Gamma)=\left\{f: \mathfrak{S}^{\text {a harmonlc }} \boldsymbol{C} \mid f(A z)=f(z) \text { for } A \in \Gamma\right\}, \tag{5.4}
\end{equation*}
$$

where $\Gamma$ runs over all subgroups of $\Gamma_{0}$ with finite index, and 'harmonic' means real $C^{\infty}$-class and vanishing by the operation of $\frac{\partial^{2}}{\partial z_{g} \partial \overline{\overline{z_{a}}}}$ for all $g \in \Omega_{0}{ }^{a}$. We can all element of $\mathfrak{J}(\Gamma)$ a harmonic modular function on $\mathfrak{g}^{a}$ with respect to $\Gamma$. We define a set $\Phi_{\omega}\left(\Gamma_{0}\right)$ of $\eta_{0}$-chains on $\mathfrak{S}^{a}$ by

$$
\begin{equation*}
\Phi_{\omega}\left(\Gamma_{0}\right)=\left\{\left.Z(\Gamma, t, D)=\frac{1}{\left|\left(\Gamma_{0}\right)_{\omega}: \overline{\Gamma_{\omega}}\right|} \cdot D \right\rvert\, \Gamma, t, D\right\} \tag{5.5}
\end{equation*}
$$

where $\Gamma$ is a subgroup of $\left(\Gamma_{0}\right)^{+}$with a fundamental domain of the orbit $\boldsymbol{G}_{\omega}^{a} t$ of $t$ by $\Gamma_{\omega}$. Let $f$ be an element of $\mathfrak{M}\left(\Gamma_{0}\right)$. For $\Gamma$ such that $f \in \mathfrak{J}(\Gamma)$ and for $Z=Z(\Gamma, t, D) \in \Phi_{\omega}\left(\Gamma_{0}\right)$, we set

$$
\begin{equation*}
\left\langle Z, \boldsymbol{d}_{\Delta} f\right\rangle=\int_{Z} d_{\Delta} f\left(\text { if } r_{0}>0\right) \quad \text { or } \frac{1}{\#\left(\left(\Gamma_{0}\right)_{\omega}\right)} \cdot \boldsymbol{d}_{\Delta} f\left(\text { if } r_{0}=0\right), \tag{5.6}
\end{equation*}
$$

which depends only on $t$ in the former case and is independent of $Z$ in the latter.

If we put $f(z)=f_{\text {n×b }}(a, b ; z)$, which belongs to $\mathfrak{M}\left(\Gamma_{\mathrm{a} \times \mathrm{b}}\right)$, the value $\left\langle Z, \boldsymbol{d}_{\Delta} f\right\rangle$ for $Z \in \Phi_{\omega}\left(\Gamma_{\mathrm{a} \times \mathrm{b}}\right)$ is independent also of the choice of $t$ (see, Proposition 3). Here we denote it also by $\left\langle\Phi_{\omega}, \boldsymbol{d}_{\Delta} f\right\rangle$.

In the rest of this section, we shall generalize Hecke's method which is developed in Chapter 2 of [Si1].

Put $I=\left\{\theta \in \boldsymbol{R}| | \theta \left\lvert\,<\frac{1}{4}\right.\right\}, S=\{\zeta=\boldsymbol{e}(\theta) \mid \theta \in I\}$ and $\mathscr{G}=S \times \boldsymbol{R}_{+}^{\times}$, which may be regarded as the complex right half plane through the correspondence of ( $\zeta$, $\xi) \in(s)$ to $\zeta \xi$. Put $K_{a}{ }^{\times}=\left(\boldsymbol{R}^{\times} \times \boldsymbol{R}^{\times}\right)^{r} \times \boldsymbol{C}^{\times c}$. For $\eta=\left(\cdots, \eta_{r}, \cdots, \eta_{c}, \cdots\right) \in K_{a}{ }^{\times}$, let $\eta_{g 1}=\eta_{r 1}$ or $\eta_{c}, \eta_{g 2}=\eta_{r 2}$ or $\overline{\eta_{c}}$ according as $g=r$ or $c$, where $\eta_{r}=\left(\eta_{r 1}, \eta_{r 2}\right)$. Through the injection $K^{\times} \ni \lambda^{\lambda} \hookrightarrow \eta=\left(\cdots,\left(\lambda_{r}, \lambda^{c} r\right), \cdots, \lambda_{c}, \cdots\right) \in K_{a}{ }^{\times} \quad(r, c$ are defined as before), we identify elements of $K^{\times}$with those of $K_{a}{ }^{\times}$. We define the action of $K_{a}{ }^{\times}$on $\mathscr{S H}^{a}$ by $\eta \cdot u=\left(\cdots,\left(\eta_{r 1} / \eta_{r 2}\right) u_{r}, \cdots, u_{c}, \cdots\right)$ or $\left(\cdots,-\left(\eta_{r 1} / \eta_{r 2}\right)\right.$ $\left.\overline{u_{r}}, \cdots, u_{c}, \cdots\right)\left(\eta \in K_{a}{ }^{\times}, u \in\left(\mathscr{S}^{a}\right)\right.$ according as $\eta_{r 1} / \eta_{r 2}>0$ or $<0$.

Next, for $\omega \in K-F$, define $\varphi_{\omega}:$ ®s $^{a} \ni u \mapsto z \in \mathfrak{g}^{a}$ by

$$
\begin{cases}z_{r}=\frac{\omega_{r} u_{r} i+\omega_{r}^{\iota}}{u_{r} i+1} & \left(u_{r} i=-\frac{z_{r}-\omega_{r}^{\iota}}{z_{r}-\omega_{r}}\right) \quad\left(r \in \Omega_{0}^{r}\right)  \tag{5.7}\\ z_{c}=\omega_{c} & \left(c \in \Omega_{0}^{c}\right)\end{cases}
$$

and the embedding $\psi_{\omega}: K_{a}{ }^{\times} \ni \eta \mapsto A \in \boldsymbol{G}^{a}$ by

$$
\left(\begin{array}{cc}
\alpha_{g} & \beta_{g}  \tag{5.8}\\
\gamma_{g} & \delta_{g}
\end{array}\right)\left(\begin{array}{cc}
\omega_{g} & \omega_{g}^{\iota} \\
1 & 1
\end{array}\right)=\left(\begin{array}{cc}
\omega_{g} & \omega_{g}^{\iota} \\
1 & 1
\end{array}\right)\left(\begin{array}{cc}
\eta_{g 1} & 0 \\
0 & \eta_{g 2}
\end{array}\right)
$$

where $A_{g}=\left(\begin{array}{ll}\alpha_{a} & \beta_{g} \\ \gamma_{s} & \delta_{g}\end{array}\right)$. It can easily be seen that $\psi_{\omega}\left(K_{a}{ }^{\times}\right)=\boldsymbol{G}_{\omega}{ }^{a}$, and the actions of $K_{a}{ }^{\times}$on $\mathscr{S b}^{a}$ and $\boldsymbol{G}^{a}$ on $\mathfrak{g}^{a}$ are compatible with respect to $\varphi_{\omega}$, namely, $\varphi_{\omega}(\eta \cdot u)=\psi_{\omega}(\eta) \varphi_{\omega}(u)$.

Let $\mathfrak{a}, \mathfrak{b}$ be ideals of $F$. If $\mathfrak{a}+\mathfrak{b} \omega$ is an ideal of $K$, then $\psi_{\omega}\left(E_{K}\right)=\left(\Gamma_{\mathfrak{a} \times b}\right)_{\omega}$ and $\psi_{\omega}\left(E_{F}\right)=\left(\Gamma_{\mathrm{axb}}\right)_{\omega} \cap$ (the center of $\boldsymbol{G}^{a}$ ). For an integral ideal $\mathrm{f}_{0}$ of $F$, let $E_{K}^{*}=\left\{\quad \varepsilon \in E_{K} \mid \varepsilon \varepsilon^{\iota} \gg 0\right\}$ and $E_{K}^{*}\left(f_{0}\right)=\left\{\varepsilon \in E_{K}^{*} \mid \varepsilon \equiv 1\left(\bmod \mathrm{f}_{0}\right)\right\}$. Then, we have $\psi_{\omega}\left(E_{K}^{*}\right)=\left(\Gamma_{\mathrm{a} \times \mathrm{b}}\right)_{\omega^{+}}$and $\psi_{\omega}\left(E_{K}^{*}\left(\mathrm{f}_{0}\right)\right)=\Gamma_{\mathrm{a} \times \mathrm{b}}\left(\mathrm{f}_{0}\right)_{\omega^{+}}$. In particular, we have $\mid E_{K}$ :
$E_{F} E_{K}^{*}\left(\mathrm{f}_{0}\right)\left|=\left|E_{K} / E_{F}: E_{F} E_{K}^{*}\left(\mathrm{f}_{0}\right) / E_{F}\right|=\right| \overline{\left(\overline{\left.\Gamma_{\mathrm{a} \times \mathrm{b}}\right)_{\omega}}: \overline{\Gamma_{\mathrm{a} \times \mathrm{b}}\left(\mathrm{f}_{0}\right)_{\omega}{ }^{+}} \mid . ~ . ~ . ~ . ~\right.}$
For $(\alpha, \beta) \in F \times F-(0,0)$, put $\tilde{\lambda}=\alpha+\beta \omega$ and $v=\tilde{\lambda} \cdot u$. Then we have

$$
\begin{equation*}
\left(\frac{y_{e^{\prime}}}{\left\|\alpha_{e^{\prime}} \beta_{e^{\prime}} z_{e^{e^{\prime}} \|}\right\|}\right)^{s} d_{\omega} z_{e^{\prime}}=\frac{1}{4}\left(\frac{\omega_{e^{\prime}}-\omega_{e^{\prime}}^{\iota}}{\left|\tilde{\lambda}_{e^{\prime}} \tilde{\lambda}_{e^{\prime}}\right|}\right)^{s} \cdot 2\left(\frac{1}{v_{e^{\prime}}+v_{e^{\prime}}^{-l^{\prime}}}\right)^{s} \frac{d v_{e^{\prime}}}{v_{e^{\prime}}}, \tag{5.9}
\end{equation*}
$$

$$
\begin{equation*}
\int_{0}^{\zeta e^{\prime \infty}} 2\left(\frac{1}{v_{e^{\prime}}+v_{e^{-1}}^{-1}}\right)^{s} \frac{d v_{e^{\prime}}}{v_{e^{\prime}}}=\frac{\Gamma\left(\frac{s}{2}\right)^{2}}{\Gamma(s)}, \tag{5.11}
\end{equation*}
$$

$$
\begin{equation*}
\int_{0}^{\zeta_{c \infty} \infty} s\left(\frac{1}{v_{e}+v_{e}^{-1}}\right)^{s-1} \frac{v_{e} i}{\left(v_{e} i+\operatorname{sgn}\left(\tilde{\lambda}_{e} \tilde{\lambda}_{e}\right)\right)^{2}} \frac{d v_{e}}{v_{e}}=\operatorname{sgn}\left(\tilde{\lambda}_{e} \tilde{\lambda}_{e}^{e}\right) \frac{\Gamma\left(\frac{s+1}{2}\right)^{2}}{\Gamma(s)} \tag{5.12}
\end{equation*}
$$

where $\zeta_{e^{\prime}}, \zeta_{e} \in S$ (the right hand side of (5.11), (5.12) are independent of $\zeta_{e^{\prime}}$, $\zeta_{e}$ $\in S$ ), see [ $\mathrm{Si1}$ ].

Proposition 3. Let $\mathfrak{B}$ be an ideal of $K, \mathfrak{f}$ an integral ideal of $K$, and put
 and $\nu_{0}, \mu_{0} \in K$. Put $a=\operatorname{Tr}_{K / F}\left(\nu_{0}\right), b=-\operatorname{Tr}_{K / F}\left(\mu_{0}\right)$ and $\omega=\frac{\mu_{0}}{\nu_{0}}$. For a disjoint union $\Omega_{0}{ }^{r}=\Omega_{0} \cup \Omega_{0}^{\prime}$, put $\rho=\left(\Omega_{0}, \Omega_{0}^{\prime}, \Omega_{0}{ }^{c}\right)$ and $\Delta=(\omega, \rho)$. Further, for $\boldsymbol{E}(z, s)$ in (3.2) associated with the above $\mathfrak{f}_{0}, \mathfrak{a}, \mathfrak{b}, a$ and $b$, define the function $\boldsymbol{E}_{s}: \mathfrak{Y}^{a} \rightarrow$ $\boldsymbol{C}$ by $z \mapsto \boldsymbol{E}(z, s)$. Then, we have

$$
\begin{align*}
& \frac{1}{\left|E_{K}: E_{K}(\mathrm{f} \Omega)\right|_{\lambda \in \mathcal{B}-0 / E_{K}(\mathrm{f} \Omega)}} \sum_{\tau_{\Omega}(\lambda) \boldsymbol{e}_{K}(\lambda)}^{N_{K}\left((\lambda) \mathfrak{B}^{-1}\right)^{s}}  \tag{5.13}\\
& \quad=\tau_{\Omega}\left(\nu_{0}\right) \frac{4^{r_{0}} N_{K} \mathrm{f}^{\frac{s}{2}} \pi^{n(1-s)} \Gamma(s)^{n}}{G_{K}(s, \mathfrak{f} \Omega)}\left\langle\Phi_{\omega}, \boldsymbol{d}_{\Delta} \boldsymbol{E}_{s}\right\rangle .
\end{align*}
$$

Here $\left\langle\Phi_{\omega}, \boldsymbol{d}_{\Delta} \boldsymbol{E}_{s}\right\rangle$ is independent of the choice of $Z \in \Phi_{\omega}$.
Proof. For $(\alpha, \beta) \in \mathfrak{a}_{1} \times \mathfrak{b}_{1}$, put $\lambda=\alpha \nu_{0}+\beta \mu_{0} \in \mathfrak{B}, \tilde{\lambda}=\lambda / \nu_{0}$, and

$$
h(u, \tilde{\lambda})=\prod_{e^{\prime}} 2\left(u_{e^{\prime}}+u_{e^{\prime}}^{-1}\right)^{-s} \prod_{e} s\left(u_{e}+u_{e}^{-1}\right)^{1-s} u_{e} i\left(u_{e} i+\operatorname{sgn}\left(\tilde{\lambda}_{e} \tilde{\lambda}_{e^{e}}\right)\right)^{-2} \bigwedge_{r} \frac{d u_{r}}{u_{r}} .
$$

Here we consider that $h(u, \tilde{\lambda})=1$ if $r_{0}=0 . \quad$ By (5.9) and (5.10), we have

$$
\begin{equation*}
\boldsymbol{d}_{\Delta}\left[\prod_{g}\left(\frac{y_{g}}{\left\|\alpha_{g}+\beta_{g} z_{g}\right\|}\right)^{s}\right]=\frac{1}{4^{r_{0}} \pi^{e_{0}} 2^{c_{0 S} s}}\left(\frac{\Pi_{g}\left|\omega_{g}-\omega_{g}{ }^{e}\right|}{N_{K}((\tilde{\lambda}))}\right)^{s} h(\tilde{\lambda} \cdot u, \tilde{\lambda}) . \tag{5.14}
\end{equation*}
$$

Choose $Z=Z\left(\Gamma_{\mathrm{a} \times 6}\left(\mathrm{f}_{0}\right)^{+}, t_{0}, D\right) \in \Phi_{\omega}$ and put $U=\varphi_{\omega}{ }^{-1}(Z), u_{0}=\left(\zeta_{0}, \xi_{0}\right)=\varphi_{\omega}{ }^{-1}\left(t_{0}\right)$. Then, we obtain the following from (5.14) with $\boldsymbol{e}_{F}(\alpha a-\beta b)=\boldsymbol{e}_{K}(\lambda)$ and $\sqrt{d_{K}}$ $N_{K}\left(\left(\nu_{0}\right)^{-1} \mathfrak{B}\right)=N_{F} \mathcal{C}_{0} \Pi_{g}\left|\omega_{g}-\omega_{g}{ }_{g}\right|:$

$$
\begin{align*}
& \left\langle Z, \boldsymbol{d}_{\Delta} \boldsymbol{E}_{s}\right\rangle  \tag{5.15}\\
& =\frac{1}{\left|E_{F}: E_{F}\left(f_{0}\right)\right|} \frac{d_{K}{ }^{\frac{s}{2}}}{4^{r_{0}} \pi^{n+e_{0}} 2^{c_{0} s}} \sum_{\lambda \in \mathfrak{B}-0 / E F\left(f_{0}\right)} \frac{\boldsymbol{e}_{K}(\lambda)}{N_{K}\left((\lambda) \mathfrak{B}^{-1}\right)^{s}} \int_{U} h(\tilde{\lambda} \cdot u, \tilde{\lambda}) .
\end{align*}
$$

Here we should consider that the integral $\int_{U} h(\tilde{\lambda} \cdot u, \tilde{\lambda})$ is equal to $\left|E_{K}: E_{F}\right|^{-1}$ if $r_{0}=0$. The sum $\sum_{\lambda \in \mathscr{P}-0 / E_{F}\left(f_{0}\right)}$ on the right hand side of (5.15) may be considered as $\sum_{\lambda \in \mathscr{Y}-0 / E \kappa^{*}\left(\mathrm{f}_{0}\right)} \sum_{\varepsilon \in E_{\kappa^{*}}\left(\mathrm{f}_{0}\right) / E_{F}\left(\mathrm{f}_{0}\right)}$ changing $\lambda$ into $\lambda \varepsilon$. Then, we have

$$
\begin{aligned}
\sum_{\varepsilon \in E_{K^{*}}\left(\mathcal{F}_{0}\right) / E_{F}\left(f_{0}\right)} \int_{U} h(\tilde{\lambda} \cdot(\varepsilon \cdot u), \tilde{\lambda} \cdot \varepsilon) & =\frac{1}{\left|E_{K}: E_{F} E_{K}^{*}\left(f_{0}\right)\right|} \int_{5_{0} R_{+} \times{ }^{\times}} h(u, \tilde{\lambda}) \\
& =\frac{\tau_{\Omega}(\lambda) \tau_{\Omega}\left(\nu_{0}\right)}{\left|E_{K}: E_{F} E_{K}^{*}\left(f_{0}\right)\right|} \frac{\Gamma\left(\frac{s}{2}\right)^{2 e_{0}^{\prime}} \Gamma\left(\frac{s+1}{2}\right)^{2 e_{0}}}{\Gamma(s)^{r_{0}}}
\end{aligned}
$$

by (5.11) and (5.12). Since $E_{K}^{*}\left(\mathrm{f}_{0}\right) \cap E_{F}=E_{F}\left(\mathrm{f}_{0}\right)$ and so $\mid E_{K}: E_{F} E_{K}^{*}\left(\mathrm{f}_{0}\right) \| E_{F}$ : $E_{F}\left(f_{0}\right)\left|=\left|E_{K}: E_{K}^{*}\left(f_{0}\right)\right|\right.$, the right hand side of (5.15) can be rewritten as

$$
\frac{\tau_{\Omega}\left(\nu_{0}\right)}{\left|E_{K}: E_{K}^{*}\left(f_{0}\right)\right|} \frac{d_{K}^{\frac{s}{2}}}{4^{r_{0}} \pi^{n+e_{0}} 2^{c_{0} s}} \frac{\Gamma\left(\frac{s}{2}\right)^{2 e_{0}} \Gamma\left(\frac{s+1}{2}\right)^{2 e_{0}}}{\Gamma(s)^{r_{0}}} \sum_{\lambda \in \mathfrak{B}-0 / E_{K^{*}}\left(\mathcal{O}_{0}\right)} \frac{\tau_{\Omega}(\lambda) \boldsymbol{e}_{K}(\lambda)}{N_{K}\left((\lambda) \mathfrak{B}^{-1}\right)^{s}}
$$

Here we may change $E_{K}^{*}\left(\mathrm{f}_{0}\right)$ into $E_{K}(\mathrm{f} \Omega)$, and by the definition of $G_{K}(s, \mathfrak{f} \Omega)$ in (2.2), we can obtain (5.13).

## §6. Description of $\kappa_{K}(C)$ by $\boldsymbol{f}_{\text {a×b }}(a, b ; z)$

Let $K / F$ be as in $\S 5$. We denote by $D_{K / F}$ the relative different with respect to $K / F$, and put $R_{K / F}=R_{K} /\left(2^{n-2} R_{F} W_{K}\right)$, which is equal to $\mid E_{K}$ : $E_{F} \mid$ if $K$ is a CM-field. Let $\Omega$ be a subset of $\Omega^{r}, \mathfrak{f}$ an ideal of $K$, and put $\mathfrak{f}_{0}=\mathfrak{f} \cap F$. Throughout this section, we keep in mind that terms with the symbol $\dagger$, $\dagger \dagger$ are considered only when $\mathfrak{f}=I_{K}, \mathfrak{f}=I_{K}$ and $\Omega=\phi$, respectively. For $C \in H_{K}(\mathfrak{f} \Omega)$, (2.1) is rewritten as follows:

$$
\begin{equation*}
\frac{\zeta_{K}(s, C)}{s^{20^{\prime}+c_{0}}}=\left[-\frac{R_{K}}{W_{K}} \cdot \frac{1}{s}\right]^{\dagger \dagger}+\kappa_{K}(C)+O(s) . \tag{6.1}
\end{equation*}
$$

We use the notation $\widehat{\kappa}_{K}(C)=\left|E_{K}: E_{K}(\mathrm{f} \Omega)\right|^{-1} \kappa_{K}(C)$.
Theorem 1. Assume that $\Omega$ is stable under the action of $\operatorname{Gal}(K / F)$ and consider $\rho=\left(\Omega_{0}, \Omega_{0}^{\prime}, \Omega_{0}{ }^{c}\right)$ for the subsets $\Omega_{0}$ and $\Omega_{0}^{\prime}$ of $\Omega_{0}^{r}$ lying below $\Omega$ and $\Omega^{r}$ $-\Omega$ respectively. For $C \in H_{K}(\mathfrak{f} \Omega)$, choose $\mathfrak{A} \in C^{-1}$ such that $1 \in \mathfrak{A}$, and take
ideals $\mathfrak{a}, \mathfrak{b}$ of $F$ and elements $\mu, \nu$ of $K$ such that $\mathfrak{A f}=\mathfrak{a}^{-1} \mu+\mathfrak{b}^{-1} \nu$. In the case where $\mathfrak{f}=I_{K}$ and $\Omega=\phi$, let $\mathfrak{A}_{1}=\mathfrak{A}\left(\mathfrak{b}^{-1}(\nu)\right)^{-1}$. Put $\omega=\mu / \nu, \Delta=(\omega, \rho)$, and let $(a, b)$ be the element of $\mathfrak{f}_{0}{ }^{-1} a^{-1} \times f_{0}{ }^{-1} \mathfrak{b}^{-1}$ determined by $1=a \mu+b \nu$. Then, with $\Phi_{\omega}=\Phi_{\omega}\left(\Gamma_{\mathrm{a} \times \mathrm{b}}\right)$ and $f(z)=f_{\mathrm{a} \times \mathrm{b}}(a, b ; z), \kappa_{K}(C)$ can be expressed as follows:

$$
\begin{equation*}
\tau_{\Omega}(\nu) \cdot \widehat{\kappa}_{K}(C)=\sqrt{d_{F}}\left\langle\Phi_{\omega}, \boldsymbol{d}_{\Delta} f\right\rangle-\left[2^{n-2} R_{F} \cdot T\right]^{\dagger}, \tag{6.2}
\end{equation*}
$$

where

$$
T=\left\{\begin{array}{cl}
R_{K / F} \log N_{K} \mathfrak{Q}_{1}+\sum_{e^{\prime} \in \Omega_{0^{\prime}}}\left\langle\Phi_{\omega}, \boldsymbol{d}_{\Delta} \log \left(\frac{\mathfrak{T}\left(z_{e^{\prime}}\right)}{\omega_{e^{\prime}}-\omega_{e^{\prime}}^{\iota}}\right)\right\rangle & \text { (if } \left.\Omega_{0}=\phi\right)  \tag{6.3}\\
\frac{1}{2}\left\langle\Phi_{\omega}, \boldsymbol{d}_{\Delta} \log \left(z_{e}-\omega_{e}\right)\left(z_{e}-\omega_{e}^{\iota}\right)\right\rangle & \text { (if } \left.\Omega_{0}=\{e\}\right) \\
0 & \text { (if } \left.e_{0} \geqq 2\right)
\end{array}\right.
$$

Remark. By means of the definition of $\boldsymbol{d}_{\Delta}$ in (5.3) with (4.2), (4.3), we can substitute $f_{a \times b}^{\Omega \rho_{b}}(a, b ; z)$ as $f$ for $f_{a \times b}(a, b ; z)$ in (6.2). Recall that $f_{a \times b}^{\Omega \circ}(a, b ; z)$ is holomorphic with respect to $z_{e}\left(e \in \Omega_{0}\right)$.

Proof. Put $\mathfrak{B}=\left(\mathfrak{G f D _ { K }}\right)^{-1}, \mu_{0}=\mu^{\iota} /\left(\mu \nu^{\iota}-\mu^{\iota} \nu\right)$ and $\nu_{0}=\nu^{\iota} /\left(\mu \nu^{\iota}-\mu^{\iota} \nu\right)$. It can easily be seen that the conditions $1 \in \mathfrak{A}, \mathfrak{A} \mathfrak{f}=\mathfrak{a}^{-1} \mu+\mathfrak{b}^{-1} \nu, 1=\alpha \mu+b \nu$, and $\omega=\mu / \nu$ induce $\mathfrak{B} \subset\left(f \delta_{K}\right)^{-1}, \mathfrak{B}=a_{1} \nu_{0}+\mathfrak{b}_{1} \mu_{0}, a=T_{K / F}\left(\nu_{0}\right)$ and $b=-T_{K / F}\left(\mu_{0}\right)$, and $\omega^{l}=$ $\mu_{0} / \nu_{0}$, respectively, which are the conditions of Proposition 3 considering $\omega^{\iota}$ as $\omega$. Note that $\tau_{\Omega}\left(\nu_{0}\right)=(-1)^{e_{0}} \tau_{\Omega}(\nu)$ since $\nu_{0}=\nu^{-1}\left(\omega-\omega^{\iota}\right)^{-1}$.

By means of Proposition 1 with (2.1) and Lemma 1, we have

$$
\begin{align*}
& {\left[-\frac{R_{K}}{W_{K}} \frac{1}{s}\right]^{\dagger \dagger}+\kappa_{K}(C)+O(s)}  \tag{6.4}\\
& \quad=\frac{1}{(-4)^{e_{0}} N_{K} f^{\frac{1}{2}}} \frac{G_{K}(1-s, \mathfrak{f} \Omega)}{s^{2 e^{\prime}+c_{0}} G_{K}(s,\lceil\Omega)} \sum_{\lambda \in \mathfrak{R}-0 / E_{K}(f, \Omega)} \frac{\tau_{\Omega}(\lambda) \boldsymbol{e}_{K}(\lambda)}{N_{K}\left((\lambda) \mathfrak{B}^{-1}\right)^{1-s}} .
\end{align*}
$$

Then, by Proposition 3 and (2.2), (6.4) can be rewritten as

$$
\begin{align*}
{[ } & \left.-\frac{R_{K}}{W_{K}} \cdot \frac{1}{s}\right]^{\dagger \dagger}+\tau_{\Omega}(\nu) \widehat{\kappa}_{K}(C)+O(s)  \tag{6.5}\\
= & \left\langle\Phi_{\omega}, \boldsymbol{d}_{\Delta} \boldsymbol{E}_{1-s}\right\rangle\left(\frac{2^{c_{0}} \pi^{2 n}}{\sqrt{d_{K}} N_{K} f}\right)^{s} \Gamma\left(1+\frac{s}{2}\right)^{-2 e_{0}^{\prime}}\left(\frac{1}{\sqrt{\pi}} \Gamma\left(\frac{1}{2}+\frac{s}{2}\right)\right)^{-2 e_{0}} \\
& \times \Gamma(1+s)^{-c_{0}} \Gamma(1-s)^{n} .
\end{align*}
$$

Here we calculate the Taylor expansion on the right hand side of (6.5). Applying Proposition 2 to $\left\langle\Phi_{\omega}, \boldsymbol{d}_{\Delta} \boldsymbol{E}_{1-s}\right\rangle$, we obtain

$$
\left\langle\Phi_{\omega}, \boldsymbol{d}_{\Delta} \boldsymbol{E}_{1-s}\right\rangle=\left[-2^{n-2} R_{F}\left\langle\Phi_{\omega}, \boldsymbol{d}_{D} \mathbf{1}\right\rangle \cdot \frac{1}{s}\right]^{\dagger}
$$

$$
\begin{aligned}
& +\sqrt{d_{F}}\left\langle\Phi_{\omega}, \boldsymbol{d}_{\Delta} f\right)-\left[2^{n-2} R_{F} \sum_{g}\left\langle\Phi_{\omega}, \boldsymbol{d}_{\Delta} \log y_{g}\right\rangle\right]^{\dagger} \\
& -\left[2^{n-2} R_{F}\left(\log N_{F} \mathfrak{c}_{1}-\log \pi^{2 n}-2 n \gamma_{0}\right) \cdot\left\langle\Phi_{\omega}, \boldsymbol{d}_{\Delta} \mathbf{1}\right\rangle\right]^{\dagger}+O(s) .
\end{aligned}
$$

On the other hand, applying (3.4) and (3.5) to the remaining part, we have

$$
\text { (second line of r.h.s. of }(6.5))=1+\left(\log \frac{2^{2 e_{0}+c_{0}} \pi^{2 n}}{\sqrt{d_{K}} N_{K} f}+2 n \gamma_{0}\right) \cdot s+O\left(s^{2}\right)
$$

Then, we obtain the following expansion of (6.5) as follows:

$$
\begin{align*}
{[-} & \left.\frac{R_{K}}{W_{K}} \cdot \frac{1}{s}\right]^{\dagger \dagger}+\tau_{\Omega}(\nu) \cdot \widehat{\kappa}_{K}(C)+O(s)  \tag{6.6}\\
= & {\left[-2^{n-2} R_{F}\left\langle\Phi_{\omega}, \boldsymbol{d}_{\Delta} \mathbf{1}\right\rangle \cdot \frac{1}{s}\right]^{\dagger}+\sqrt{d_{F}}\left\langle\Phi_{\omega}, \boldsymbol{d}_{\Delta} f\right\rangle } \\
& -\left[2^{n-2} R_{F} \sum_{g}\left\langle\Phi_{\omega}, \boldsymbol{d}_{\Delta} \log \frac{y_{g}}{\left|\left(\omega_{g}-\omega_{g}^{\iota}\right) / \rho_{g}\right|}\right\rangle\right]^{\dagger} \\
& -\left[2^{n-2} R_{F} \log \left(4^{e_{0}} N_{K} 2 \mathscr{U}_{1}\right) \cdot\left\langle\Phi_{\omega}, \boldsymbol{d}_{\Delta} \mathbf{1}\right\rangle\right]^{\dagger},
\end{align*}
$$

where $\rho_{g}=1$ or 2 according as $g \in \Omega_{0}{ }^{r}$ or $g \in \Omega_{0}{ }^{c}$. (6.6) shows (6.3) in the case where $f \neq I_{K}$.

Assume that $\mathfrak{f}=I_{K}$. Comparing the coefficients of $s^{-1}$ on both sides of (6.6), we have

$$
2^{n-2} R_{F}\left\langle\Phi_{\omega}, \boldsymbol{d}_{\Delta} \mathbf{1}\right\rangle= \begin{cases}\frac{R_{K}}{W_{K}} & \left(\text { if } \Omega=\phi, \text { i.e., } e_{0}=0\right)  \tag{6.7}\\ 0 & \left(\text { if } \Omega \neq 0, \text { i.e., } e_{0}>0\right)\end{cases}
$$

which we can also obtain by a direct elementary calculation of $\left\langle\Phi_{\omega}, \boldsymbol{d}_{\Delta} \mathbf{1}\right\rangle$. Further, $\left\langle\Phi_{\omega}, \boldsymbol{d}_{\Delta} \log \frac{y_{g}}{\left|\left(\omega_{g}-\omega_{g}^{l}\right) / \rho_{g}\right|}\right\rangle$ vanishes in the following cases: (i) $g \in$ $\Omega_{0}$ c ; (ii) $e_{0} \geqq 2$; (iii) $\Omega_{0}=\{e\}\left(e_{0}=1\right)$ and $g \neq e$. If it does not vanish, we can use the following equation, i.e.,

$$
\begin{equation*}
\frac{y_{r}}{\omega_{r}-\omega_{r}^{\iota}}=\frac{\left|\left(z_{r}-\omega_{r}\right)\left(z_{r}-\omega_{r}^{\iota}\right)\right|}{\left(\omega_{r}-\omega_{r}^{\iota}\right)^{2}} \cdot \cos \theta_{r}, \tag{6.8}
\end{equation*}
$$

where $\theta$ is the element of $I^{a}$ derived from $\varphi_{\omega}{ }^{-1}(z)$ in $§ 5$. Note that $\theta$ associated with $z \in Z$ depends only on $Z$. (6.8) is obtained from the latter equation for $r \in \Omega_{0}{ }^{r}$ in (5.7), see [Si1]. Hence we obtain (6.3) in the case where $\mathrm{f}=I_{K}$ and our proof is completed.

Corollary 1. Let the assumption on $\Omega$ be as in Theorem 1. For $C \in$ $H_{K}(\Omega)$, let $\mathfrak{a}, \mathfrak{b}$ be ideals of $F$ and $\omega$ an element of $K-F$ such that $\delta_{K / F}{ }^{-1} C$ $\ni \mathfrak{A}=\mathfrak{a}+\mathfrak{b} \omega$. Put $f(z)=f_{\mathrm{a} \times \mathfrak{b}}(z)$ and $\Phi_{\omega}=\Phi_{\omega}\left(\Gamma_{\mathfrak{a} \times \mathrm{b}}\right)$. Then, we have

$$
\begin{equation*}
(-1)^{e_{0}} \cdot \widehat{\kappa}_{K}(C)=\sqrt{d_{F}}\left\langle\Phi_{\omega}, \boldsymbol{d}_{\Delta} f\right\rangle-2^{n-2} R_{F} \cdot T, \tag{6.9}
\end{equation*}
$$

where

$$
T=\left\{\begin{array}{c}
R_{K / \boldsymbol{F}} \log N_{K}\left(\mathfrak{H a}^{-1}\right)+\sum_{e^{\prime} \in \Omega_{0^{\prime}}}\left\langle\Phi_{\omega}, \boldsymbol{d}_{\Delta} \log \left(\frac{\mathfrak{I}\left(z_{e^{\prime}}\right)}{\omega_{e^{\prime}}-\omega_{e^{\prime}}^{c}}\right)\right\rangle  \tag{6.10}\\
\left.\quad \text { (if } \Omega_{0}=\phi\right) \\
\frac{1}{2}\left\langle\Phi_{\omega}, \boldsymbol{d}_{\Delta} \log \left(z_{e}-\omega_{e}\right)\left(z_{e}-\omega_{e}^{c}\right)\right\rangle \\
\left.\quad \text { (if } \Omega_{0}=\{e\}\right) \\
0 \\
\text { (if } \left.e_{0} \geqq 2\right) .
\end{array}\right.
$$

Remark. In the case where $\mathrm{f}=I_{K}$ and $\Omega=\phi$, each term of $\sum_{e^{\prime}}$ in (6.3) and (6.10) can be rewritten by (6.8) as $\left\langle Z, \boldsymbol{d}_{\Delta}\right| \frac{\left(z_{e^{\prime}}-\omega_{e^{\prime}}\right)\left(z_{e^{\prime}}-\omega_{e^{\prime}}{ }^{\prime}\right)}{\left(\omega_{e^{\prime}}-\omega_{e^{\prime}}\right)^{2}}\rangle$, where $Z=$ $Z\left(\Gamma, t_{e^{\prime}}, D\right) \in \Phi_{\omega}$ with $t_{e^{\prime}}$ such that $-\left(t_{e^{\prime}}-\omega_{e^{\prime}}\right)^{-1}\left(t_{e^{\prime}}-\omega^{c}{ }_{e^{\prime}}\right) \in i \boldsymbol{R}_{+}^{\times}$. This expression corresponds to Heck's, see [Si1].

Proof. Take $\lambda \in\left(\mathfrak{H D}_{K / F}\right)^{-1}$ such that $\lambda_{l}>0(l \in \Omega)(\lambda \neq 0$ if $\Omega=\phi)$, and put $\nu=\lambda^{-1}\left(\omega-\omega^{\iota}\right)^{-1}, \quad \mu=\omega^{\iota} \nu$. Then, we have $(\lambda) \mathfrak{H}_{K / F} \in C,\left((\lambda) \mathfrak{H X}_{K / F}\right)^{-1}=\mathfrak{a}^{-1} \mu$ $+\mathfrak{b}^{-1} \nu$ and $\omega^{\iota}=\mu / \nu$. Considering $\left((\lambda) \mathfrak{A} \delta_{K / F}\right)^{-1}$ as $\mathfrak{A}$ in Theorem $1, \mathfrak{A}_{1}$ in the theorem becomes $I_{F}+\mathfrak{a}^{-1} \mathfrak{b} \omega^{\iota}$, whose norm is equal to that of $\mathfrak{A} \mathfrak{a}^{-1}=I_{F}+\mathfrak{a}^{-1} \mathfrak{b} \omega$. Since $\tau_{\Omega}(\nu)=\tau_{\Omega}\left(\omega-\omega^{\iota}\right)=(-1)^{e_{0}}$ and $\left\langle\Phi_{\omega}, \boldsymbol{d}_{\Delta} f\right\rangle=\left\langle\Phi_{\omega^{\iota}}, \boldsymbol{d}_{\Delta} f\right\rangle$, we obtain our corollary from Theorem 1.

In particular, if $K$ is a CM-field, Theorem 1 and Corollary 1 are restated as follows:

Corollary 2. Let $K$ be a CM-field. For $C \in H_{K}(f)$, let notations and assumptions be as in Theorem 1. Then, we have

$$
\begin{equation*}
\kappa_{K}(C)=\frac{\left|E_{K}: E_{K}(\mathrm{f})\right|}{\left|E_{K}: E_{F}\right|} \cdot\left\{\sqrt{d_{F}} f_{a \times b}(a, b ; \omega)-\left[2^{n-2} R_{F} \log N_{K} \mathfrak{A}_{1}\right]^{\dagger}\right\} . \tag{611}
\end{equation*}
$$

Corollary 3. Let $K$ be a CM-field. For $C \in H_{K}\left(I_{K}\right)$, let notations and assumptions be as in Corollary 1. Then, we have

$$
\begin{equation*}
\kappa_{K}(C)=\frac{1}{\left|E_{K}: E_{F}\right|} \cdot\left\{\sqrt{d_{F}} f_{\mathrm{n} \times \mathrm{b}}(\omega)-2^{n-2} R_{F} \log N_{K}\left(\mathfrak{2} \mathrm{e}^{-1}\right)\right\} . \tag{6.12}
\end{equation*}
$$

Remark. Corollary 2 includes the Katayama's result in [Ka] on the case of CM-fields as our special case (i.e. the case $n=2$ ), and Corollary 3 corresponds to the Konno's in [Ko]. In particular, if $n=1$, i.e., $F=\boldsymbol{Q}$ and $K$ is an imaginary quadratic field, (6.11) and (6.12) are rewritten as

$$
\begin{equation*}
\kappa_{K}(C)=-\frac{1}{W_{K}(\mathrm{f})} \log \|\phi(a, b ; \omega)\| \quad \text { if } \mathrm{f} \neq I_{K} \tag{6.13}
\end{equation*}
$$

$$
\begin{equation*}
\kappa_{K}(C)=-\frac{1}{W_{K}} \log \left\|2 \pi \sqrt{N_{K}([1, \omega])} \eta^{2}(\omega)\right\| \quad \text { if } \mathrm{f}=I_{K}, \tag{6.14}
\end{equation*}
$$

which are classical results. Note that the values in \|\| on the right hand side of (6.13) and (6.14) give rise to units in a class field of $K$ which is related to f, see [R], [K-L].

If $K$ is a totally real and $\Omega=\Omega^{a}$, it is known that $\kappa_{K}(C) \in \boldsymbol{Q}$ by Klingen [K1], Siegel [Si2], [Si3] and Shintani [Sh1]. Then, we have

Corollary 4. For $\mathscr{\Phi}_{\mathrm{n} \times \mathrm{b}}^{\sigma}(a, b ; z)$ defined in (4.18), let $\boldsymbol{d} \mathscr{I}=\boldsymbol{\mathcal { S }}_{\mathrm{a} \times \mathrm{b} b}^{\sigma}(a, b ; z)$ $\wedge_{g} d z_{g}$. If $K=F(\omega)$ is a totally real quadratic extension of $F, \mathfrak{a}+\mathfrak{b} \omega$ is an ideal of $K$, and $\sigma=+$, then, $\left\langle\Phi_{\omega}, \boldsymbol{d} \mathscr{\Psi}\right\rangle \in \sqrt{d_{F}} \boldsymbol{Q}$.

Remark. Corollary 4 holds also for an arbitrary $\sigma \in \mathbb{S}^{a}$ with a suitable change of the definition of $\Phi_{\omega}$. Probably the second assumption in the corollary seems not to be required.

In this case, Goldstein carried out the same calculation of $\kappa_{K}(C)$ as ours in [G] for the purpose of obtaining the rationality of $\kappa_{K}(C)$ and an explicit formula for it. He asserted in $\S 5$ of [G] that $\left\langle\Phi_{\omega}, \boldsymbol{d}_{\Delta} f\right\rangle\left(=\int_{Z} \partial_{\Omega_{0} a} f d z_{\Omega_{0} a}\right)$ was described by sums and differences of finitely many special values of $f$ at some points associated with $Z$. However, it has a mistake in general except the case $n=1$. In the case $n=1$, this integral may be expressed as a difference of two special values of $f$, which is one of elementary properties of holomorphic functions. Of course, it is possible also in the cases where $\Omega_{0}^{\prime}=\phi$ and $\#\left(\Omega_{0}\right)=$ 1.

Now, we assume that $\Omega_{0}^{\prime}=\phi$ and $\Omega_{0}=\{e\}$. In this case, $K$ has two real and ( $n-1$ )-imaginary places, and the archimedean conductor $\Omega$ consists of the two real places of $K$.

For $C \in H_{K}(\mathfrak{f} \Omega)$, let $\mathfrak{a}, \mathfrak{b},(a, b)$ and $\omega$ be as in Theorem 1, Put $E_{K / F}=\{\varepsilon \in$ $\left.E_{K} \mid \varepsilon \varepsilon^{\iota}=1, \varepsilon \gg 0\right\}$ and $E_{K / F}(\mathrm{f})=\left\{\varepsilon \in E_{K / F} \mid \varepsilon \equiv 1(\bmod \mathrm{f})\right\}$. Note that their ranks as abelian groups are 1 . Let $\epsilon$ be the generator of $E_{K / F}(f)$ such that $\epsilon_{e}>1$ (where $e$ should be considered as an element of $\Omega$ as in $\S 5$ ), and put $A=$ $\psi_{\omega}{ }^{-1}(\epsilon)$ where $\psi_{\omega}$ is as in §5. Take $t_{0} \in \mathfrak{F}$ and put $t_{1}=A_{e} t_{0}$. For $\omega$, let $\omega_{0}$ and $\omega_{1}$ be the elements of $\mathfrak{g}^{a}$ defined by

$$
\left(\omega_{0}\right)_{g}=\left\{\begin{array}{ll}
t_{0} & (\text { if } g=e)  \tag{6.15}\\
\omega_{c} & \left(\text { if } g=c \in \Omega_{0}^{c}\right),
\end{array} \quad\left(\omega_{1}\right)_{g}= \begin{cases}t_{1} & (\text { if } g=e) \\
\omega_{c} & \text { (if } \left.g=c \in \Omega_{0}^{c}\right) .\end{cases}\right.
$$

We can take a path in $\mathfrak{y}^{a}$ from $\omega_{0}$ to $\omega_{1}$ as $Z \in \Phi_{\omega}$ in Theorem 1.
Corollary 5. For $C \in H_{K}(\uparrow \Omega)$, let notations and assumptions be as in Theorem 1 and as above. Put $f(z)=f_{a \times b}^{\Omega_{0}}(a, b ; z)$. Then, we have

$$
\begin{equation*}
\kappa_{K}(C)=\tau_{\Omega}(\nu) \frac{\left|E_{K}: E_{K}(\mathrm{f} \Omega)\right|}{\left|E_{K}: E_{F} E_{K / F}(\mathrm{f})\right|} \cdot\left\{\frac{\sqrt{d_{F}}}{2 \pi i}\left(f\left(\omega_{0}\right)-f\left(\omega_{1}\right)\right)-\left[2^{n-2} R_{F} T\right]^{\dagger}\right\}, \tag{6.16}
\end{equation*}
$$

where

$$
\begin{equation*}
T=\frac{1}{4 \pi i} \log \frac{\left(t_{0}-\omega_{e}\right)\left(t_{0}-\omega_{e}^{\iota}\right)}{\left(t_{1}-\omega_{e}\right)\left(t_{1}-\omega_{e}^{\iota}\right)} \tag{6.17}
\end{equation*}
$$

Here the branch of $\log z$ is taken in such a way as $0<\arg (z)<2 \pi$.
Note that the right hand side of (6.16) is independent of the choice of $t_{0} \in$ $\mathfrak{g}$. In particular, we can take $t_{0}$ and $t_{1}$ as

$$
\begin{equation*}
t_{0}=\frac{\left(\epsilon_{e} \omega_{e}^{\iota}-\epsilon_{e}^{\iota} \omega_{e}\right)+\left(\omega_{e}-\omega_{e}^{\iota}\right) i}{\epsilon_{e}-\epsilon_{e}^{\iota}}, \quad t_{1}=\frac{\left(\epsilon_{e} \omega_{e}-\epsilon_{e}^{\iota} \omega_{e}^{\iota}\right)+\left(\omega_{e}-\omega_{e}^{\iota}\right) i}{\epsilon_{e}-\epsilon_{e}^{\iota}} . \tag{6.18}
\end{equation*}
$$

For such $t_{0}$ and $t_{1}$, we have $T=\frac{1}{4}$, and
Corollary 6. For $C \in H_{K}(\Omega)$, let notations and assumptions be as in Corollary 1 and as above (i.e., $\Omega_{0}^{\prime}=\phi$ and $\Omega_{0}=\{e\}$ ). Let $\omega_{0}, \omega_{1}$ be as in (6.15) associated with $\omega$ in the corollary and with $t_{0}, t_{1}$ in (6.18). Then, we have

$$
\begin{equation*}
\kappa_{K}(C)=\frac{\left|E_{K}: E_{K}(\Omega)\right|}{\left|E_{K}: E_{F} E_{K / F}\right|} \cdot\left\{\frac{\sqrt{d_{F}}}{2 \pi i}\left(f_{a \times b}^{\Omega_{0}}\left(\omega_{1}\right)-f_{a \times b}^{Q_{0}}\left(\omega_{0}\right)\right)+2^{n-4} R_{F}\right\} . \tag{6.19}
\end{equation*}
$$

Remark. Stark conjectured in [St1] and [St2] that for an algebraic number field $k$, if the value $e_{1}^{\prime}+r_{2}$ in (2.1) is equal to $1, \kappa_{k}(C)$ (for $\kappa_{k}(C) \in$ $H_{k}(\mathrm{f} \Omega)$ ) would be expressed as a form $q \log |\varepsilon|$, where $q \in \boldsymbol{Q}^{\times}$and $\varepsilon$ is a unit in the class field corresponding to the unit element of $H_{k}(\mathrm{f} \Omega)$. (In fact, the conjecture holds if $k=\boldsymbol{Q}$ and $k$ is an imaginary quadratic field, the former of which is the classical result and the latter the result in [St2]). Corollaries 5 and 6 in the case $n=2$ shows that a difference of two special values of $f_{a \times b}^{a_{0}}(a$, $b ; z$ ) would express a value of the form $\frac{2 \pi i}{\sqrt{d_{F}}} \log |\varepsilon|$, and hence $f_{a \times b}^{Q_{0}}(a, b ; z)$ seems to describe class fields of $K$, where $K$ is quartic with two real and one imaginary places, i.e., the case where $e_{1}=2\left(e_{0}=1\right), e_{1}^{\prime}\left(=e_{0}^{\prime}\right)=0$ and $r_{2}\left(=c_{0}\right)$ $=1$. The case where $e_{1}^{\prime}=1$ and $r_{2}=0$ is treated by Shintani in [Sh2], [Sh3] and [Sh4] besides the above papers. He has shown in them that $\kappa_{k}(C)$ can be expressed by special values of multiple gamma functions in this case. We may consider that our function $f_{n \times b}^{\Omega_{0}}(a, b ; z)$ takes the place of a multiple gamma function in Shintani's case. In general, for arithmeticity of $\kappa_{k}(C)$, Stark-Shintani conjecture predicts that $\kappa_{k}(C)$ would be expressed as a homogeneous polynomial in the logarithm of several units which belong to a suitable class field related to $C$ 's, where the polynomial is of degree $e_{1}^{\prime}+r_{2}$, and with $\boldsymbol{Q}$-coefficients. (For example, (6.13), (6.14) and Corollary 3 are such cases as Stark-Shintani conjecture holds, see [Sh5], [St2], [T].) Here it is
conjectured that the difference of two special values of $f_{a \times b}^{a_{0}}(a, b ; z)$ in Corollaries 5 and 6 for an arbitrary $n$ would be expressed as a homogeneous polynomial in the logarithm of several units with above conditions.

## § 7. Numerical examples

In this section, we shall give several numerical examples.
We consider the Artin L-function $L_{L / K}(s, \chi)$ with an abelian extension $L / K$ of finite degree, where $K$ is a quadratic extension of a real quadratic field $F$, (i.e., the case $=2$ in Theorem 1), $L$ is the maximal unramified (with respect to all finite places) extension of $K$ (and so $\mathrm{f}=I_{K}$ ), and $\chi$ is a non-trivial character of $\operatorname{Gal}(L / K)$ of degree 1 satisfying the condition that the subfield of $L$ corresponding to $\chi$ is totally imaginary (and so $\Omega_{0}^{\prime}=\phi$ ). This case is classified into three cases in view of archimedean places of $K$. Now we consider the following two cases: (1) $K$ has two real and one imaginary places; (2) $K$ is a CM-field. The cases (1) and (2) correspond to Corollary 6 and 3 respectively, and in each case, the coefficient of the leading term in the Taylor expansion of $L_{L / K}(s, \chi)$ at $s=0$ (simply say 'the leading term' below) is calculated by each corollary. If $L_{L / K}(s, \chi)$ is expressed as a product of Hecke L-functions on $\boldsymbol{Q}$ or on imaginary quadratic fields, the leading term is calculated also by means of classical results. In such a case, we can compare two computational datas by the different methods and make sure our formula for $\kappa_{K}(C)$ holds in the numerical sense. The formulas for $L_{L / K}(1, \chi)$ in the case (2) have already appeared in [Ko], [Ka], however, they have some numerical mistakes. Furthermore, to the author's knowledge, the case (1) has not appeared in the literature yet. Thus it seems to be meaningful that such numerical examples are given here.

We take $\boldsymbol{Q}(\sqrt{3})$ as $F$ in the case (1), and $\boldsymbol{Q}(\sqrt{2})$ in the case (2). In boh case, we have $h_{F}=1$, and so we can take $f(z)=f_{I_{F} \times I_{F}}(z)$ as $f_{n \times 6}(z)$ in the corollaries. We denote by $\widehat{f}(z)$ the function which is obtained from $f(z)$ by eliminating the third term in (4.5), and by $[\mu, \nu]$ the ideal $I_{F} \mu+I_{F} \nu$ of $K$. In the following, we denote by $C_{0}$ (or $\widetilde{C}_{0}$ ) and by $C_{1}$ (or $\widetilde{C}_{1}$ ) the unit and a generator of an ideal class group when it is cyclic. We note that a representative of $C_{1}{ }^{j} \in H_{K}\left(I_{K}\right)$ (where $C_{1}{ }^{0}=C_{0}$ ) can be given in the form [1, $\omega_{j}$ ] with $\omega_{j}$ $\in K-F$.

The case (1): Assume that $F=\boldsymbol{Q}(\sqrt{3})$. Corollary 6 says that

$$
\begin{equation*}
\kappa_{K}(C)=\frac{\left|E_{K}: E_{K}(\Omega)\right|}{\left|E_{K}: E_{F} E_{K / F}\right|}\left\{\frac{\sqrt{12}}{2 \pi i}\left(f_{\mathrm{a} \times{ }^{\circ} \mathrm{o}}^{\Omega_{0}}\left(\omega_{1}\right)-f_{\mathrm{a} \times b}^{\Omega_{\circ}}\left(\omega_{0}\right)\right)+\frac{1}{4} \log (2+\sqrt{3})\right\}, \tag{7.1}
\end{equation*}
$$

with the notation in the corollary. Note that we can substitute an arbitrary subgroup $U$ of $E_{K / F}$ with finite index for $E_{K / F}$.

Now we consider, as $K, K_{1}=F(\sqrt{1+\sqrt{3}})$ and $K_{2}=F(\sqrt{-1-\sqrt{3}})$. In this case, $h_{K_{1}}=h_{K_{2}}=1$ and $L=K_{1}(\sqrt{-1})=K_{2}(\sqrt{-1})$, which is biquadratic over $F$,
and intermediate fields of $L / F$ are $K_{1}, K_{2}$ and $F(\sqrt{-1})$. Here we have

$$
\left\{\begin{array}{l}
L_{L / K_{1}}\left(s, \chi_{1}\right)=\zeta_{K_{2}}(s) \zeta_{F}(s)^{-1} \cdot \zeta_{\boldsymbol{Q}(\sqrt{-1})}(s) \zeta_{\boldsymbol{Q}(\sqrt{-3})}(s) \zeta(s)^{-2}  \tag{7.2}\\
L_{L / K_{2}}\left(s, \chi_{2}\right)=\zeta_{K_{1}}(s) \zeta_{F}(s)^{-1} \cdot \zeta_{\boldsymbol{Q}(\sqrt{-1})}(s) \zeta_{\boldsymbol{Q}(\sqrt{-3})}(s) \zeta(s)^{-2}
\end{array}\right.
$$

Put $\varepsilon_{0}=2+\sqrt{3}, \varepsilon_{1}=\sqrt{3}+\sqrt{1+\sqrt{3}}, \quad \varepsilon_{2}=1+\sqrt{-1+\sqrt{3}}, \quad \varepsilon_{3}=\varepsilon_{1}{ }^{2} \varepsilon_{0}$ and $\varepsilon_{4}=\varepsilon_{2}{ }^{2} \varepsilon_{0}$, which are all totally positive. $E_{F}, E_{K_{1}}$ and $E_{K_{2}}$ are generated by $\left\{\varepsilon_{0},-1\right\}$, $\left\{\varepsilon_{1}\right.$, $\left.\varepsilon_{0},-1\right\}$, and $\left\{\varepsilon_{2}, \varepsilon_{0},-1\right\}$ respectively. Let $U_{K_{1}}, U_{K_{2}}$ be the subgroups of $E_{K_{1}}$, $E_{K_{2}}$ generated by $\varepsilon_{3}, \varepsilon_{4}$ respectively. We have $\left|E_{K_{1}}: E_{K_{1}}^{+}\right|=\left|E_{K}: E_{F} U_{K_{1}}\right|=2$ and $\left|E_{K_{2}}: E_{K_{2}}^{+}\right|=\left|E_{K}: E_{F} U_{K_{2}}\right|=2$. Let $H_{K_{j}}\left(I_{K_{j}} \Omega_{j}\right)=\left\{C_{j 0}, C_{j 1}\right\} \quad(j=1$ or 2$)$. For $\omega_{K_{1}}=$ $\sqrt{1+\sqrt{3}}$ and $\omega_{K_{2}}=\sqrt{-1+\sqrt{3}}$, we have $I_{K_{j}}=\left[1, \omega_{K_{j}}\right], \delta_{K_{/ F}}=\left(\omega_{K_{j}}-\omega_{K_{j}}{ }^{c}\right) \in C_{j_{1}}$, and $\kappa_{K}\left(C_{j 1}\right)=-\kappa_{K_{j}}\left(C_{j 0}\right)$ by Lemma 1. Then the leading terms $\xi_{1}, \xi_{2}$ on the left hand side of (7.2) are given by $-2 \kappa_{K_{1}}\left(C_{11}\right),-2 \kappa_{K_{2}}\left(C_{21}\right)$ respectively. Applying $\omega_{K_{1}}$ and $\varepsilon_{3}$, or $\omega_{K_{2}}$ and $\varepsilon_{4}$ to $\omega$ and $\epsilon$ in (6.18), we calculate $\kappa_{K_{1}}\left(C_{11}\right), \kappa_{K 2}\left(C_{21}\right)$ by (7.1) as

$$
\left\{\begin{array}{l}
\kappa_{K_{1}}\left(C_{11}\right) \\
\quad=-0.2127811447300575700642565273358697126237563459662281 \cdots \\
\kappa_{K_{2}}\left(C_{21}\right) \\
\quad=-0.3129693092540155665711898484819018815478296777114764 \cdots
\end{array}\right.
$$

and hence

$$
\left\{\begin{array}{l}
\xi_{1}=0.4255622894601151401285130546717394252475126919324562 \cdots  \tag{7.3}\\
\xi_{2}=0.6259386185080311331423796969638037630956593554229528 \cdots
\end{array}\right.
$$

On the other hand, we have $R_{K j} / R_{F}=\log \varepsilon_{0}+2 \log \varepsilon_{j}(j=1,2)$. By (2.5), we obtain the leading terms on the right hand side of (7.2), i.e.,

$$
\left\{\begin{align*}
\frac{1}{6} & \log \left(\varepsilon_{0} \varepsilon_{2}^{2}\right)  \tag{7.4}\\
& =0.425562289460115140128513054671739425247512691932455 \cdots \\
\frac{1}{6} & \log \left(\varepsilon_{0} \varepsilon_{1}^{2}\right) \\
& =0.625938618508031133142379696963803763095659355422952 \cdots
\end{align*}\right.
$$

Comparing (7.3) with (7.4), we can see the coincidence of the leading terms on both sides of (7.2) up to $10^{-50}$.

The case (2): Assume that $F=\boldsymbol{Q}(\sqrt{2})$. Corollary 3 says that if $E_{K}=E_{F}$, for $\kappa_{K}{ }^{*}(C)=\kappa_{K}(C)-\sqrt{2} \kappa_{F}\left(I_{F}\right)$, we have

$$
\begin{equation*}
\kappa_{K}{ }^{*}(C)=2 \sqrt{2} \widehat{f}(\omega)-\log (1+\sqrt{2}) \log (N(\Im(\omega)), \tag{7.5}
\end{equation*}
$$

where $N(\Im(\omega))=\prod_{g}\left|\Im\left(\omega_{g}\right)\right|$. Then, the leading term of $L_{L / K}(s, \chi)$ can be obtained by calculating a linear combination of $\kappa_{K}{ }^{*}(C)$ 's. In the following examples (a), (b), (c) and (d), $E_{K}=E_{F}$ always holds.
(a) $K=F(\sqrt{-5})$. In this case, $h_{K}=2$ and $L=K(\sqrt{-1})$, which is an abelian extension over $\boldsymbol{Q}$ with $\operatorname{Gal}(L / Q) \cong \boldsymbol{Z} / 2 \boldsymbol{Z} \times \boldsymbol{Z} / 2 \boldsymbol{Z} \times \boldsymbol{Z} / 2 \boldsymbol{Z}$. For the non-trivial character $\chi$ of $\operatorname{Gal}(L / K)$, we have

$$
\begin{equation*}
L_{L / K}(s, \chi)=\zeta_{Q(\sqrt{-1})}(s) \zeta_{Q(\sqrt{-2})}(s) \zeta_{Q(\sqrt{5})}(s) \zeta_{Q(\sqrt{10})}(s) \zeta(s)^{-4} . \tag{7.6}
\end{equation*}
$$

The leading term $\xi$ on the left hand sie is given by $\kappa_{K}{ }^{*}\left(C_{0}\right)-\kappa_{K}{ }^{*}\left(C_{1}\right)$ where $H_{K}\left(I_{K}\right)=\left\{C_{0}, C_{1}\right\}$. Applying $\omega_{0}=(\sqrt{2}+\sqrt{-10}) / 2, \omega_{1}=(1+\sqrt{2}+\sqrt{-5}) / 2$ to $\omega$ in (7.5), we have

$$
\left\{\begin{array}{l}
\kappa_{K}^{*}\left(C_{0}\right)=3.9278827203222198310271864413133726465350480297968095 \cdots \\
\kappa_{K}^{*}\left(C_{1}\right)=3.052824780901983178316318716026002713542025127849507 \cdots
\end{array}\right.
$$

and hence

$$
\begin{equation*}
\xi=0.8750579394202366527108677252873699329930229019473024 \cdots \tag{7.7}
\end{equation*}
$$

On the other hand, as for the right hand side of (7.6), the leading term is calculated by (2.5), i.e.,

$$
\begin{align*}
& \log \left(\frac{1+\sqrt{5}}{2}\right) \log (3+\sqrt{10})  \tag{7.8}\\
& \quad=0.875057939420236652710867725287369932993022901947305 \cdots
\end{align*}
$$

Comparing (7.7) with (7.8), the leading terms on both sides of (7.6) coincide up to $10^{-50}$.
(b) $K=F(\sqrt{-7})$. In this case, $h_{K}=2$ and $L=K(\sqrt{-1+2 \sqrt{2}})$, which is a cyclic extension of degree 4 over $M=\boldsymbol{Q}(\sqrt{-14})$. For the non-trivial character $\chi$ of $\operatorname{Gal}(L / K)$ and the two characters $\chi_{1}, \chi_{2}$ of order 4 of $\operatorname{Gal}(L / M)$, we have

$$
\begin{equation*}
L_{L / K}(s, \chi)=L_{L / M}\left(s, \chi_{1}\right) L_{L / M}\left(s, \chi_{2}\right) \tag{7.9}
\end{equation*}
$$

Let $\xi, \xi_{1}, \xi_{2}$ be the leading term of $L_{L / K}(s, \chi), L_{L / M}\left(s, \chi_{1}\right), L_{L / M}\left(s, \chi_{2}\right)$, respectively. The value $\xi$ is given by $\kappa_{K}{ }^{*}\left(C_{0}\right)-\kappa_{K}{ }^{*}\left(C_{1}\right)$ where $H_{K}\left(I_{K}\right)=\left\{C_{0}, C_{1}\right\}$. Applying $\omega_{0}=(1+\sqrt{-7}) / 2$ and $\omega_{1}=(3+2 \sqrt{2}+\sqrt{-7}) / 6$ to $\omega$ in (7.5), we have

$$
\left\{\begin{array}{l}
\kappa_{K}^{*}\left(C_{0}\right)=3.3859723632817484986710368066602305429134572725709138 \cdots \\
\kappa_{K}^{*}\left(C_{1}\right)=2.9853158745138455868059914503895437350639298386473064 \cdots
\end{array}\right.
$$

and hence

$$
\begin{equation*}
\xi=0.4006564887679029118650453562706868078495274339236073 \cdots \tag{7.10}
\end{equation*}
$$

On the other hand, for $H_{M}\left(I_{M}\right)=\left\{\tilde{C}_{0}, \widetilde{C}_{1}, \widetilde{C}_{1}{ }^{2}, \widetilde{C}_{1}{ }^{3}\right\}$, we have $\kappa_{M}\left(\widetilde{C}_{1}\right)=\kappa_{M}\left(\widetilde{C}_{1}^{3}\right)$, and $\kappa_{M}\left(\widetilde{C}_{0}\right), \kappa_{M}\left(\widetilde{C}_{1}{ }^{2}\right)$ are calculated by (6.14) as

$$
\left\{\begin{array}{l}
\kappa_{M}\left(\tilde{C}_{0}\right) \\
\quad=0.1212501601371234360066241337818133003516516638459467 \cdots \\
\kappa_{M}\left(\widetilde{C}_{1}^{2}\right) \\
\quad=-0.5117241590638240141415591122983726297212060338426609 \cdots
\end{array}\right.
$$

Since $\xi_{1}=\xi_{2}=\kappa_{M}\left(\widetilde{C}_{0}\right)-\kappa_{M}\left(\widetilde{C}_{1}{ }^{2}\right)$, we have

$$
\xi_{1}=\xi_{2}=0.6329743192009474501481832460801859300728576976886077 \cdots,
$$

and hence
(7.11)

$$
\xi_{1} \xi_{2}=0.4006564887679029118650453562706868078495274339236077 \cdots
$$

Comparing (7.10) with (7.11), we see that $\xi=\xi_{1} \xi_{2}$, i.e., the leading terms on both sides of (7.9) coincide up to the order of $10^{-50}$.
(c) $K=F(\sqrt{-23})$. In this case $h_{K}=6$ and $L=\boldsymbol{Q}\left(X^{4}-2 X^{3}+3 X^{2}-2 X-1\right.$, $\left.X^{3}-X-1\right)$, i.e., the minimal splitting field of $\left(X^{4}-2 X^{3}+3 X^{2}-2 X-1\right)\left(X^{3}-X\right.$ $-1)$ over $\boldsymbol{Q}$. Put $L_{0}=\boldsymbol{Q}\left(X^{4}-2 X^{3}+3 X^{2}-2 X-1\right) . \quad L_{0}$ is a quadratic extension of $K$, and also the maximal unramified extension over $M=\boldsymbol{Q}(\sqrt{-46})$. Conditions for $L_{0}, K$ and $M$ are the same as those in (b) considering $L_{0}$ in place of $L$ in (b), and so $\widetilde{C}_{j}$ 's, $\chi_{1}, \chi_{2}, \chi$ and $\xi, \xi_{1}, \xi_{2}$ are defined similarly. Here

$$
\begin{equation*}
L_{L_{0} / K}(s, \chi)=L_{L_{0} / M}\left(s, \chi_{1}\right) L_{L_{0} / M}\left(s, \chi_{2}\right) . \tag{7.12}
\end{equation*}
$$

The value $\xi$ is given by $\kappa_{K}{ }^{*}\left(C_{0}\right)-2 \kappa_{K}{ }^{*}\left(C_{1}\right)+2 \kappa_{K}{ }^{*}\left(C_{1}{ }^{2}\right)-\kappa_{K}{ }^{*}\left(C_{1}{ }^{3}\right)$ where $H_{K}\left(I_{K}\right)$ $=\left\{C_{0}, C_{1}, C_{1}{ }^{2}, C_{1}^{3}, C_{1}^{4}, C_{1}^{5}\right\}$. Here note that $\kappa_{K}{ }^{*}\left(C_{1}\right)=\kappa_{K}{ }^{*}\left(C_{1}{ }^{5}\right), \kappa_{K}{ }^{*}\left(C_{1}{ }^{2}\right)=$ $\kappa_{K}{ }^{*}\left(C_{1}^{4}\right)$. Applying $\quad \omega_{0}=(1+\sqrt{-23}) / 2, \quad \omega_{1}=(5-4 \sqrt{2}+\sqrt{-23}) / 20, \quad \omega_{2}=(-1$ $+\sqrt{-23}) / 4$ and $\omega_{3}=(5-4 \sqrt{2}+\sqrt{-23}) / 10$ to $\omega$ in (7.5), we have

$$
\left\{\begin{array}{l}
\kappa_{K}^{*}\left(C_{0}\right)=6.9792724034334644446271047637334173064623806025009698 \cdots \\
\kappa_{K}^{*}\left(C_{1}\right)=4.2462196909262662045317872487601167803272898837408798 \cdots \\
\kappa_{K}^{*}\left(C_{1}^{2}\right)=3.2126390796650919834647791924318587073611049726520265 \cdots \\
\kappa_{K}^{*}{ }^{*}\left(C_{1}^{2}\right)=2.8699665884185365533224492998725257305756149878429133 \cdots
\end{array}\right.
$$

and hence

$$
\begin{equation*}
\xi=2.0421445924925794491706393512043754299543957924803498 \cdots . \tag{7.13}
\end{equation*}
$$

On the other hand, by (6.14), we have

$$
\left\{\begin{array}{l}
\kappa_{M}\left(\tilde{C}_{0}\right) \\
\quad=1.7133426084586759719629071391792362302581562159403944 \cdots \\
\kappa_{M}\left(\widetilde{C}_{1}{ }^{2}\right) \\
\quad=0.284306362419906159972730280893088263417401184241208 \cdots
\end{array}\right.
$$

and so,

$$
\xi_{1}=\xi_{2}=1.4290362460387698119901768582861479668407550316991864 \cdots
$$

Hence

$$
\begin{equation*}
\xi_{1} \xi_{2}=2.0421445924925794491706393512043754299543957924803598 \cdots \tag{7.14}
\end{equation*}
$$

Comparing (7.13) with (7.14), it can be seen that $\xi=\xi_{1} \xi_{2}$ up to $10^{-50}$.
(d) $K=F(\sqrt{-19})$. In this case, $h_{K}=3$ and $L=K\left(X^{3}-X^{2}-2 X-2\right)$ which is also the maximal unramified extension over $M=\boldsymbol{Q}(\sqrt{-38})\left(h_{M}=6\right)$. For a character $\chi$ of order 3 of $\operatorname{Gal}(L / K)$ and $\chi_{6}, \chi_{3}$ of order 6,3 of $\operatorname{Gal}(L / M)$, we have

$$
\begin{equation*}
L_{L / K}(s, \chi)=L_{L / M}\left(s, \chi_{6}\right) L_{L / M}\left(s, \chi_{3}\right) \tag{7.15}
\end{equation*}
$$

Let $\xi, \xi_{6}, \xi_{3}$ be the leading terms of $L_{L / K}(s, \chi), L_{L / M}\left(s, \chi_{6}\right), L_{L / M}\left(s, \chi_{3}\right)$, respectively. The value $\xi$ is given by $\kappa_{K}{ }^{*}\left(C_{0}\right)-\kappa_{K}{ }^{*}\left(C_{1}\right)$ where $H_{K}\left(I_{K}\right)=\left\{C_{0}, C_{1}, C_{1}{ }^{2}\right\}$. Here note that $\kappa_{K}{ }^{*}\left(C_{1}\right)=\kappa_{K}{ }^{*}\left(C_{1}{ }^{2}\right)$. Applying $\omega_{0}=(1+\sqrt{-19}) / 2$ and $\omega_{1}=(3$ $+2 \sqrt{2}+\sqrt{-19}) / 6$ to $\omega$ in (7.5), we have

$$
\left\{\begin{array}{rl}
\kappa_{K} & *\left(C_{0}\right) \\
\quad=5.9847217123898470953760192574064415961079112013200125 \cdots \\
\kappa_{K} & *\left(C_{1}\right) \\
\quad=2.8735263359188580647426788258234058428307329236962379 \cdots
\end{array}\right.
$$

and hence

$$
\begin{equation*}
\xi=3.1111953764709890306333404315830357532771782776237746 \cdots \tag{7.16}
\end{equation*}
$$

On the other hand, for $H_{M}\left(I_{M}\right)=\left\{\tilde{C}_{0}, \widetilde{C}_{1}, \widetilde{C}_{1}{ }^{2}, \widetilde{C}_{1}^{3}, \widetilde{C}_{1}^{4}, \widetilde{C}_{1}{ }^{5}\right\}$, we have $\kappa_{M}\left(\widetilde{C}_{1}\right)=$ $\kappa_{M}\left(\tilde{C}_{1}^{5}\right), \quad \kappa_{M}\left(\tilde{C}_{1}^{2}\right)=\kappa_{M}\left(\widetilde{C}_{1}^{4}\right)$ and $\xi_{6}=\kappa_{M}\left(\tilde{C}_{0}\right)+\kappa_{M}\left(\tilde{C}_{1}\right)-\kappa_{M}\left(\tilde{C}_{1}^{2}\right)-\kappa_{M}\left(\tilde{C}_{1}^{3}\right), \quad \xi_{3}=$ $\kappa_{M}\left(\widetilde{C}_{0}\right)-\kappa_{M}\left(\tilde{C}_{1}\right)-\kappa_{M}\left(\widetilde{C}_{1}^{2}\right)+\kappa_{M}\left(\widetilde{C}_{1}^{3}\right)$. By (6.14), we obtain

$$
\left\{\begin{array}{l}
\kappa_{M}\left(\tilde{C}_{0}\right) \\
\quad=1.3898025578262189301416488548961650358620747270771627 \cdots \\
\kappa_{M}\left(\tilde{C}_{1}\right) \\
\quad=-0.2126801854238964940821098131037417906185779640517278 \cdots \\
\kappa_{M}\left(\tilde{C}_{1}^{2}\right) \\
\quad=-0.4056264989477767907408058039190398286067828489416381 \cdots \\
\kappa_{M}\left(\tilde{C}_{1}^{3}\right) \\
\quad=0.1225363437589153115916475482857766508575046290357065 \cdots
\end{array}\right.
$$

and so

$$
\left\{\begin{array}{l}
\xi_{6}=1.4602125275911839152086972974256864229927749829313664 \cdots \\
\xi_{3}=2.1306455859568075265562120202047233059449401691062352 \cdots
\end{array}\right.
$$

Hence
$\xi_{6} \xi_{3}=3.1111953764709890306333404315830357532771782776237756 \cdots$.
Comparing (7.16) with (7.17), it can be seen that $\xi=\xi_{6} \xi_{3}$, i.e., the leading terms on both sides of (7.15) coincide up to $10^{-50}$.

## § 8. Appendix. Coincidence of L-functions

For a character $\chi$ of $H_{K}(\mathrm{f} \Omega)$, the value $\lim _{s \rightarrow 0} \frac{L_{K}(s, \chi)}{s^{2 \rho^{\prime}+c_{0}}}$ can be expressed as a linear combination of (6.2) by Theorem 1, in which we need the assumption that $\Omega$ is stable under the action of $\operatorname{Gal}(K / F)$.

In this section, we consider the case where $\Omega$ is not necessarily stable under the action of $\operatorname{Gal}(K / F)$ and $\lim _{s \rightarrow 0} \frac{K(s, \chi)}{s^{2 O^{\prime}+c_{0}}}$ has the same expression as above (Theorem 2). (Note that if $\chi$ is primitive, the value is the coefficient of the leading term of $L_{K}(s, \chi)$ in the Taylor expansion at $s=0$.) The ideas in this section are based on Shintani [Sh4].

Though the following lemma seems to be essentially contained in Ishii [I], we shall write down it in a suitable form for the proof of Theorem 2.

Lemma 4. For a non-abelian finite group $G$ with its center $Z$ and its commutator $D$, the followings hold:
(1) If $G$ has an abelian subgroup $H$ with index 2 , then $H \supset Z$.
(2) Assume that there exists $H$ as in (1) satisfying $|H: Z|=2$. Then, there are exactly three abelian subgroups of $G$ with index 2 .
(3) Assume that there exist $H$ as in (1) and an element $\sigma \in H-Z$ of order 2 in $G$. For $\iota \in G-H$, put $\sigma^{\iota}=\iota^{-1} \sigma \iota$ and $J=\left\{1, \sigma, \sigma^{\iota}, \sigma \sigma^{\iota}\right\}$. Then the following
(i), (ii) are equivalent: (i) $J \supset D$; (ii) $|H: Z|=2$. If ( $i$ ), (ii) hold, then $D=\{1$, $\left.\sigma \sigma^{\imath}\right\} \subset Z$.
(4) Assume that there exist $H$ and $\sigma$ as in (3) satisfying (i), (ii). For a character $\chi_{0}$ of $Z$ of degree 1 , non-trivial on $D$, there exists a unique irreducible character $\Phi$ of $G$ of degree 2 such that $\operatorname{Res}_{G}^{Z} \Phi=2 \chi_{0}$. $\Phi$ is expressed as $\operatorname{Ind}_{H}^{G} \chi$ where $\chi$ is a character of $H$ of degree 1 such that $\operatorname{Res}_{H}^{Z} \chi=\chi_{0}$. $\operatorname{Ind}_{H}^{G} \chi$ is independent of the choice of three H's and two $\chi$ 's for each $H$.

Proof. (1), (2), (3) are elementary. Here we only give the proof of (4).
Let $\chi_{0}$ be a character of $Z$ of degree 1 , non-trivial on $D$, and $\chi$ a character of $H$ of degree 1 such that $\operatorname{Res}_{H}^{Z} \chi=\chi_{0}$. For $\iota \in G-H$, define $\chi^{\iota}$ as $\chi^{\iota}(h)=$ $\chi\left(c h \iota^{-1}\right)$ for $h \in H$. Then, $\chi^{\iota}$ is also a character of $H$ of degree 1 such that $\operatorname{ReS}_{H}^{Z} \chi^{c}=\chi_{0}$. Since $\chi_{0}$ is non-trivial on $D$ and so $\chi\left(\sigma \sigma^{c}\right)=\chi_{0}\left(\sigma \sigma^{c}\right) \neq 1$ by (3), we have $\chi \neq \chi^{\iota}$. Put $\Phi=\operatorname{Ind}_{H}^{G} \chi$. Then, $\operatorname{Res}_{G}^{H} \Phi=\chi+\chi^{\iota}, \operatorname{Res}_{G}^{Z} \Phi=2 \chi_{0}$, and we have

$$
\langle\Phi, \Phi\rangle_{G}=\left\langle\operatorname{Ind}_{H}^{G} \chi, \Phi\right\rangle_{G}=\left\langle\chi, \operatorname{Res}_{G}^{H} \Phi\right\rangle_{H}=\left\langle\chi, \chi+\chi^{\iota}\right\rangle_{H}=1 .
$$

This shows that $\Phi$ is irreducible and it satisfies the condition in (4).
Next, assume that there exists an irreducible character $\Phi$ of $G$ of degree 2 such that $\operatorname{Res}_{G}^{Z} \Phi=2 \chi_{0}$. Let $\operatorname{Res}{ }_{G}^{H} \Phi=\chi_{1}+\chi_{2}$ with two characters $\chi_{1}$ and $\chi_{2}$ of $H$ of degree 1. From the calculation with respect to inner products of characters:

$$
1 \geqq\left\langle\Phi, \operatorname{Ind}_{H}^{G} \chi_{j}\right\rangle_{G}=\left\langle\operatorname{Res}_{G}^{H} \Phi, \chi_{j}\right\rangle_{H}=\left\langle\chi_{1}+\chi_{2}, \chi_{j}\right\rangle_{H}=1+\left\langle\chi_{1}, \chi_{2}\right\rangle_{H} \geqq 1,
$$

we obtain $\left\langle\Phi, \operatorname{Ind}_{H}^{G} \chi_{j}\right\rangle_{G}=1(j=1,2),\left\langle\chi_{1}, \chi_{2}\right\rangle_{H}=0$, and so $\Phi=\operatorname{Ind}_{H}^{G} \chi_{1}=\operatorname{Ind}_{H}^{G} \chi_{2}, \chi_{1}$ $\neq \chi_{2}$. By the assumption $\operatorname{Res}_{G}^{Z} \Phi=2 \chi_{0}$, we have $\operatorname{Res}_{H}^{Z} \chi_{1}=\operatorname{Res}_{H}^{Z} \chi_{2}=\chi_{0}$. It shows that the expression of $\Phi$ in (4) is possible and such a $\Phi$ as we consider associated with a given $\chi_{0}$ is unique.

Let $\Omega_{0}{ }^{a}, \Omega_{0}{ }^{r}, \Omega_{0}{ }^{c}$ and $\Omega^{a}, \Omega^{r}, \Omega^{c}$ be as $\S 5$ and $\S 6$, and we modify decomposition of $\Omega_{0}{ }^{r}$ and $\Omega^{r}$ as follows. We decompose $\Omega_{0}{ }^{r}$ into disjoint three subsets $\Omega_{0}^{\prime}, \Omega_{0}$ and $\Omega_{0}{ }^{s}$. Let $\Omega^{\prime}, \Omega$ be the set of all the places of $K$ lying above $\Omega_{0}^{\prime}, \Omega_{0}$ respectively. Further, we decompose the set of real places of $K$ lying above $\Omega_{0}{ }^{s}$ into two subsets $\Omega^{s^{\prime}}, \Omega^{s}$ in such a way as one of the two places lying above a place of $\Omega_{0}{ }^{s}$ belongs to $\Omega^{s \prime}$ and the other belongs to $\Omega^{s}$. Hence the archimedean places of $F$ and $K$ are described as follows:


By the assumptions, we have $\#\left(\Omega^{s \prime}\right)=\#\left(\Omega^{s}\right)=\#\left(\Omega_{0}{ }^{s}\right)$. Put $\Omega^{u}=\Omega \cup \Omega^{s}$ and $\Omega^{u \prime}$
$=\Omega^{\prime} \cup \Phi^{s \prime}$.
Let $\chi$ be a primitive character of $H_{K}\left(\mathrm{f} \Omega^{u}\right)$, and $L$ the class field corresponding to the kernel of $\chi$. Note that the archimedean places of $L$ above $\Omega^{u \prime}$ are real and the others imaginary. If $\Omega_{0}{ }^{s} \neq \phi, L / F$ is not a Galois extension. Let $L_{0} / F$ be the maximal Galois extension in $L / F, L_{1}$ the Galois closure of $L / F$, and put $G=\operatorname{Gal}\left(L_{1} / F\right), H=\operatorname{Gal}\left(L_{1} / K\right)$. Then, $L_{1}=L L^{\iota}$ and $L_{0}=L \cap$ $L^{\iota}(\iota \in G-H)$. Also note that the archimedean places of $L_{0}$ above $\Omega_{0}^{\prime} \cup \Omega_{0}{ }^{s}$ and $\Omega_{0}{ }^{c}$ are real and imaginary respectively.

For $\eta \in H$, let $\eta^{\iota}=\iota^{-1} \eta \iota \in H$. Here we shall describe Theorem 2 .
Theorem 2. Assume that $c_{0} \leqq 1,\left[L: L_{0}\right]=2$ and $L_{0} / F$ is an abelian extension. Then, there exist a quadratic extension $\tilde{K}$ of $F$, an integral ideal $\tilde{f}$ of $\tilde{K}$, a subset $\tilde{\Omega}$ of real places of $\tilde{K}$ which is stable under the action of $\operatorname{Gal}(K / F)$, and a primitive character $\tilde{\chi}$ of $H_{\tilde{K}}(\tilde{f} \tilde{\Omega})$, which satisfy $L_{K}(s, \chi)=$ $L_{\tilde{K}}(s, \tilde{\chi})$.

Proof. Regarding $\chi$ as a character of $H$ through the Artin map, we consider $L_{K}(s, \chi)$ also as Artin L-function $L_{L_{1} / K}(s, \chi)$. By the assumption, $L_{1} / L_{0}$ is a biquadratic extension with intermediate fields $L, L^{\iota}$. Let $\sigma$ be a generator of $\operatorname{Gal}\left(L_{1} / L\right)$. Then, $\sigma^{\iota}$ is a generator of $\operatorname{Gal}\left(L_{1} / L^{\iota}\right)$, and since $L_{0} / F$ is abelian extension, $J=\operatorname{Gal}\left(L_{1} / L_{0}\right)=\left\{1, \sigma, \sigma^{\iota}, \sigma \sigma^{\iota}\right\}$ contains the commutator $D$ of $G$. Thus, we see that $H$ satisfies the assumption (1) of Lemma 4, and $J$ satisfies (ii) (and so (i)) in (3) of the lemma. By (2) of the lemma, there exist two abelian subgroups of $G$ with index 2, besides $H$ itself. Choose one of such two subgroups $\tilde{H}$. In the case $c_{0}=1$, choose it so that $\sigma_{c}, \sigma_{c}{ }^{\iota} \notin \tilde{H}$, where $\sigma_{c}$ is a Frobenius automorhism corresponding to the place in $\Omega_{0}{ }^{c}$. Let $\tilde{K}$ be the invariant field of $\tilde{H}$. By (4) of the lemma with the fact that $\chi\left(\sigma \sigma^{c}\right)=-1$, there exists a character $\tilde{\chi}$ of $\tilde{H}$ of degree 1 such that $\operatorname{Ind}_{H}^{G} \chi=\operatorname{Ind}_{\tilde{H}}^{G} \tilde{\chi}$. By using properties of Artin L-functions, we see that

$$
L_{L_{1} / K}(s, \chi)=L_{L_{1} / F}\left(s, \operatorname{Ind}_{H}^{G} \chi\right)=L_{L_{1} / F}\left(s, \operatorname{Ind}_{H}^{G} \tilde{\chi}\right)=L_{L_{1} / \tilde{K}}(s, \tilde{\chi}) .
$$

Let $\tilde{\mathrm{f}} \tilde{\Omega}$ be the conductor of the ideal group of $K$ corresponding to $L_{1}$. Regarding $\tilde{\chi}$ as a character of $H_{\tilde{K}}(\tilde{f} \tilde{\Omega})$ through the Artin map, and we consider Artin L-function $L_{L_{1} / \tilde{K}}(s, \tilde{\chi})$ as Hecke L-function $L_{\tilde{K}}(s, \tilde{\chi})$ again. This shows the equation in Theorem 2.

Hereafter we consider whether an element of $\Omega_{0}{ }^{a}$ is real or not on $\tilde{K}$ or $L_{1}$. We may assume that $\iota \notin \tilde{H}$. For $g \in \Omega_{0}{ }^{a}$, let $\sigma_{g}$ be the Frobenius automorphism of $\operatorname{Gal}\left(L_{1} / F\right)$ corresponding to $g$. Note that $\sigma_{g}=\sigma_{g}{ }^{l}$ and $\sigma_{g} \in$ $Z$ ( $=$ the center of $G$ ) are euivalent.

If $g \in \Omega_{0}^{\prime}$, then the places of $L_{1}$ lying above $g$ and so those of $\tilde{K}$ are all real since those of $L$ and $L^{\iota}$ are all real.

If $g \in \Omega_{0}{ }^{c}$, then our choice of $\tilde{H}$ shows that the places of $\tilde{K}$ lying above $g$ and so those of $L_{1}$ are all imaginary.

Consider the case where $g \in \Omega_{0}{ }^{s}$. Since each real place of $L_{0}$ lying above
$\Omega^{s}$ is imaginary on $L$ and real on $L^{\iota}$, each Frobenius automorphism with respect to $L_{1} / K$ corresponding to a place in $\Omega^{s}$ or $\Omega^{s^{\prime}}$ is all equal to $\sigma^{\iota}$ or $\sigma$ respectively. (3) of Lemma 4 shows that $\sigma \sigma^{l}$ belongs to $Z$, and the fact $\sigma \neq$ $\sigma^{\iota}$ shows that $\sigma, \sigma^{\iota} \in H-Z$. Since $H \cap \tilde{H}=Z$, we obtain $\sigma, \sigma^{\iota} \notin \tilde{H}$. Hence the places of $\tilde{K}$ lying above $\Omega_{0}{ }^{s}$ are all imaginary.

Lastly, let $g \in \Omega_{0}$. Then, $\sigma_{g}$ is non-trivial and so the places of $L_{1}$ lying above $g$ are all imaginary. Assume that $\sigma_{g} \neq \sigma_{g}{ }^{c}$. Since $\sigma, \sigma^{c} \in H$, we have $\sigma_{g}, \sigma_{g}{ }^{\iota} \in H-Z$ and so $\sigma_{g}, \sigma_{g}{ }^{\iota} \notin H$. This means that the places of $\tilde{K}$ lying above $g$ are all imaginary. If $\sigma_{g}=\sigma_{g}{ }^{c}$, it belongs to $Z$ and so belongs to $\widetilde{H}$. Then, the places of $\tilde{K}$ lying above $g$ are all real.

By all the above consideration, we see that the archimedean part $\tilde{\Omega}$ of the conductor of the ideal group of $\tilde{K}$ corresponding to $L_{1}$ is stable under the action of $\operatorname{Gal}(K / F)$. On th other hand, since $\chi_{0}$ is faithful on $H$ by the choice of $L, \tilde{\chi}$ is also faithful on $\tilde{H}$ and so the archimedean part of the conductor of $\tilde{\chi}$ is equal to $\tilde{\Omega}$. This completes the proof.

Remark. The first part of the above proof is contained in [1]. The latter part can be regarded as a generalization of the proof of Proposition 5.1 in the paper.
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