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O. Introduction

In h is  pape r [4], Jones introduced an index for a pair of type  ff  fa c to rs
and showed that the index value less than 4  is equal to  4cos2 ( r / n )  fo r some
integer S i n c e  t h e n  th e  in te re s ts  o f  s tu d y  in  th e  th e o ry  o f  operator
algebras h a v e  been  gradually  ex tended  from  a  s in g le  fa c to r  t o  a  p a ir  o f
factors. Pim sner-Popa [7] show ed fo r  a  p a ir  o f  fa c to rs  N c M  with finite
index, the existence of a  special orthonormal basis, called Pimsner-Popa basis,
of M as an  N - m odule. K osaki [5] extended index theory to  arbitary factors
and gave the definition of an index depending on a  conditional expectation. In
the case of C* - algebras, Watatani defined an index by using a quasi - basis.

However it is not easy to calculate explicitly the index even for a pair of
I li  factors from  th e  definition itself o r  from  such  a  b a s is . S o  m a n y  index
formulas were given by Pimsner - Popa [7], W enzl [13], Ocneanu [6] and the
p resen t au tho r [10] re spec tive ly . In  th e  preceding  paper [10] , w e trea t a
p a ir  o f  fa c to rs  N c M  genera ted  by  th e  increasing sequences {M n } , e N  and
{.Nn},, E N  of finite direct sums o f  Hi factors such that the diagram

M n  C  M n + 1

(A)
C  N n+1

is a commuting square for any n E N , and obtained the following

Theorem. L e t  {Mn}nEN an d  {Nn heN be increasing sequences of  finite
direct sums of JJj f actors such that the diagram (A) is a  commuting square for
any n E N .  Set M--= (U M a )" and N= ( U N n)". If  a certain periodicity condition
(Condition I in  1.4 below) holds, then there exists n o E N such that

[M: N] = [Mn : N„] for n--no.
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In  th is paper w e  study  com m uting  sq u a re s  which generate increasing
sequences satisfying the above periodicity condition.

Let us explain more exactly, let a diagram

(c)

be a commuting square of finite direct sums o f  fa c to rs . By iterating the basic
construction, we get projections en=e1h 1 and  finite von Neumann algebras
Bn + 1= (13n, e n )  and put A n+1

=
 ( A n U  {en} )"  for n E N.

Definition 2.1. A commuting square (C) is periodic if, for any n EN ,
(i) trace matrices 71":' and T 1137 are periodic modulo 2, and
(ii) TIA'"„-  and  TB

/3"," are primitive.

W e give a  neccesary and sufficient condition for a commuting square to
be periodic.

Theorem 2.1. A  commuting square (C) is periodic if and only if  there
exists a positive constant A such that F =-  E n  and n =  21m, where
n= dimcZ (A0) , m = dimcZ (Bo )  and I n  is the identity matrix in Mn (C).

M oreover increasing sequences constructed from  a  periodic commuting
square satisty the periodicity condition.

Futhermore we consider a  periodic commuting square, in  which only one
von Neumann algebra among the four is  no t a  factor, and show properties of
such squares.

Theorem 3.2. Let N c M c L  be H1 factors such that [L: 11/1] =[M: I\ ] = 2,
and K  be a non/actor intermediate von Neumann algebra for N C L . Suppose that
the diagram

is a periodic commuting square. Then there exists an outer action a of Z2 on  N
such that

N M N c

n n
K c  L (N U {11))" C NA ,Z2><15,4

where ti is the implementing unitary for O.

T h is  p ap e r co n sis ts  o f  th re e  se c tio n s . I n  §1, w e reca ll the notations
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(trace  m atrix , index  m atrix , the  basic  construction  and  M arkov trace  etc.)
concerning inclusions of finite direct sums of finite factors, and list up some of
th e ir  p ro p e r tie s . S ec tion  2  contains th e  definition o f  a  periodic commuting
s q u a r e .  We give a neccesary and sufficient condition for a commuting square
to be periodic and  show  the  symmetry o f such  s q u a re s . In  th e  la st section,
we give some examples and  consider a  periodic commuting square consisting
of three H i factors and one nonfactor von Neumann a lg e b ra . In particular we
study  th e  periodic commuting square , in  w h ich  a ll inclusions have positive
real numbers less than 4 as indices, and give its characterizations.

1. Preliminaries

1.1. Inclusions of von Neumann algebras. L et M  1 1.11/1; b e  a
.J=1

fin ite  d ire c t su m s  o f  fin ite  fac to rs  and  lq i; j= 1  ,•••, n i}  the  corresponding
m inim al central projections. Since th e  normalized tra c e  o n  a  finite factor is
unique, a trace tr on M is specified by a  column vector .V'= (tr (qi)•-• tr (q,i) )
called the trace vector.

Let N= 431N , M  be another finite direct sum  of finite factors having the

s a m e  id e n t ity  a n d  { p i;  i =1 ,• • •, n) t h e  co rre sp o n d in g  m in im a l central
p ro jec tions. W e assum e that the trace on N  is  the  restriction of the trace tr
and denote by rthe trace vector for N.

The inclusion N M  is  rep resen ted  by  tw o  m atrices, o n e  i s  the index
m atrix  a n d  th e  o th e r  is  th e  tra c e  m a tr ix .  T he  index  m a tr ix  M I  =  (4 )  is
defined by

N p i j 1 / 2
Livipai.

2 0 =
0

if p i q; * 0 ,

if piqi=0,

and the trace m atrix  VII =  (t o )  is defined by to=  trm, (piq; ) ,  where trm , is the
normalized trace on M .  T h e  following properties a re  easy consequences of
the definitions.
(1.1) ÀoE (0) U {2cos (r/n); 3} U [2,oe].

(1 .2 )  T he trace  m atrix  T  is column - stochastic, i.e., 0  a n d  i t o = 1 for

all j.
( 1 .3 )  The equality r= TV  holds.
( 1 .4 )  I f  N c M c L  a re  finite direct sums of finite factors, then T I

A•r= 71"

1.2. Basic construction. Now we suppose that N  is  o f finite index
in M  in  the  sense o f  [3 ]  ,  i.e ., there is a  faithful representation r  of M  on a
Hilbert space such that TC (N)' is finite. T h e n  the algebra (M, eN) obtained by
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the basic construction for N c M  is  a  finite direct sum of finite factors and the
corresponding minimal central projections are Jmpijm ,••• im p jm ,  where Jm  is
the canonical conjugation on L2 (M, tr). The following properties comes from
the definitions:
(1.4) eN xeN =EN(x)eN  for x EM,
(1.5) eN hipjm=eN p, for all i.
W e now list up some of properties concerning the index m atrix and the trace
matrix for M c  (M, err):

(1. 6) J1/. =  (AMt,

(m mT M '  =TN FN,

t  1 2 7i P diag 0 ,-*, Son), (Pi= (E ii)w here (It i i
=

(1 .8) for any trace T r  o n  (M, e N ) ,  Tr (eN h ed -m) =(piTr (JmNm).
The index EM : N ] is defined as follows:
(1 .9 ) [M: = r (PAI , where r ( T )  is the spectral radius of T.

1.3. Markov traces. A trace tr is called a  Markov trace of modulus
/3 for the pair  N M, i f  there exists a  trace  T r  o n  (M , eN ) such that tr is  the
r e s t r ic t io n  o f  T r  a n d  )31'r (xeN) =tr ( x )  f o r  x E M .  T h e  fo llow ing  are
important properties of Markov traces.
(1.10) The trace tr is a  Markov trace of modulus 13 if and only if

fili$ T iff i* - 43 S.

(1 . 11) If  inclusion N c M  is connected, i.e., z(N) nz(m)=c, the re  ex ists  a
uninue normalized Markov trace  fo r N  c M .  M oreover it is faithful
and has modulus [M:

1.4. Index formula. W e consider two increasing sequences {Mn),,eN
and  {Nn}neN of finite direct sums of finite fac to rs. A ssum e that the traces on
Mn  and Nn+1 are restrictions of the one on Mn + 1 and that the diagram

M n C  M n+ 1

N n c  N n + 1

is a  com m uning s q u a r e ,  i.e., E ta -  = w here conditional
expectations Et, EA.4":', and E t: are trace invariant.

We deal with following condition.
Condition I (Periodicity): There exist no __1 and p>_ 1. such that for any

(1 ) 714:+% Tt" and Ft," are  periodic modulo p, and

(1.7)

0 piqi =0,
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(2 ) n :" and 711:. ° are primitive.
Now we put M = (U Mn )"  and N = (U N n )" . If Condition I holds, then

(1.12) M  and N  a re  IL factors,
and for all n..n o.
(1.13) [M: N] = [Mn: Na],
(1.14)( M U  {eN})""=-- (Mn, erin).

2. Periodic commuting squares

Let a diagram

Ao c  Bo

(c)
C  B ,

be  of finite d irect sum s o f  finite factors, and suppose th a t a ll indices of
inclusions are finite and tha t the diagram is a  commuting square w ith respect
to a Markov trace tr on B1 fo r BocBi.

By iterating the basic construction, we get projections e„=e B n _i  and finite von
Neumann algebras Bn+1

=  (Ba,a n d  then put A n + 1 - =  (A U fed)" for n EN.

Definition 2.1. A commuting square  (C) is periodic if for any n E N
(i) trace matrices 7 1 :' and T t"  are periodic modulo 2, and
(ii) Ttz and Te„" are primitive.

Remark 2.1. I f  a  commuting (C ) is  period ic , then  fo r  any  n E N  a
commuting square

A n  c  B n

A n + 1  C  Bn+1

is periodic. M oreover by Theorem  2.3 o f [8] we see that a  commuting square
A o c  Bo

n is periodic for any n EN.

A n  c  B n

Remark 2.2. If a commuting square  (C) is periodic, then it holds that
dimcZ (Ao) = dimcZ (A2). B y [10] , th is is equivalent to  A2=̀ -' (A1, eA0) , and

the map 19: (A 1 , eA 0) — *A 2, d e f in e d  b y  ( ix ieA d y  i) = ix ieB o y i for x i, y E A 1 , is

a  * - isom orphism . So it follows that the central support of eoo  in  A 2  is equal
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A o  C  Bo

to 1, and hence the commuting square (1 (1 is nondegenerate, i.e.,

A 1  c

spALB0=Bi, where spA denotes the linear span of A.

Example 2.1. Let NOEM b e  H  factors with finite index and
L = (N U  [eN } )". I f  [M: 1N1] 2 ,  t h e n  L  h a s  a cannonical decomposition as a
direct sum of tw o  I t  fa c to rs . T h e  diagram

N C  M

OE e

is a commuting square, and it is periodic if and only if  [M: N.] =2

Lemma 2.1. A ssum e that trace m atrices T t . '  an d  T Z :' are  periodic
modulo 2 for any n E N . Then the following are equivalent:

(i) T it '  and T i
lt "  are primitive for any n E N;

(ii) z (A0) n z ( Ai) = z (Bo) n z ( B O  C .  i.e., inclusions A o CA I  and B 0 c B 1 are
connected.

proof. B y assum ption , ( i)  is  equ iva len t to  p rim itiv ity  of T1,', and T .

Since T ,t= t i 4,'"°) a n d  T IE13 - =  T 1133 ,  VIO" a n d  T IE33,', are prim itive if and only
if  T t a n d  n o  are indecom posable. It is easy to see that indecomposability of
VA% and nor is equivalent to (ii).

I n  t h e  fo llo w in g  o f  th is  section, w e  assum e t h a t  a l l  inclusions are
connected.

Lemma 2.2: L et t r  he a normalized Markov trace an B 1 f or B0cB1
[pi ; i =1 ,-• •,n) m inim al central projections of A o , and set (p i =  (F t) i i  for
i = 1 n. Then the following are equivalent:

(1) A 2 (A 1, e Ao) ;

(ii) [B i : Bo] =  i(PT I tr (P . )
i=1

Proof. Let T r be  the Markov extension of tr to (B1, e B o ) . By the proof of
Lemma 2.1 in [10] , there exists a central projection z  of A 2  such that

A 2z. '"== (A1, gib)), and Tr (z) = [Bi: Bo] - i i tr ( p i ) .  So, (ii) is equivalent to
i=1

Tr (z) = 1, i.e., z =1 , and hence the statement follows.

and



Periodic commuting squares 183

Proposition 2.1. Let A2
=

 (A 1 U  eB0 ) "  and B 2 =  (B 1 , e,130 ,  and suppose
that A 2 is  *  - isomorphic to KAI, eA 0 ). Then we have
(i) [A i: A d =  [Bi: Bo],
(ii) T B,q'z=  CF1) - 1  p it F L
(iii) 1V4t= A t.

Proof. ( i )  Let tr be  a  normalized Markov trace, of modulus [B i : Bo ]  , on
B1 fo r  B0 c B 1 a n d  denote its extension to B 2 b y  T r . S in c e  A2 eA0) , we

have a  * - isomorpism 0: (41, eilo) — )Az such that e(ixieAoYi) ix ie B o Y i for

x i , y i G  A 1. T h e n  th e  t r a c e  T r ' o n  O h  eA0) defined  by  T r' =  T r 0 0  is a
normalized Markov trace for A I C  0 1 , e,10)  and has m odulus equal to [Bi: Bo].
By uniqueness of modulus of normalized Markov trace, we obtain that
[A i : A d=  [B i: B ot

(ii) L e t  {pi ; j  = 1 , ••• , n} a n d  (q i; j  = , m )  b e  minimal central
projections of A 0 and B o respectively, then {13 i =  (JA PJA1) ; i 1a n d
{ it,=JB z q j B z ; j =1 ,•••, m} are those of A 2 and B2 respectively, where

j 1 3 1  (resp. JA , )  is the cannonical conjugation on L2 (B 1 , tr) (resp. L 2 (A 1, tr)).
Hence it holds that (T i ) ii =trs4,Q3 4i) = T r  (4-i) - 1 Tr (P h ) .  Define a trace
Tr i ;  on a factor Adii by  Try (x) Tr x 5 )  for xEA2fi, then we see that
Tn .; (eB015i) = Tr (friiii)tr.40, ( e 0 06i) = Tr (1-5W.i) Tr (Fi) 'T r  (eso fii).  S i n c e  eB015 i=eBoPi
and ea0f54;=eBopigi, it follows that Tr (Fiiii ) = T r  (eBoPiqi) Tr ( -/-3- ;) Tr (eB,Pi) - 1 .

By using (1.8), we have that

Tr ■eB0P(D)( T ) 1,  Tr CV Tr (xFi)Tr (eBoPi) - i

=(P i Tr (e B o qi ) - i Tr (eB opigi)
= yoïlçbi Tr (q; ) 'T r  (pi g1 )

(PT'. {T.840

where (pz=  ( F , t )  and (Pi =  ( n )
(iii) Since eB0 EB'o fl A 2, w e see that (A 1A1') = [(B 21 ,)es o m ,: { A 2firdeBor',4]

a n d  (A%) [ (Bop,q,) eBon,q,]. B y  u s in g  (1 .4 )  a n d  (1.5) , it holds
th a t  (B2f,q,)eBor,q, (Bor,q ,)eB o p,,,, a n d  (A2ii,JeB o p,q,= (A ops,)eB o r,q „ so we have

N ow  w e ob ta in  a  neccesary a n d  sufficient c o n d itio n  fo r  a  commuting
square to be periodic

Theorem 2.1. A  commuting square (C ) is periodic if  and  only i f  there
exists a positive constant .1 such that F,t--= E n  and  11= 21,,, where n = dimc (A o ),
m =dimcZ (BO and I n  is  the identity matrix in( C ) .  M o r e o v e r ,  in  this case,
the constant A is equal to [Bi: 130] - 1

Proof. Suppose that the commuting square  (C ) is periodic, then it holds that
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A2= (Al, eAo) , F t "  = F t  and p ir  Ft fo r any k E N . By using Proposition
2.1, we have that T,BI".*=  (F t) - k  no(jt) k , th a t i s ,  (r ) if =  Çoi-k (n )  (,D. with
(Pi =  (F t)ii and Oi= (F73).u. Since a trace matrix is column-stochastic, we see

that yoïk  (n )  i f  0 = 1  for any k E N, so that (cpTIO;)k ( 7 1 ) i /  = 1 .  And

by (710 u=1, we obtain that 9i=  (Pi i f  (n ) 11 * 0 .  Because the inclusion

A0 c B 0  is connected, we conclude that (pi = t,b; for all i and j.
Conversely, we assume that there exists a positive constant /1 such that

F t= 24 , and .F4k=2/ f f i . By virtue of Lemma 2.2, it follows that 2= [B1: B 0] - 1

and A2'-="-' (A1, eao), so that 7 = T 4
4,''' ) . A nd by a sim ple calculation, we get

T t'= T }A'::: and T ik ''= 7 t .'  for any k EN. Since inclusions AocAl and BocBi
are  connected, it holds that T t"  and T t  are prim itive for k E N . Therefore
the commuting square  (C) is periodic.

Corollary 2.1. Let a diagram

Ao  c  B o c  Co

A 1 c  B 1  c  C1

consist of com m uting squares. If the two small commuting squares are periodic,
then the big commuting square is periodic.

Pro o f . By using Theorem 2.1, it follows that F.1=AI, F = A I m  and
F=2/1 for some 2 >0, and  hence the big commuting square is periodic.

The following theorem is one of main results of this section.

Theorem 2.2. Let [en=eBn-i; nEN1 be projections and
{Bn+1 = (B r, en) ;. n EN} f in ite  von Neumann algebras obtained by  iterating the
basic construction, and Put A +1 =  (A U {aid) "  f o r  n E N .  If  th e  commuting
square (C ) is periodic, then two increasing sequences {A O r=0,1,2,... and WO n=0,1,2,-.

satisfy Condition I.

Proo f . It is sufficient to prove that F BA : is periodic modulo 2. By using
Proposition 2 .1  and Theorem 2.1, we have T fit = 71'0 and A = A .  H e n c e  i t
holds that Fil l= F t .  Sim ilarly we can easily see that F IJI" = Ft.', for any n EN.

Corollary 2.2. If a commuting square (C ) is periodic, then

[B i : A1] -= [Bo: A o] .

Proof. Put A = (U nA n )" and B= (U nB n )". By the preceding theorem and
(1.4), we obtain that [B: A ] = [B u : An] for any n, so that

A l ] = [Bo: A 0] .
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Proposition 2 .2 . Set C1= (B1, eA,) and Co -=  (Bo U  {e A ,} )" . If the
commuting square (C ) is periodic, then Co----= (B(),

Proof. L e t (B, e i0  be  a  Hi factor obtained by the basic construction for
A cB, tr a  Markov trace on B, and Ipi ; i =1 ,•••, is} minimal central projections
of A o . From  (1.14) and Theorem 2.2, it follows that
(Bo U {eA})" (Bo, eA0) hence, by Lemma 2.2, we have that

LP-r i tr ( p i )  = [B: A ]  = [Bi: , w here 9i (n )  u .  A nd since tr I B i i s  a
1=1
Markov trace on B1 for A  C B I, w e obtain that (Bi U {eiti} )" =I': (Bo, eA0)

The periodic commuting squares have the symmetry as below.

Theorem 2 .3 . Let

(C

be a diagram of finite direct sums of finite factors such that any inclusions are
connected and indices are fin ite . Assume that this diagram is a  periodic
commuting square with respect to a  Markov trace on B 1 fo r  B o c B i ,  then the
commuting square

is periodic.

Proof. Since th e  tra c e  m atrix  7 "  i s  p rim itive  and  periodic modulo 2,
the re  ex ists  a n  in teger k  su c h  th a t a ll e n tr ie s  o f  7 t  a r e  s tr ic tly  positive.

A o c  Bo

Because the commuting s q u a re  n n is periodic, we have

A 2 k  c  B2k

(B o  U  {eA2k})" (Bo, cm) , b y  t h e  preceding p ro p o s itio n . A n d  by  using
Proposition 2.1, it follow s that T2"= (F4A%) T jk  Ft, where Co.= (Bo U {eA2k})"
and C2k = (B2k, eA2k) •  Now denote by / a  suffix  such  that (pi is m axim um  in
{91 ,•••, 0 , and Floo ( = Ft,) = diag ((Pi , • (Pn). T h e n  b y  (1 .2 ) it holds that

( T , t ) 1 = ( T )  i t  = 0 1. Since cpt i s  maximum, we obtain
i=1 i=1 i=1
that 9i=cp/ for i =1 ,—•, n, so that Ft=2 /n  with 2 = 9 / .  In the s a m e  way, we
g e t  th a t  P 4 ,  =  I m  fo r som e X > O . M oreover, by using the  above method to
th e  commuting sq u a re  (C) , it follows that A  =  2 ' a n d  hence th e  commuting
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square  (C') is periodic.

3. Examples

In th is section, we give some examples of periodic commuting squares and
the classification of particular ones.

Proposition 3.1. Let N be a  Hi  factor, G a finite abelian group of outer
-

automorphism of N and NAG, NAGAG be crossed products. Further set
K= (NU { I r ;  re G. } ) " ,  where fir is the implementing unitary f or TE 6. Then the
diagram

N C  N X 1  G

K  C  NXGAG .

is a periodic commuting square.

-
Proof. Put M -= N X G , =NAG AG and n  IG I. Then the  cannonical

conditional expectation Efvf : L - 111, is defined by Eif ( E x rttr) =•re, where x r EM
rE6

and e  is  the unit of C. Since ttr EN', any element y  of K is uniquely written
in the form y  = y  r ti r , where y r E N . Hence it follows that Elk (K) =N so that

Tee'
the diagram is a  commuting square. N ow , for g EG, define the projection

1 
P, by pg -= 2.,

"  
then  the projections {N; g C C }  are minimal central

r (-;
projections of K  and K  is  the direct sum of Npo (g EG ). So we have
T = A =  (1 ••• 1) and hence P k =  ( G1- 1 ). On the other hand, since 3 =  (1)
and Aif = ( IGI1/2 ), it holds that P I =  (IG H  Therefore the commuting square
is periodic by Theorem 2.1.

T h e  n e x t  e x a m p le  w a s  su g g e s te d  to  m e  b y  H .  Kosaki a n d  it i s
generalization of the above one.

Proposition 3.2. L et N  be a  11, factor, GDH finite groups, a an  outer
action of  G to N  and denote by /1 the action of  G to 1-  (G /H ) defined by the left
multiplication.
Then the diagram

C  (NOr (G/H))X1a&J-1

a G  c  (NOr (G / H))><1 aeÂG
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is a periodic commuting square.

Proof. Put L = (N Ol -  (G/H))>L0,3G, M= (M g r  (G/H)))1«021-1 and let p a

be the  implementing unitary for a g O 2 g . W e can easily see that the  algebras
NX iaG and L are  all i I i  factors and that

[L: N>l a G] [ N > l a G: N>l a H] = IG/H1. The canonical conditional expectation
E: L - - - '111 is defined by E  (E x ag o ) = Ex pttp, where x o E N O r  ( G / H ) .  So it

geG geH

follows that E (NXi a G) cNX1 a .H, hence the  d iagram  is a  commuting square.
Now put m =  [G: I I ]  and n=111\ G/HI, then there exist 91 ,••• , g m  G such that
G /H = {g1H ,•••,9,,H}  and H\G/ H = 11-19 , • • • , 119 n H) . We define projections
Pi ,•••,pn of M  by p i =  E  idO x ak H  and  se t (G/H) f = {gkH; g k E I N

g k E H g , l i

N  (i)  =1 (G / il f o r  i = 1  ,• • • ,n . B y  s im p le  c a lc u la t io n  w e  s e e  t h a t  the
projections (pi; i 1 ,•••, n ) a r e  minimal central projections of M . Since
M 1 =  ( N O  ( (G/H) i) ) > C o il /  a n d  (N X aH) pi = (N® Cid /2 «cm) 0) >aØAH, i t

follows that [Mp,: (N>1 -=1(G/H)il =N (i) , tha t is,

A w l =  (N (1) - • N (n)) . And by exinli= (1 ••• 1), we have that

( i N ( i ) )  = (IG/1-11) = (Fkx„G) - 1 . Therefore, by Theorem 2 .1 , the

diagram is a periodic commuting square.

L e t  N c M c L  b e  Ili fa c to rs  w ith  f in ite  in d ic e s  a n d  K  a  nonfactor
intermediate von Neumann algebra for N c L .  Now suppose that the diagram

N M

(D)
K C L

i s  a  com m uting  square . T hen  a  necessary a n d  sufficient condition for the
above diagram to be periodic is given by the next proposition.

Proposition 3.3. L et {pi; i =1 ,--•,n}  be minimal central projections of
K and tr  a  normalized trace on L. T h e n  the commuting square (D) is periodic if
and only if for any i

[Kp,: N01] = [L: MI tr (pi)  an d  [Lpi : Kp1] = [M: N]tr-  (p i ).

Proof. By a simple calculation it follows that
J=i(F 1 Pc1 ) = [ KPJ: N pi ) and

(FL
m ) diag (tr (pi) [ L p i:  m p i]  ,•  •  tr (Pn) - I  [Lo n : Mp ] ).
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Suppose tha t the  commuting square is periodic . B y using  T heorem  2.1

we obtain that [Kpi: Nt,] =  [L : M ] a n d  [Lp,: Mp1] =  [M: tr (pi )  for any i.

Now we set Q= (L„ ex), P =  (M U  tex ))" and q i= k P ik  for i = 1 ,••-, n, where .h,

is  the  canonical conjugation on L 2 (L, tr). Since AY = AI;  and n? = (4)̀ , we
have th a t  [Q q ,: Pq j  =  [Kp i : Np1]  a n d  [Q Q1 : L g i ] = [L p i : K p , ] .  From  the  equation
[Qq ,: Pq ] [P a,: Nq j=  [Q q ,: Lq j [ L q i : Nq ,], it follow s that [Kp,: Np i ] = [L: tr (pi ) .

Conversely, suppose that Npj= [L: tr (pi )  and
[Lp i : Kpj = [M: tr ( p )  f o r  any i, then
(Fi) diag (tr (P1) [L p i :  Mp1] ,•-•, tr (N) - 1 [Lpn : Mp.]) DU: Min.
O n  th e  o the r hand, w e  have  th a t 11 = ([M : N ] -

1 ). Hence th e  diagram is
periodic by Theorem 2.1.

W e  s e e  f ro m  t h e  p reced in g  th eo rem  th a t trace  m a trices  and  index
m atrices for inclusions in a periodic commuting squa re  a s  (D ) a re  expressed
by means of indices [I,: , [M: N] and the vector r= (tr ( p i )  , • • • ,  tr (p a ) ) .  I n
the following we assume that tr (pi ) • • tr (p,).

Theorem 3.1. Let N c M c L  be l j i factors such that indices [L: and
[M: N] are less than 4, and K a nonfactor intermediate van Neumann algebra for
N C L . Suppose that a diagram

N C M

K C L

is a periodic commuting square. Then
(i) [M: = [L:
(ii) the pair ([111: N]; r )  is one of the following:

(2; (1, (3; , (3 ; (1, , ( c o s '  17ro ,
1 C O S  2 ir

Proof. Let {pi; i=1 ,•••, n} be minimal central projections of K and
[Kp i : Np i ] ,  where n = d im cZ (K ). By assumption it holds that

[Kp,: Np,] = [L: 114] < 4 so that Ai < 4, and n = 2  or 3. Since

E {4cos 2 (7/m) = 3,4  ,•••), w e obtain  that ( [L: M ]; /11 ,•••, An) -= (2; 1,1) ,
(3; 1 ,2) , (3; 1 , 1 , 1) o r  (4cos2 (r/10); 1, 4cos 2 ( r / 5 ) ) .  Hence ( i i )  follows by
/1i= [L: tr ( p i ) .  Since [M: tr (pi ) E {4COS 2 (711M ); M  =  3 , 4 ,•••} for all i ,  we
can easily see [L: M]= [M: 1\1].

'T

(4 cos 2c o s '  fc, ) ) .
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Remark 3.1. T h e  periodic com m uting sq u a re  in  P ro p o s it io n  3.1

corresponds to  ([M : N];1 . ) = O a ,••., IA ,  and the one in Proposition 3.2

with G = S3 and  H-=S 2 corresponds to  (3; ( 1
3
-,

I n  t h e  r e s t  o f  t h i s  sec tion  w e  conside r the  c lassifica tion  o f periodic
commuting squares

N c  M

(E)
K C L

corresponding to ([M: N] ; = (2; -12-) ) •

Since N' nL D Z  ( 1 0  C@Cand [L: Al] =4, there exist a l l  fa c to r  P and
a n  automorphism a  o f  P  s u c h  th a t  (N C L) (POE C  P  M 2 (C) , where

)R.x. 0
0  a ( x )  

, x E P  . By Theorem 5 .4  o f  [11] , we m ay assume tha t a is

outer and a2 = id .  Moreover it follows that
(/), cP0M 2 (C )), where

Q= Y  );  x ,  yEd===-PX1Z2. On the other hand, by Remark 5 .5  of
a ( y )  a (x)

[11] we have that

N C M Pa CQ
• n n
K c  L S  c  P O M 2 (C )

P C PX1az2

(p U {p})" c PX1OEZ2X1a- 2

w here S = x
o ;  x ,  y  E P  and g  i s  th e  im plem enting unitary for

Therefore the next theorem follows, which asserts that the periodic commuting
square (E) is written in  the form of the one in Proposition 3.1.

Theorem 3.2. Let N c M c L  be ill factors such that [L: M]=[M: N] =2,
and K a nonfactor intermediate von Neumann algebra for N c L .  Suppose that the
diagram (E ) is a periodic commuting square . Then there exists an outer action of
Zy on N such that
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N C M aZ2

n n n
K C  L { p } ) "  c N N aZ 2X 1g2

where g is the implementing unitary for
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