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A  necessary and sufficient condition of local integrability
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§ 1 .  Introduction

Let X, be a  nowhere-zero C  complex vector field defined near a point P  in
R " . We shall say that Xi is locally integrable at P  if the equation X n u =  0  has C I

solutions ui , u2, ,  near P  such that dui A  du2 A  •  •  •  A d u i ( P )  0  0  (see [3],
[4], [5], and [12]).

Generally, the following is known: X , is locally integrable at P  if X, is real-
analytic or locally solvable at P  (see [14], for instance) but there exist non-solvable
vector fields which have no local integrability (due to Nirenberg [9]).

In this article we are concerned with the case where n = 2.
The equation X 2 u =  0  near P  can be transformed into that of the form

Lu (a, ia(t , x)e x )u = 0

near the origin in  R2 ,  where a(t , x) is  a  real-valued C "  function.
Though there are several partial results ([71, [8], [10], [11], [12], [13], [14] for

instance), the problem is open to get a necessary and sufficient condition for Lu =
0  to have a solution near the origin such that ex u 0 0:

Suppose that a(t , x) is real-analytic with respect to  x. Then the equation
Lu = 0  has such a solution b y  the existence theorem of Cauchy-Kovalevskaya-
Nagumo.

So let a(t, x ) be not real-analytic with respect to x. In the case where the
function t a(t, x) does not change sign in { t; ( t ,x )  E (91 for every x  by taking
a  neighborhood (9 of the origin, we see that the equation Lv = —iax (t, x) has a
Cœ) solution y near the origin by the local solvability of L ; thus we find that the
function

f t ex
exp{v(, x)},z1 +  I  exp{y(0,17)}4

Jo Jo

is one of the solutions satisfying the equation Lu = 0  with Ox u 0  0  near the origin.
In the last case where the function t —> a(t , x) changes sign in { t; (t, x) E (9} for

some x  by taking any small neighborhood CO of the origin, there exists an example
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of the equation* which admits no non-constant solutions in any neighborhood of
the origin ([9]). In the very case, a necessary and sufficient condition is yet to be
founded.

Concerning the Mizohata type vector fields, however, the following results due
to  Treves and Sjbstrand are obtained:

Theorem A  ([11]). A ssume that L  satisfies a(0,0) 0  and 0,a(0,0) 0 0. L  is
locally  integrable at th e  orig in  if  an d  on ly  i f  there ex ists a change of  local
coordinates such that L  becomes a  non-vanishing C '  function m ultiple of  the
Mizohata operator ex, ± iX la x 2 .

Theorem B ([10]). A ssume that L satisfies a(0, 0) =- 0 and 0,a(0, 0) 0 0. Then
there ex ist Cc° functions u+, which is defined in  t > 0 , and u ,  which is defined
in  t < 0, such that Ili-  (0 ,x) are  real, Ox u-± (0,x) > 0, an d  Lu -± = 0. L  is locally
integrable at the origin if  and only  if the function u+ - 1  o u(0, x ) is real analy tic at
the origin.

Remark. X2 is called a Mizohata type vector field if the following conditions
hold:
(i) X2 (0) and Y2 (0) are C-linearly dependent.
(ii) X2(0) and [X2(0), X2(0)] are C-linearly independent.

In  th is  article w e g ive  a  necessary and sufficient condition of the local
integrability for the class of L  satisfying that

min.{k; Oi
k a(0,x) 0 O f is constant and odd,

which involves the result of Theorem B.

X 2 . Suppose th a t min.{m; 4 °) and 4 m) a re  C-linearly
R em ark. Let us set 4 J) =  [ 4 ' 1) , X2] ( j  = 2,3, ...) , 4 1) = X2, and 4 °) =

independent} is locally
constant and o d d . T h e n  X2 becomes a non-vanishing Coe function multiple of the
operator L  satisfying the above condition.

§2. R esult

From  now  on, w e shall assume

a (t, x ) =  1 2(1‘) 1 b(t, X ),

where d  is  a positive integer and b(t, x) a positive Cc° function.

*  If X „ is locally integrable, then the equation X„u = 0 trivially has a non-trivial solution. But the
converse is not necessarily true; the reason is as follows: According to Fkilmander ( 12 1, Theorem 8.9.2),
there exist functions v and a belonging to  C '(R 2 )  and vanishing when t 0, such that

V, + ac(t, x)v, = 0, s u p p  v  =  f t ;  t 01.

If the equation u, + a(t,x )u„ = 0 has a solution such that u,(0, 0) 0 0 near the origin, then the function
v can be expressed as a holomorphic function of u, whence u must vanish identically near the origin; this
is  a  contradiction.



A necessary and sufficient condition of local integrability 687

W e may suppose that b(t, x ) has the following form ([15]):

b(t , x) a(t 2 , x) t f3(t2 , x),

where a(t, x ) and fl(t , x) are the real-valued C "  functions and Œ(t, x )  is positive.
Let us set L I and L 2  as follows:

L , _ + i t o t ( t d, x ) iti v 2df lo t i i,d , x ) } a x ,

L 2 a i d , Itpdflotl 1/d ,  x n .a x .

Now let us assume that L  is locally integrable at the orig in . Then we find
that there exist a positive constant T  a n d  a  function uo (t, x) E  C'([—T, T] x
[—  T , T ]) such that ax110 0 0  satisfying the following in  [0, T] x [ — T, T]:

ib (t o d, x )a x }u o ( t iod, x )

and
{at i b (  t  112d , W x }/40(—t 1 / 2 "

,  X )  = O.
Hence we find that the equations

(1) L i u, = {a, + ib(tiod ,x )a x } u ,(t,x ) = 0 in  [0, T] x  [—T, T]

and

(2) L2u2 = fa, + ib(— t i I 2 d  , X)a ,0112(t , X ) = 0 in  [0, T] x [—T, T]

have CI solutions ui (t, x )  and u2(t, x), respectively, such that ui (t, x ) and u2 (t, x)
have the same initial value uo(x ) on t = 0  such that /4(x ) 0  O.

Conversely, assume that (1) and (2) have C I solutions ui (t, x )  and u2(t, x),
respectively, in  a  semi-neighborhood U n ft > o} of the origin, where U denotes
a  neighborhood of the origin, such that /41(0, x) u 2 ( 0 ,  x )  and  ax ui (0, x) O.
Defining the function u(t, x )  b y u(t, x) = ui (t 2 d, x )  when t >  0  and by u(t. x) =
u2( —t2 ', x )  when t < 0 , we easily find that u(t, x) E CI ( U ) and Lu = 0  in  U.

Here, in order to make a  statement simple, we introduce the following

Definition. The Cauchy problems

{  L iu = 0

U lt-0 ui (x)

and

= 0
_o  = u 2 (x)

are compatible on t = 0 if each equation of L i u = 0 and L 2 u = 0 has a  C 1 solution
in  a  semi-neighborhood U f l { t >  0 1  of the origin such that u1 (x) = u 2(x )  and
u[ (x) O.
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Then we have the following

Proposition 1. L  is locally  integrable at the origin if  and only  if  the Cauchy
problems

and

{  Liu = 0
ult=0 =  u 1 (x)

L u  = 0
ult=o = u2(x)

are com patible on t = 0

So, we will investigate this compatibility condition.
Now, since Œ(t, x) > 0, w e can assume tha t the vector fields L i and L 2  are

elliptic with the coefficients of Holder continuous functions in  a  neighborhood

of the origin with exponent 
—2

1

d .
 H e re a f te r  let k  denote 1 or 2. Let denote

the set -UZI (t, x), Z2(t, T); Zk (t, e CI+ 1 1 2 d([— T ,T ] x  [ — T, TI), Z k ( 0 ,0 )  = 0,
LkZk(t, x) = 0 in [— T, T] x  [— T, T], 910Zk(t, x) > 0, and 30„Zk(t, x) > 01, where
T  denotes a positive constant.

Here we remark that the following fact follows from a  classical theorem on
Beltrami equation:

Lemma 2. S  0  O.

Our main result is stated as follows:

Theorem 3. L  is locally  integrable at the origin if  and only  if  there ex ist an
elem ent (Z i(t,x ),Z 2(t,x ), T o) e  and a A nction  f  which is holomorphic in  3 =
{z E c ; z = Z 2(0, X), X e (— To , TO} and satisfies Zi (0 , x) = f (Z2(0 , x)).

Remark. Theorem B  follows from Theorem 3.

N o w , le t  n  a n d  p  b e  a r b i t r a r y  positive in tegers. S e t  an ,p  =  1 /
f(n + p —  1)(n + p ) } .  Let 13n ,p  b e  the non-overlapping open disc  in  the (t.x)
plane with center (p ( a i ,p  +  a2 • • ±  a n -1 ,p  ±  an ,p 12), 0) and radius a„,p /2
and C,,, p  the closed disc in the (t, x ) plane with radius a„, p 14 and the same center
as

Denoting by f  any one of the non-negative C c  functions satisfying that
f„ , / , = 0 outside of B„,„ and f,,, p  > 0 inside of C„, p , we shall define the C6' function
r(t, x ) as follows:
(i) r(t, x) = f„, p  in  B„,p .
(ii) For t > 0 , r( t,x )  vanishes out side of the union of all the B„,p .
(iii) For t < 0 , r(t,x ) = r( — t, x).
Then we see:
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Corollary 4.

Ot + i2t(1 + tr(t 2 , x))0 x

is not locally  integrable at the origin.

The above example is obtained by modifying an example of Nirenberg ([91,
p. 8). This conclusion is contained in  [9], but we will prove this by applying
Theorem 3.

Next let us set

w = t + ix, = 2

1 01 1i dI t 1 1 / 2 d id , x) — 1
111(0 [11(t, x) =

It Ill2d /30111d 1
112(W) 112(t =  "  I

it1112d flo ll Id 1*

Then we see that the equation Lk u = 0 is transcribed into the equation 13u =
[k]

ittk(W)aw ti. Define the functions co, (n = 1, 2, . . .) of w as follows:

wink (w ) = 2 Br1ni fftik(C)W[nk-11 (C)

witi)k2(0°[nk--11(W )dC A  d( + 1,

where r  denotes a positive constant, and Br  = E C; < co[
o
k l (w) O.

It is well known that, by taking a  sufficiently small constant r,

cork ] (w) lim w ] (w)n-,00

exists, 0 0 in B r ,  belongs to C " 2" (Br ), and  satisfies

f f (C )c o [kl (C) Pk(w)w [kl (w) dc 
A  d +  I .a k i ( W )  =  Y zi J J (c

So we set

1 i f  t i k ( C ) a k i g )  ck dC+ w.W [ k ]  ( W )  =  Y r i  Br W
Then we have

Corollary 5. Assume that there exist the functions a(t, x) and )6 ( x ) satisfying:

JiB,PI(C)W W (C) 1 , t 2 ( C ) W [ 2 ] ( C )c i x  c k  ciC = c  ck A  dC.

2

a o t il Id /2dfl(t ±

Then L  is locally  integrable at the origin.

Exam ple. Let b( — t, x) = b(t, x). Then the above assumption is satisfied.
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§ 3. Proof of Lemma 2

Let ,tt be a real constant such that 0  <  < 1. Let p(C) be a C ( B r)  function
satisfying p(0) = 0 and Ip(C)1 < 1  in  B r . Then it is known that the following
result holds (see [11 for instance):

Theorem. The equation E4/ = p(C)W c has a C 1+P solution such that W (0) = 0
an d  Wc(0) 0 0 near the origin.

Set = xi +  ix 2 . For this solution W, we can easily take a  real number 0
such that

W} (0) > 0a n d ax, W}(0) > 0  hold.

Hence, we may assume that the above solution W satisfies

910 W(0) > 0 and 30, 2 W(0) > 0.

Now, by making use of the notation in the preceding section, the equation LkZ 1k  =
0 is transcribed into the equation 3,T z k = pk (w)awz k in the complex w p lane. It is
clear that p k (w)1 < 1 near the origin.

Therefore we can apply Theorem above to get Lemma 2.

§ 4. Proof of Theorem 3

Assume that L  is locally integrable at the origin. Then by Proposition 1, the
Cauchy problems

{ u = 0
ult=o =  (x)

and

L u = 0
ult-o = u2(x)

are compatible on t =  0 .  So, w e suppose that each equation of L iu = 0  and
L2u = 0 has a  C 1 solution in [0, T] x [— T, 7] such that u1 (x ) = u2(x) _= y(x) and
y' (x) 0.

From Lemma 2, there exists an element (Zi (t, x ). Z 2(t,x ), To) of Z, where To
can be assumed to be taken sufficiently small.

Since Z k  is a solution of LkZk = 0 such that '.110x Z k (t,x ) > 0, 3 0 ,Z k (t.x )  > 0,
there exists the holomorphic function hk (z ), where hk (z ) is holomorphic in {z c C:
z =  Zk (t, x), (t, x) c (0, To] x [—To, To]}, such that uk (t,x ) = hk (Z k (t,x )) in [0, To] x
[—To , To].

We observe that hk (Z k (t,x )) e CI ([0, To ] x [ — To, To ]) and hk (Z k (0 ,x )) = y(x).
So we have
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1 hk(z)dz
(3-1) 14(1 ', X ) =

27u –  Z k ( )
in  (t, x) e (0, To ) x (– To , To),

z t , X

where C k  denotes {z e C; z  = Zk (t, (t, 0([0, To] x [– Toll 1.
Divide the C k  into the two parts Jk  =  { Z  e C; z = Zk (0 , X), X  E  [— T o , T O  and

–= C k \Jk .  Setting zk = Zk (0, x) and F k  (z) = hk (z )IJk , w e have

1 fF k ( z ) d z 1 fh k ( z ) d z
(3-2) F k ( 4 )  =  P•V • -Fn .

Z  — Zk L7C1 j Z ZkL711

Defining the function f k'  by

1 f hk(C)ck
fk (z) = c z

we find that f k  (z ) is holomorphic in {z; z e C Y }. N a m e ly , f k  i s  holomorphic
in C \{  z  e  C ;z  = Z k (t,x),(t,x) e 0([0, To] x  [–To, To], \{(0, x); – T o x  T o )  1.
From  (3.2), w e have

r i ( z i ) _ p . v .  I  f ( z ) d z
(3-3) 2ni z –

and

r2(z2) p . v .  1  f  T2(z)dz
= J2(z2)•(3-4) 2ni 112 z  z 2

So, applying a  well-known formula (we refer (107.15) in  p . 330 of Musk-
helishvili [6], for instance) to  (3.3) and (3.4), w e obtain the following:

(3.5) r i (z i ) = +
ji A l(z )(z  – z i)'

4 2 , f ( z ) d z

F2 (z 2 ) f 2 (z 2 )  3
7

i A2 ( z2 ) p.v. t2 A  2 (
f
z
2
)
(
(
Z
z

) d
!  z  2 )  

„  4 2
(3.6)

where

A i(z ) = (z  —  Z 1(0, T o))(log3)127,i ( Z — 1(0, T o ))(
—log 3)/27ri

7

A 2(z ) = (Z  —  Z 2(0, T o))(10g3)127u (Z  —  Z 2(0, — T 0))(-10g 3)127z/

Since T i (zi ) = T2(z2) = y (x ), from (3.5), (3.6), and y'(x) 0 , we obtain

1 (z)dz
(3.7) (ZI (0, x)) + A  (Z i (0, x)) p.v.

A i(z ) (z  Z i (0 , x))

2 (
= .f2(Z2( 0 , x)) +  

1
—
2 7 r i

A2(Z2(0, x)) p.v. f z ) d z  
.1.„ A 2 (z )(z -z2 (0 ,x »
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and

1 i(z)dz(3.8) —
d  

{ f i (Z i (0, x)) + -s-ri A l(Z1(0,x))P.v .
f

A  1  \ Z \)}0  0dx tiikz )

I z  -  I Xil

for x e  (- To, To).
Since

f i (Z 1 (0 ,  x))
1 f (z)dz 1 f  i (Z (0 ,  x)) A  (Z  (0 ,  x))

2iti j i  A  (z )(z  -  Z1(0, x)) 2 A (Z1(0 ,  x)) ± 2 n i

Z (0 , To) -  Z  (0 , x)x  lo g  

Z 1 (O, - To) - (0, x)

f 1 (z) (Z (0 , x)) 
1 f  A  ( z )  A i (4(0 , x ))

 d z
+  

2ni z - Z, (0 , x)

and

f2 (z2 (0, x)) 

—: 
f 2  (z)dz f2(Z2(0. x)) A 2 ( Z 2 ( 0 , x)) p.v.

27u h  A2 (Z ) (Z  — Z2(0, X ))  2 A2 (Z2 (0, X )) 2ni

Z 2 (0, To) - Z2(0, x)
X  l o g  

Z2(0, - To) -  Z2 (0, X )

f2 (z)f 2  ( Z 2  ( 0 , x)) 
1 A2 (Z) A 2  (Z 2  (0 , X ))  d z .+  

2 n i j , z  -  Z2(0, X )

the left-hand side of (3.7) =

73 1 Zi (0, To) -  Z 1 (0, x)  )
f i  ( Z i  ( 0 ,  x ) )

-

2

 +  —

2 7 7 i

 lo g  

Zi (0, - To) -  ( 0 ,  x)

(z) (zt (0, x)) 
A I (zi (0, x)) f  Al(z) A  ( Z x)) d z

2ni ji z  - Z1(0, x)

and the right-hand side of (3.7) =

[ 3 1 Z2(0, To) - Z2(0, x)
27ri ' o g  Z 2 (0 ,  TO) Z2 (°, x ) f 2 ( Z 2 ( ° '  X ) )

f2( z ) f2 (Z2 ( 0 1 X ))  

A 2 (Z 2 (0 , x))
 f  A 2 (z) A 2 (Z 2 (0, x)) dz.

2ni , j, z  -  Z2 (0, X )
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Denoting by gi (Z,(0, x)) the  function

(z) (Z, (0, x)) 
A i (Z1(0, x)) I' A  ( z ) A 1(Z1(0, x))  d z

2ni j z  -  Z i (0, x)

and by y 2 (Z 2 (0, x)) the  function

693

f 2(z )f 2 ( z 2 ( 0 , x ) )  
A 2(Z2(0, x)) A2(z) A 2 (Z 2 (0 , x ))  d z

2ni j, z  -  Z2(0, X)

we see that gi is the holomorphic function of Z1(0, x) in a neighborhood of
{z c C; z  = Z 1 (0, x), x e To, To)} and g 2 i s  the holomorphic function of Z2(0 , X)

in  a  neighborhood of {z E C; z  = Z2(0, x), x e (- To, To)}.
Setting Fk (Z) =

(3 1 Z  k (0 , T o) -  Z-

2

 +  -
27ri

lo g  

Zk (0, - T o )  -  Z ) .
f k (z )  +  g k (z ) ,

we have
F i(Z  (0 , X )) = F2(Z2(0, X)) in ( - T o , To).

Here we note that 0 by (3.8). So we find that there locally exists f
1- ' 1 0F2.

Hence, we can take a positive constant which is denoted by the same letter To

such that the following holds:
(Z, (t, x), Z2(t, x), T o )  e  S , f  is holom orphic i n  3 = {z e C; z = Z2(0, x), x

(- To , To )} , and Z, (0, x) = f (Z2(0, x)).
This ends the proof o f necessity.
Next we prove sufficiency.
Assume th a t the condition stated in  Theorem  3 holds. Then w e can take

a positive constant T  sm aller that To a n d  a  neighborhood U o f  3  where f  is
holomorphic such that It Z2([ -T  ,T ] x  [- T, T]).

Let us define the functions u, (t, x ) and u2(t, x) in [0, T] x [ - T, 71 as follows:

(t, x ) = Z, (t, x) and u2(t, x) = f  (Z2(t, x))•

Then it follow s that L, u, =- L2 u2 = 0, u, (0, x) = Z, (0, x) = f  (Z 2 (0 , x)) = u2(0, x)
and u; (0, x) O.

§ 5. Proof of Corollary 4

A ssum e the con tra ry . B y  T heo rem  3 , w e  see  tha t the re  ex is t (Z1(t, x),
Z2(t, x), T )  a n d  a  function f  satisfying the  following:

at z , + +ItIll 2 r(t, x))i),,Z ] = 0,

a,z2 +1(1 - iti' 12 1-(t,o a x z 2 = o,
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Zi (0 , x) = f (Z2(0, x)),

Zk(t, x) e C 1+ 1  /2" ([— T , T] x [—T, T]),

Zk(0,0) = 0, '.ROxZk(t, x) >0 , 30 x Zk(t , x) > 0,a n d

f  is holomorphic in  21 where It D Z2([—T, T] x [—T, T]).

Moreover, we may suppose that

91 U' (z2(t, x )) 0 xZ2(t, x)} > 0, 3{f/(Z2(t, x))a,cZ2(t, x)} > 0

in  [0, x [—T , T ], since Z 1 (0, x) = f (Z2(0, x)).
Since, when t > 0, L k  = ia x  outside o f  U Bn  f o r  non-negative t ,  we

have

(at + iax)(Zi (t, —  f (Z2 (t, x ))) =  atz, + il3 Z 1 — f' (z2(t, x))(atz2 +iax z 2)=o

outside o f  U n , p B,,,p . Hence, since Z1(0, x) — f  (Z 2 (0, x)) = 0, we get

Z 1 (t, x ) = f (Z2(t, X ) )  outside o f  U Bn,p
n, p

fo r  non-negative t  b y  the unique continuation p roperty . N ow  w e can  take  p
sufficiently large such that for every n

93{ r(z 2 (t, x ))a,z2(t, x)} > o, 3{ f  (z2(t,x ))axz2(t,x )}  >

and

9ax z 2 (t,x)> o, ziax z 2 (t,x)> 0

hold in  B,,,p . Set G = G(t, =  Z1 (t, —  f (z2 (t X ) ) .  Then w e have

JJ d(GdZi) = GdZ i = 0.
OB„ p

Therefore it must hold that

0 = 3 ff d(GdZi )

= 3

B„,,

( GtOxZi — Gx 0,,,Z1)dtdx

=

P

f  (z2)L i (G)0 „Z i dtdx
B p

= 3 .1 . 18„,p 
2ir(t, x)f' (Z2)0 x Z20,Zi dtdx

=  f 2r(t, x)(91{.1 . ' (Z2)ax.Z2} 3 0.,-Z 1 + at.f ./ (Z2)a.,,Z2191axZI)dtdx.
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But

2 r(t,x)( 9if f  '(Z2)a,,Z213axZi + 3 1f /(Z2)a ,(Z219iaxZI )dtdx

is positive; this is contradictory.

§ 6. Proof o f Corollary 5

Being nearly clear, the proof is as follows:
Without loss of generality we may suppose 10 ' 1(0) = O. It clearly  holds that

w[k](w) = pk (w)a„,w[k](w), aw w[k](w) = w[ki(w) o O.

Multiplying a  suitable complex constant by (w) = w [ic] (t, x) a n d  taking a
positive constant T sufficiently small, we may further assume that 9--taI w[k] > 0 and

W [kI > 0 hold in  [—T, T] x [— T , T ]. Thus we see

( W [11 (t,x), IV [2] (t, x), T) e Z.

Since

el (0, x ) = I li1 (C ) W[11(C) c1C A +C—ix

and

W [2 1  (C  x ) =
/12(c) w[21 g ) cr

ck  -1 - ix ,C—ix

it follow s that W[ 11(0, x) = W[21 (0, x) by our assumption.
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