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#### Abstract

Let $B_{1, t}^{H}, \cdots, B_{d, t}^{H}$ be $d$ independent fractional Brownian motions with Hurst parameter $H \in(0,1)$. Denote $X_{t}=\left(B_{1, t}^{H}, \cdots, B_{d, t}^{H}\right)$ and let $\delta$ be the Dirac delta function. It is shown that when $H<\min (3 /(2 d), 2 /(d+$ 2)), the (renormalized) self-intersection local time of fractional Brownian motion, $\int_{0}^{T} \int_{0}^{t} \delta\left(X_{t}-X_{s}\right) d s d t-\mathbb{E} \int_{0}^{T} \int_{0}^{t} \delta\left(X_{t}-X_{s}\right) d s d t$, is in $D_{1,2}$, where $D_{1,2}$ is the Meyer-Watanabe test functional space, i.e. the $L^{2}$ space of "differentiable" functionals, whose precise meaning is given in Section 2.


## 1. Introduction

Since the work of Varadhan [22], the self-intersection local times of Brownian motion has been studied by many authors. Chaos expansion approach is useful in determining their smoothness (see [1], [8], [9], [10], [15], [18] and the references therein). In particular, the exact smoothness in the sense of MeyerWatanabe is discussed in [1], [10]. Let us mention relevant result: It is shown in [1] that when $d=2$, the self-intersection local time of Brownian motion is in $D_{\alpha, 2}$ for all $\alpha<1$ and it is not in $D_{1,2}$ (see (2.2) for the definition of $D_{\alpha, 2}$ ). As illustrated in [1], the smoothness is important in stochastic quantization.

On the other hand, fractional Brownian motions have recently been studied extensively. It is natural to extend the results on the self-intersection local time of Brownian motion to fractional Brownian motion cases. Let $H \in(0,1)$. A (real valued) Gaussian process $B_{t}^{H}, 0 \leq t \leq T$, is called a fractional Brownian motion with the Hurst parameter $H$ if its mean is 0 and its covariance is given by

$$
\begin{equation*}
\operatorname{Cov}\left(B_{t}^{H}, B_{s}^{H}\right)=\frac{1}{2}\left[t^{2 H}+s^{2 H}-|t-s|^{2 H}\right] . \tag{1.1}
\end{equation*}
$$
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Let $B_{1, t}^{H}, \cdots, B_{d, t}^{H}$ be $d$ independent fractional Brownian motions, let $X_{t}=$ $\left(B_{1, t}^{H}, \cdots, B_{d, t}^{H}\right)$, and let $X=\left(X_{t}, 0 \leq t \leq T\right)$. Let $\delta(x), x \in \mathbb{R}^{d}$, be the Dirac delta function, i.e. formally $\int_{\mathbb{R}^{d}} \delta(x) f(x) d x=f(0)$. The following formal expression

$$
I(d, H, T)=\int_{0}^{T} \int_{0}^{t} \delta\left(X_{t}-X_{s}\right) d s d t
$$

is called the self-intersection local time of fractional Brownian motion $X$. In [19], it is shown that when $d=2$ and when $1 / 2<H<3 / 4, I(d, H, T)-$ $\mathbb{E} I(d, H, T)$ is square integrable. There are also studies on self-intersection local time for more general Gaussian processes using the local nondeterminism property (see [2]-[6]. This property is also used in [19]). In this paper we shall study the smoothness of $I(d, H, T)-\mathbb{E} I(d, H, T)$ in any dimension and for any Hurst parameter $H \in(0,1)$.

As indicated in [7], any square integrable functional $F$ of a fractional Brownian motion can be written as $F=\sum_{n=0}^{\infty} F_{n}$, where $F_{n}$ is the $n$-th chaos of $F$ (see also the explanation in the next section). Define $D_{1}:=$ $\left\{F ; \sum_{n=0}^{\infty} n \mathbb{E}\left|F_{n}\right|^{2}<\infty\right\}$. ( $D_{1}$ is usually denoted by $D_{1,2}$ in the Malliavin calculus). The main result of this paper is as follows (see Theorem 3.2 below).

Main Result. When $H<\min (3 /(2 d), 2 /(d+2)), I(d, H, T)-\mathbb{E} I(d, H$, T) is in $D_{1}$.

The proof of this main result will utilize the local nondeterminism of the fractional Brownian motions. This approach is also applicable to more general Gaussian processes. Therefore it is stated a result for general Gaussian processes in Section 2. In Section 3, this result is applied to the fractional Brownian motions.

The condition $H<\min (3 /(2 d), 2 /(d+2))$ is also "optimal" in the sense that when $H \geq \min (3 /(2 d), 2 /(d+2)), I(d, H, T)-\mathbb{E} I(d, H, T)$ might not be in $D_{1}$. In fact, it is shown in [1] that when $d=2, I(d, H, T)-\mathbb{E} I(d, H, T)$ is not in $D_{1}$ (Note that when $d=2, \min (3 /(2 d), 2 /(d+2))=1 / 2$.) It is also interesting to note that when $d=2$, although $I(d, H, T)-\mathbb{E} I(d, H, T)$ is not in $D_{1}$ for $H=1 / 2$, however, once $H<1 / 2, I(d, H, T)-\mathbb{E} I(d, H, T)$ is in $D_{1}$. Hence, $H=1 / 2$ is a critical value.

While this paper is in revision, its idea is being applied to the local time of fractional Brownian motions in [14].

## 2. The general approach

Let $\Omega$ be the space of continuous $\mathbb{R}^{d}$-valued functions $\omega$ on $[0, T]$. Then $\Omega$ is a Banach space with respect to the sup norm. Let $\mathcal{F}$ be the Borel $\sigma$-algebra on $\Omega$. Let $P$ be a probability measure on the measurable space $(\Omega, \mathcal{F})$. Let $\mathbb{E}$ denote the expectation on this probability space. Let $X=\left(X_{t}, 0 \leq t \leq T\right)$ be a $d$-dimensional Gaussian processes on $(\Omega, \mathcal{F}, P)$ with mean 0 and covariance matrices

$$
\operatorname{Cov}\left(X_{t}, X_{s}\right)=\mathbb{E}\left(X_{s} X_{t}^{T}\right), \quad 0 \leq s, \quad t \leq T,
$$

where $A^{T}$ denotes the transpose of a matrix (or vector) $A$. The Gaussian process $X_{t}$ can also be considered as $d$ real valued Gaussian processes $X_{t}^{1}, \cdots, X_{t}^{d}$, $0 \leq t \leq T$.

Denote the variance matrices of a random vector $X$ by $\operatorname{Var}(X)=\operatorname{Cov}(X$, $X)$.

We define a square integrable nonlinear functional $F$ of the Gaussian process $X$ as a real (or complex) valued functional on $\Omega$ such that

$$
\mathbb{E}\left(F^{2}\right)=\int_{\Omega}|F(\omega)|^{2} P(d \omega)<\infty .
$$

The set of all square integrable functionals is denoted by $L^{2}$.
Let $p\left(x_{1}, \cdots, x_{k}\right)$ be a polynomial of degree $n$ of $k$ variables $x_{1}, \cdots, x_{k}$. Then $p\left(X_{t_{1}}^{i_{1}}, \cdots, X_{t_{k}}^{i_{k}}\right)$ is called a polynomial functional of $X$, where $t_{1}, \cdots, t_{k} \in$ $[0, T]$ and $1 \leq i_{1}, \cdots, i_{k} \leq d$. Let $\mathcal{P}_{n}$ be the completion with respect to the $L^{2}$ norm of the set of all polynomials of degree less than or equal to $n$. Then $\mathcal{P}_{n}$ is a subspace of $L^{2}$. Let $\mathcal{C}_{n}$ be the orthogonal complement of $\mathcal{P}_{n-1}$ in $\mathcal{P}_{n}$. Then $L^{2}$ is the direct sum of $\mathcal{C}_{n}$, i.e.

$$
L^{2}=\oplus_{n=0}^{\infty} \mathcal{C}_{n}
$$

Namely, for any functional $F$ in $L^{2}$, there are $F_{n}$ in $\mathcal{C}_{n}, n=0,1,2, \cdots$, such that

$$
\begin{equation*}
F=\sum_{n=0}^{\infty} F_{n} . \tag{2.1}
\end{equation*}
$$

This decomposition is called the chaos expansion of $F . F_{n}$ is called the $n$-th chaos of $F$. It is easy to see that $F_{0}=\mathbb{E}(F)$. From the orthogonality it follows

$$
\mathbb{E}|F|^{2}=\sum_{n=0}^{\infty} \mathbb{E}\left|F_{n}\right|^{2}
$$

To simplify notation we also denote $\|F\|=\left(\mathbb{E}|F|^{2}\right)^{1 / 2}$. We refer to [11], [12], [16], [17], [21], and the references therein for a more detailed study of chaos expansion.

As in the Malliavin calculus, we introduce the spaces of "smooth" functionals in the sense of Meyer-Watanabe [23]:

$$
\begin{equation*}
D_{\alpha}^{H}=D_{\alpha, 2}^{H}=\left\{F \in L^{2}:\|F\|_{\alpha}^{2}=\sum_{n=0}^{\infty}(n+1)^{\alpha}\left\|F_{n}\right\|^{2}<\infty\right\} \tag{2.2}
\end{equation*}
$$

For simplicity the super index will be omitted when there is no ambiguity. Introduce the second quantization operator $\Gamma(u)$ on $L^{2}$ by the following identity:

$$
\begin{equation*}
\Gamma(u) F=\sum_{n=0}^{\infty} u^{n} F_{n} \tag{2.3}
\end{equation*}
$$

if $F$ is given by (2.1), $|u| \leq 1$. Denote

$$
F(u)=\Gamma(\sqrt{u}) F .
$$

Thus $F=F(1)$. In the following we denote $\gamma_{F}(u)=d / d u\left(\|F(u)\|^{2}\right)$. The following lemma is easy to verify.

Lemma 2.1. (a) Let $F$ be in $L^{2}$. Then $F \in D_{1}$ if and only if $\gamma_{F}(1)<$ $\infty$.
(b) If $F=\sum_{n=1}^{\infty} F_{n}$, where $F_{n} \in \mathcal{C}_{n}$ and $\gamma_{F}(1)<\infty$, then $F \in D_{1}$.

In addition to the polynomial functionals, the functional of the form

$$
e^{a_{1} X_{t_{1}}+\cdots+a_{n} X_{t_{n}}}, \quad \text { where } \quad a_{1}, \cdots, a_{n} \in \mathbb{R}^{d}, \quad 0 \leq t_{1}, \cdots, t_{n} \leq T
$$

will also be used in what follows. They are called exponential functionals. We shall find the chaos expansion of some exponential functionals.

Define the Hermite polynomials

$$
H_{n}(x)=\frac{(-1)^{n}}{n!} e^{x^{2} / 2} \frac{\partial^{n}}{\partial x^{n}} e^{-x^{2} / 2}
$$

In this paper we denote the scalar product of two vectors $x$ and $y$ in $\mathbb{R}^{d}$ by $x y$ or $\langle x, y\rangle$. It is easy to find the chaos expansion of $e^{i u \xi\left(X_{t}-X_{s}\right)+(1 / 2) u^{2}\left\langle\xi, \operatorname{Var}\left(X_{t}-X_{s}\right) \xi\right\rangle}$, where $i=\sqrt{-1}$. In fact it is easy to check that

$$
\begin{align*}
& e^{i u \xi\left(X_{t}-X_{s}\right)+\frac{1}{2} u^{2}\left\langle\xi, \operatorname{Var}\left(X_{t}-X_{s}\right) \xi\right\rangle} \\
& \quad=\sum_{n=0}^{\infty}(i u)^{n} \sigma(s, t, \xi)^{n} H_{n}\left(\frac{\xi\left(X_{t}-X_{s}\right)}{\sigma(s, t, \xi)}\right), \tag{2.4}
\end{align*}
$$

where $\sigma(s, t, \xi)=\sqrt{\left\langle\xi, \operatorname{Var}\left(X_{t}-X_{s}\right) \xi\right\rangle}$. One can verify that $(i u)^{n} \sigma(s, t, \xi)^{n}$ $\times H_{n}\left(\xi\left(X_{t}-X_{s}\right) / \sigma(s, t, \xi)\right)$ is the $n$-th chaos of $e^{i u \xi\left(X_{t}-X_{s}\right)+1 / 2 u^{2}\left\langle\xi, \operatorname{Var}\left(X_{t}-X_{s}\right) \xi\right\rangle}$.

In this section we shall study the self-intersection local time of $X$. It is defined formally by the following expression:

$$
\begin{equation*}
I(T, X):=\int_{0}^{T} \int_{0}^{t} \delta\left(X_{t}-X_{s}\right) d s d t \tag{2.5}
\end{equation*}
$$

where $\delta$ is the Dirac delta function at 0 . We will give a general condition so that $I(T, X)-\mathbb{E} I(T, X)$ is in $D_{1}$. This condition will be applied to fractional Brownian motions in the next section.

As in [10], [19] , we approximate the Dirac delta function by the heat kernel (as $\varepsilon \rightarrow 0$ )

$$
P_{\varepsilon}(x)=\frac{e^{-|x|^{2} / 2 \varepsilon}}{(2 \pi \varepsilon)^{d / 2}}=\int_{\mathbb{R}^{d}} \frac{1}{(2 \pi)^{d}} e^{i x \xi} e^{-\varepsilon|\xi|^{2} / 2} d \xi
$$

Thus we shall study

$$
\begin{align*}
I_{\varepsilon}(T, X) & =\int_{0}^{T} \int_{0}^{t} P_{\varepsilon}\left(X_{t}-X_{s}\right) d s d t  \tag{2.6}\\
& =\frac{1}{(2 \pi)^{d}} \int_{0}^{T} \int_{0}^{t} \int_{\mathbb{R}^{d}} e^{i \xi\left(X_{t}-X_{s}\right)} e^{-\varepsilon|\xi|^{2} / 2} d \xi d s d t .
\end{align*}
$$

It is easy to verify that for any $\varepsilon>0, I_{\varepsilon}(T, X)$ is an element of $D_{1}$. We will give conditions so that $I_{\varepsilon}(T, X)-\mathbb{E} I_{\varepsilon}(T, X)$ is convergent in $D_{1}$ as $\varepsilon \rightarrow 0$. As in [1], [19], [18], [15], in order to show the convergence in $D_{1}$, we know that the most important point is to show the boundedness of $I_{\varepsilon}(T, X)-\mathbb{E} I_{\varepsilon}(T, X)$ in $D_{1}$ as $\varepsilon \rightarrow 0$. Therefore as in the above mentioned papers, we will give detailed argument to show the boundedness and leave the convergence issue to the readers.

First we want to find the chaos expansion of $I_{\varepsilon}(T, X)$. To this end we need to find the chaos expansion of

$$
\begin{equation*}
e^{i \xi\left(X_{t}-X_{s}\right)}=e^{-\frac{1}{2}\left\langle\xi, \operatorname{Var}\left(X_{t}-X_{s}\right) \xi\right\rangle} e^{i \xi\left(X_{t}-X_{s}\right)+\frac{1}{2}\left\langle\xi, \operatorname{Var}\left(X_{t}-X_{s}\right) \xi\right\rangle} \tag{2.7}
\end{equation*}
$$

Let us define

$$
\mathcal{E}_{u}(X)=e^{u X-\frac{1}{2} u^{2} \operatorname{Var}(X)} .
$$

By (2.4), the second factor in (2.7) is

$$
\mathcal{E}_{1}\left(i \xi\left(X_{t}-X_{s}\right)\right)=\sum_{n=0}^{\infty} i^{n} H_{n}\left(\xi, X_{t}-X_{s}\right)
$$

where

$$
H_{n}\left(\xi, X_{t}-X_{s}\right)=\sigma(s, t, \xi)^{n} H_{n}\left(\frac{\xi\left(X_{t}-X_{s}\right)}{\sigma(s, t, \xi)}\right)
$$

with $\sigma(s, t, \xi)=\sqrt{\left\langle\xi, \operatorname{Var}\left(X_{t}-X_{s}\right) \xi\right\rangle}$. That means, the $n$-th chaos of $\mathcal{E}_{1}\left(i \xi\left(X_{t}\right.\right.$ $\left.-X_{s}\right)$ ) is the coefficients of $u^{n}$ of $\mathcal{E}_{u}\left(i \xi\left(X_{t}-X_{s}\right)\right)$. Thus the $n$-th chaos of $e^{i \xi\left(X_{t}-X_{s}\right)}$ is the coefficients of $u^{n}$ of $\mathcal{F}_{u}$, where

$$
\mathcal{F}_{u}(s, t, \xi)=e^{-\frac{1}{2}\left\langle\xi, \operatorname{Var}\left(X_{t}-X_{s}\right) \xi\right\rangle} \mathcal{E}_{u}\left(i \xi\left(X_{t}-X_{s}\right)\right) .
$$

Therefore we have

$$
\Gamma(u) I_{\varepsilon}(T, X)=\frac{1}{(2 \pi)^{d}} \int_{0}^{T} \int_{0}^{t} \int_{\mathbb{R}^{d}} \mathcal{F}_{u}(s, t, \xi) e^{-\varepsilon|\xi|^{2} / 2} d \xi d s d t
$$

Denote

$$
\begin{equation*}
\kappa_{\varepsilon}(u, T, X)=\mathbb{E}\left|\Gamma(\sqrt{u}) I_{\varepsilon}(T, X)\right|^{2} . \tag{2.8}
\end{equation*}
$$

Now we are going to estimate $\kappa_{\varepsilon}(u, T, X)$. Let $\mathcal{T}=\left\{0<s<t<T ; 0<s^{\prime}<\right.$ $\left.t^{\prime}<T\right\}$. It is easy to see

$$
\begin{aligned}
& \kappa_{\varepsilon}(u, T, X) \\
& =\frac{1}{(2 \pi)^{2 d}} \int_{\mathcal{T}} \int_{\mathbb{R}^{2 d}} \mathbb{E}\left\{\mathcal{F}_{\sqrt{u}}(s, t, \xi) \mathcal{F}_{\sqrt{u}}\left(s^{\prime}, t^{\prime}, \eta\right)\right\} e^{-\varepsilon\left(|\xi|^{2}+|\eta|^{2}\right) / 2} d \xi d \eta d s d t d s^{\prime} d t^{\prime} .
\end{aligned}
$$

To compute the above expectation the following identity will be useful:

$$
\mathbb{E}\left(\mathcal{E}_{u}(X) \mathcal{E}_{v}(Y)\right)=e^{u v \operatorname{Cov}(X, Y)}
$$

It is also easy to check that

$$
\operatorname{Cov}\left(\xi\left(X_{t}-X_{s}\right), \eta\left(X_{t^{\prime}}-X_{s^{\prime}}\right)\right)=\left\langle\xi, \operatorname{Cov}\left(X_{t}-X_{s}, X_{t^{\prime}}-X_{s^{\prime}}\right) \eta\right\rangle
$$

Thus

$$
\mathbb{E}\left(\mathcal{E}_{\sqrt{u}}\left(i \xi\left(X_{t}-X_{s}\right)\right) \mathcal{E}_{\sqrt{u}}\left(i \eta\left(X_{t^{\prime}}-X_{s^{\prime}}\right)\right)\right)=e^{-u\left\langle\xi, \operatorname{Cov}\left(X_{t}-X_{s}, X_{t^{\prime}}-X_{s^{\prime}}\right) \eta\right\rangle} .
$$

Consequently,

$$
\begin{align*}
\mathbb{E} & \left(\mathcal{F}_{\sqrt{u}}(s, t, \xi) \mathcal{F}_{\sqrt{u}}\left(s^{\prime}, t^{\prime}, \eta\right)\right)  \tag{2.9}\\
& =e^{-\frac{1}{2}\left\langle\xi, \operatorname{Var}\left(X_{t}-X_{s}\right) \xi\right\rangle-u\left\langle\xi, \operatorname{Cov}\left(X_{t}-X_{s}, X_{t^{\prime}}-X_{s^{\prime}}\right) \eta\right\rangle-\frac{1}{2}\left\langle\eta, \operatorname{Var}\left(X_{t^{\prime}}-X_{s^{\prime}}\right) \eta\right\rangle} .
\end{align*}
$$

Since the above expectation is positive,

$$
\int_{\mathbb{R}^{2 d}} \mathbb{E}\left\{\mathcal{F}_{\sqrt{u}}(s, t, \xi) \mathcal{F}_{\sqrt{u}}\left(s^{\prime}, t^{\prime}, \eta\right)\right\} e^{-\varepsilon\left(|\xi|^{2}+|\eta|^{2}\right) / 2} d \xi d \eta
$$

is bounded by

$$
\begin{equation*}
\int_{\mathbb{R}^{2 d}} \mathbb{E}\left\{\mathcal{F}_{\sqrt{u}}(s, t, \xi) \mathcal{F}_{\sqrt{u}}\left(s^{\prime}, t^{\prime}, \eta\right)\right\} d \xi d \eta \tag{2.10}
\end{equation*}
$$

From (2.9) it follows that (2.10) is bounded by

$$
\begin{equation*}
(2 \pi)^{d} \operatorname{det}\left(A\left(u ; s, t, s^{\prime}, t^{\prime}\right)\right)^{-1 / 2} \tag{2.11}
\end{equation*}
$$

where

$$
\begin{align*}
& A\left(u ; s, t, s^{\prime}, t^{\prime}\right) \\
& \quad=\left(\begin{array}{cc}
\operatorname{Var}\left(X_{t}-X_{s}\right) & u \operatorname{Cov}\left(X_{t}-X_{s}, X_{t^{\prime}}-X_{s^{\prime}}\right) \\
u \operatorname{Cov}\left(X_{t}-X_{s}, X_{t^{\prime}}-X_{s^{\prime}}\right) & \operatorname{Var}\left(X_{t^{\prime}}-X_{s^{\prime}}\right)
\end{array}\right) . \tag{2.12}
\end{align*}
$$

Thus we obtain

$$
\begin{equation*}
\kappa_{\varepsilon}(u, T, X) \leq \frac{1}{(2 \pi)^{d}} \int_{\mathcal{T}}\left(\operatorname{det} A\left(u ; s, t, s^{\prime}, t^{\prime}\right)\right)^{-1 / 2} d s d t d s^{\prime} d t^{\prime} \tag{2.13}
\end{equation*}
$$

From now on we assume that $X_{t}^{1}, \cdots, X_{t}^{d}$ are independent Gaussian process. Denote

$$
\begin{gathered}
\Lambda=\operatorname{diag}\left(\alpha_{1}, \cdots, \alpha_{d}\right)=\operatorname{Var}\left(X_{t}-X_{s}\right) \\
\tilde{\Lambda}=\operatorname{diag}\left(\tilde{\alpha}_{1}, \cdots, \tilde{\alpha}_{d}\right)=\operatorname{Var}\left(X_{t^{\prime}}-X_{s^{\prime}}\right) \\
\Xi=\operatorname{diag}\left(\rho_{1}, \cdots, \rho_{d}\right)=\operatorname{Cov}\left(X_{t}-X_{s}, X_{t^{\prime}}-X_{s^{\prime}}\right),
\end{gathered}
$$

and

$$
A_{\varepsilon}(u)=\left(\begin{array}{cc}
\Lambda+\varepsilon I & u \Xi \\
u \Xi & \tilde{\Lambda}+\varepsilon I
\end{array}\right)
$$

where diag means the diagonal matrix. Then it follows from (2.9) that

$$
\begin{aligned}
\kappa_{\varepsilon}(u, T, X)= & \frac{1}{(2 \pi)^{2 d}} \int_{\mathcal{T}} \int_{\mathbb{R}^{2 d}} e^{-\frac{1}{2}\left\langle\xi, \operatorname{Var}\left(X_{t}-X_{s}\right) \xi\right\rangle-u\left\langle\xi, \operatorname{Cov}\left(X_{t}-X_{s}, X_{t^{\prime}}-X_{s^{\prime}}\right) \eta\right\rangle} \\
& e^{-\frac{1}{2}\left\langle\eta, \operatorname{Var}\left(X_{t^{\prime}}-X_{s^{\prime}}\right) \eta\right\rangle} e^{-\varepsilon\left(|\xi|^{2}+|\eta|^{2}\right) / 2} d \xi d \eta d s d t d s^{\prime} d t^{\prime} \\
= & \frac{1}{(2 \pi)^{d}} \int_{\mathcal{T}}\left(\operatorname{det} A_{\varepsilon}\left(u ; s, t, s^{\prime}, t^{\prime}\right)\right)^{-1 / 2} d s d t d s^{\prime} d t^{\prime} .
\end{aligned}
$$

Hence

$$
\begin{aligned}
& \frac{d}{d u} \kappa_{\varepsilon}(u, T, X) \\
& \quad=-C \int_{\mathcal{T}}\left(\operatorname{det} A_{\varepsilon}\left(u ; s, t, s^{\prime}, t^{\prime}\right)\right)^{-3 / 2} \frac{d}{d u} \operatorname{det} A_{\varepsilon}\left(u ; s, t, s^{\prime}, t^{\prime}\right) d s d t d s^{\prime} d t^{\prime}
\end{aligned}
$$

where $C$ is a positive constant.
It is easy to verify that

$$
\operatorname{det}\left(A_{\varepsilon}(u)\right)=\prod_{i=1}^{d}\left[\left(\alpha_{i}+\varepsilon\right)\left(\tilde{\alpha}_{i}+\varepsilon\right)-u^{2} \rho_{i}^{2}\right] .
$$

By differentiating the above expression with respect to $u$, we obtain

$$
\frac{d}{d u} \operatorname{det}\left(A_{\varepsilon}(u)\right)=-2 u \sum_{j=1}^{d} \prod_{i \neq j}\left[\left(\alpha_{i}+\varepsilon\right)\left(\tilde{\alpha}_{i}+\varepsilon\right)-u^{2} \rho_{i}^{2}\right] \rho_{j}^{2} .
$$

Therefore

$$
\begin{aligned}
& \operatorname{det}\left(A_{\varepsilon}(u)\right)^{-3 / 2} \frac{d}{d u} \operatorname{det}\left(A_{\varepsilon}(u)\right) \\
& \quad=-2 u \prod_{i=1}^{d}\left[\left(\alpha_{i}+\varepsilon\right)\left(\tilde{\alpha}_{i}+\varepsilon\right)-u^{2} \rho_{i}^{2}\right]^{-1 / 2} \sum_{j=1}^{d}\left[\left(\alpha_{j}+\varepsilon\right)\left(\tilde{\alpha}_{j}+\varepsilon\right)-u^{2} \rho_{j}^{2}\right]^{-1} \rho_{j}^{2} \\
& \quad \geq-2 u \prod_{i=1}^{d}\left[\alpha_{i} \tilde{\alpha}_{i}-u^{2} \rho_{i}^{2}\right]^{-1 / 2} \sum_{j=1}^{d}\left[\alpha_{j} \tilde{\alpha}_{j}-u^{2} \rho_{j}^{2}\right]^{-1} \rho_{j}^{2} \\
& \quad=\operatorname{det}\left(A\left(u, s, t, s^{\prime}, t^{\prime}\right)\right)^{-3 / 2} \frac{d}{d u} \operatorname{det}\left(A\left(u, s, t, s^{\prime}, t^{\prime}\right)\right)
\end{aligned}
$$

Thus we have

$$
\begin{align*}
& \frac{d}{d u} \kappa_{\varepsilon}(u, T, X) \\
& \quad \leq-C \int_{\mathcal{T}}\left(\operatorname{det} A\left(u ; s, t, s^{\prime}, t^{\prime}\right)\right)^{-3 / 2} \frac{d}{d u} \operatorname{det} A\left(u ; s, t, s^{\prime}, t^{\prime}\right) d s d t d s^{\prime} d t^{\prime} \tag{2.14}
\end{align*}
$$

Remark 1. (a) It is easy to see that $\operatorname{det} A\left(u ; s, t, s^{\prime}, t^{\prime}\right)$ is a decreasing function of $u$. For example, in the 1-dimensional case, $\operatorname{det}\left(\begin{array}{cc}a & u b \\ u b & c\end{array}\right)=a c-$ $u^{2} b^{2}$ which is decreasing.
(b) When the RHS of (2.13) or (2.14) is infinity, then the corresponding inequality is understood trivial.

Now put $\Theta_{\varepsilon}=I_{\varepsilon}(T, X)-\mathbb{E} I_{\varepsilon}(T, X)$. Then by (2.14), we have that

$$
\gamma_{\Theta_{\varepsilon}}(u) \leq-C \int_{\mathcal{T}} \Delta\left(u, X, s, t, s^{\prime}, t^{\prime}\right)^{-3 / 2} \tilde{\Delta}\left(u, X, s, t, s^{\prime}, t^{\prime}\right) d s d t d s^{\prime} d t^{\prime}
$$

where $C$ is a positive constant and

$$
\Delta\left(u, X, s, t, s^{\prime}, t^{\prime}\right)=\operatorname{det}\left(A\left(u ; s, t, s^{\prime}, t^{\prime}\right)\right)
$$

and

$$
\tilde{\Delta}\left(u, X, s, t, s^{\prime}, t^{\prime}\right)=\frac{d}{d u} \operatorname{det}\left(A\left(u ; s, t, s^{\prime}, t^{\prime}\right)\right)
$$

Thus from Lemma 2.1 it follows
Theorem 2.2. Let $X=\left(X_{t}, 0 \leq t \leq T\right)$ be a $\mathbb{R}^{d}$-valued Gaussian processes with independent components. Let $A\left(u ; s, t, s^{\prime}, t^{\prime}\right), \Delta\left(u, X, s, t, s^{\prime}, t^{\prime}\right)$, and $\tilde{\Delta}\left(u, X, s, t, s^{\prime}, t^{\prime}\right)$ be defined as above. Denote
$\Delta\left(X, s, t, s^{\prime}, t^{\prime}\right)=\Delta\left(1, X, s, t, s^{\prime}, t^{\prime}\right)$, and $\tilde{\Delta}\left(X, s, t, s^{\prime}, t^{\prime}\right)=\tilde{\Delta}\left(1, X, s, t, s^{\prime}, t^{\prime}\right)$.
Then $I(T, X)-\mathbb{E}[I(T, X)]$ is in $D_{1}$ if

$$
\begin{equation*}
\int_{\mathcal{T}} \Delta\left(X, s, t, s^{\prime}, t^{\prime}\right)^{-3 / 2} \tilde{\Delta}\left(X, s, t, s^{\prime}, t^{\prime}\right) d s d t d s^{\prime} d t^{\prime}>-\infty \tag{2.15}
\end{equation*}
$$

Remark 2. We shall call the determinant $\Delta\left(u, X, s, t, s^{\prime}, t^{\prime}\right)$ the increment correlation determinant for the Gaussian process $X$.

## 3. Fractional Brownian motions

In this section we apply Theorem 2.2 (i.e. (2.15)) to the fractional Brownian motions. The main result of this paper will be proved.

Let $H \in(0,1)$ be a parameter. A (real valued) Gaussian process $B_{t}^{H}$, $0 \leq t \leq T$, is called a fractional Brownian motion with the Hurst parameter $H$ if its mean is 0 and its covariance is given by

$$
\begin{equation*}
\operatorname{Cov}\left(B_{t}^{H}, B_{s}^{H}\right)=\frac{1}{2}\left[t^{2 H}+s^{2 H}-|t-s|^{2 H}\right] . \tag{3.1}
\end{equation*}
$$

From (3.1) the following identities follow easily:

$$
\begin{equation*}
\operatorname{Var}\left(B_{t}^{H}-B_{s}^{H}\right)=|t-s|^{2 H} \tag{3.2}
\end{equation*}
$$

and

$$
\begin{align*}
& \operatorname{Cov}\left(B_{t}^{H}-B_{s}^{H}, B_{t^{\prime}}^{H}-B_{s^{\prime}}^{H}\right) \\
& \quad=\frac{1}{2}\left[\left|s-t^{\prime}\right|^{2 H}+\left|t-s^{\prime}\right|^{2 H}-\left|t-t^{\prime}\right|^{2 H}-\left|s-s^{\prime}\right|^{2 H}\right] . \tag{3.3}
\end{align*}
$$

We will use the property of the local nondeterminism of the fractional Brownian motions (see e.g. [2], [3], [4], [5], [6]), which states: if $0 \leq t_{1}<t_{2}<\cdots<t_{n} \leq$ $T$, then there is a constant $k>0$ so that

$$
\begin{equation*}
\operatorname{Var}\left(\sum_{i=2}^{n} u_{i}\left(B_{t_{i}}^{H}-B_{t_{i-1}}^{H}\right)\right) \geq k \sum_{i=2}^{n} u_{i}^{2}\left|t_{i}-t_{i-1}\right|^{2 H} \tag{3.4}
\end{equation*}
$$

for any vector $\left(u_{2}, u_{3}, \cdots, u_{n}\right)$. This property is also used in [19] for the study of self-intersection local time of two dimensional fractional Brownian motions. In the remaining part of this paper $k$ will be a generic positive constant whose values may differ from line to line. We also assume that $k$ is sufficiently small, however, positive.

Let us now estimate the following increment correlation determinant

$$
\begin{align*}
& d_{H}\left(s, t, s^{\prime}, t^{\prime}\right)  \tag{3.5}\\
& \quad:=\operatorname{det}\left(\begin{array}{cc}
\operatorname{Var}\left(B_{t}^{H}-B_{s}^{H}\right) & \operatorname{Cov}\left(B_{t}^{H}-B_{s}^{H}, B_{t^{\prime}}^{H}-B_{s^{\prime}}^{H}\right) \\
\operatorname{Cov}\left(B_{t}^{H}-B_{s}^{H}, B_{t^{\prime}}^{H}-B_{s^{\prime}}^{H}\right) & \operatorname{Var}\left(B_{t^{\prime}}^{H}-B_{s^{\prime}}^{H}\right)
\end{array}\right) \\
& \quad=\operatorname{Var}\left(B_{t}^{H}-B_{s}^{H}\right) \operatorname{Var}\left(B_{t^{\prime}}^{H}-B_{s^{\prime}}^{H}\right)-\operatorname{Cov}\left(B_{t}^{H}-B_{s}^{H}, B_{t^{\prime}}^{H}-B_{s^{\prime}}^{H}\right)^{2}
\end{align*}
$$

where $0<s<t<T, 0<s^{\prime}<t^{\prime}<T$. There are three possibilities of the position of the two intervals $(s, t)$ and $\left(s^{\prime}, t^{\prime}\right)$. They are disjoint; the one contains the another; or they are overlapped but no one contains the another. For different cases, we will have different estimates.

In the following lemma, the letters $a, b$, and $c$ denote the lengths of the left interval, the middle interval, and the right interval determined by $s, t, s^{\prime}, t^{\prime}$. We also denote

$$
\begin{gather*}
\lambda=\operatorname{Var}\left(B_{t}^{H}-B_{s}^{H}\right)^{2}=|t-s|^{2 H}  \tag{3.6}\\
\rho=\operatorname{Var}\left(B_{t^{\prime}}^{H}-B_{s^{\prime}}^{H}\right)^{2}=\left|t^{\prime}-s^{\prime}\right|^{2 H} \tag{3.7}
\end{gather*}
$$

and

$$
\begin{align*}
\mu & =\operatorname{Cov}\left(B_{t}^{H}-B_{s}^{H}, B_{t^{\prime}}^{H}-B_{s^{\prime}}^{H}\right) \\
& =\frac{1}{2}\left[\left|t^{\prime}-s\right|^{2 H}+\left|t-s^{\prime}\right|^{2 H}-\left|t^{\prime}-t\right|^{2 H}-\left|s^{\prime}-s\right|^{2 H}\right] . \tag{3.8}
\end{align*}
$$

Lemma 3.1. Let $B_{t}^{H}, 0 \leq t \leq T$ be a (real valued) fractional Brownian motion with the Hurst parameter $H$. Let $d_{H}\left(s, t, s^{\prime}, t^{\prime}\right)$ be defined by (3.5). Namely,

$$
d_{H}\left(s, t, s^{\prime}, t^{\prime}\right)=\lambda \rho-\mu^{2}
$$

(1) Let $0<s<s^{\prime}<t<t^{\prime}<T$. Denote $a=s^{\prime}-s$, $b=t-s^{\prime}$, and $c=t^{\prime}-t$. Then

$$
\begin{equation*}
d_{H}\left(s, t, s^{\prime}, t^{\prime}\right) \geq k\left[(a+b)^{2 H} c^{2 H}+(b+c)^{2 H} a^{2 H}\right] \tag{3.9}
\end{equation*}
$$

(2) Let $0<s^{\prime}<s<t<t^{\prime}<T$. Denote $a=s-s^{\prime}, b=t-s$, and $c=t^{\prime}-t$. Then

$$
\begin{equation*}
d_{H}\left(s, t, s^{\prime}, t^{\prime}\right) \geq k(a+b+c)^{2 H} b^{2 H} \tag{3.10}
\end{equation*}
$$

(3) Let $0<s<t<s^{\prime}<t^{\prime}<T$. Denote $a=t-s$ and $c=t^{\prime}-s^{\prime}$. Then

$$
\begin{equation*}
d_{H}\left(s, t, s^{\prime}, t^{\prime}\right) \geq k a^{2 H} c^{2 H} \tag{3.11}
\end{equation*}
$$

Proof. First we prove (1). By the local nondeterminism (3.4), for all $u$ and $v$,

$$
\begin{aligned}
& \operatorname{Var}\left(u\left(B_{t}^{H}-B_{s}^{H}\right)+v\left(B_{t^{\prime}}^{H}-B_{s^{\prime}}^{H}\right)\right) \\
& \quad=\operatorname{Var}\left(u\left(B_{s^{\prime}}^{H}-B_{s}^{H}\right)+(u+v)\left(B_{t}^{H}-B_{s^{\prime}}^{H}\right)+v\left(B_{t^{\prime}}^{H}-B_{t}^{H}\right)\right) \\
& \quad \geq k\left(a^{2 H} u^{2}+b^{2 H}(u+v)^{2}+c^{2 H} v^{2}\right)
\end{aligned}
$$

This implies that

$$
\lambda u^{2}+2 \mu u v+\rho v^{2} \geq k\left(a^{2 H} u^{2}+b^{2 H}(u+v)^{2}+c^{2 H} v^{2}\right)
$$

Namely

$$
\left(\lambda-k a^{2 H}-k b^{2 H}\right) u^{2}+2\left(\mu-k b^{2 H}\right) u v+\left(\rho-k b^{2 H}-k c^{2 H}\right) v^{2} \geq 0
$$

for all $u$ and $v$. Hence the discriminant of the left hand side of the above inequality must satisfy

$$
\left(\lambda-k a^{2 H}-k b^{2 H}\right)\left(\rho-k b^{2 H}-k c^{2 H}\right)-\left(\mu-k b^{2 H}\right)^{2} \geq 0
$$

So

$$
\begin{aligned}
d_{H}\left(s, t, s^{\prime}, t^{\prime}\right)= & \lambda \rho-\mu^{2} \\
\geq & k \lambda\left(b^{2 H}+c^{2 H}\right)+k \rho\left(a^{2 H}+b^{2 H}\right)-2 k \mu b^{2 H} \\
& -k^{2}\left(a^{2 H} b^{2 H}+b^{2 H} c^{2 H}+a^{2 H} c^{2 H}\right)
\end{aligned}
$$

Since $\mu^{2} \leq \lambda \rho$,

$$
\mu \leq \sqrt{\lambda \rho} \leq \frac{1}{2}(\lambda+\rho) .
$$

Therefore

$$
d_{H}\left(s, t, s^{\prime}, t^{\prime}\right) \geq k\left(\lambda c^{2 H}+\rho a^{2 H}\right)-k^{2}\left(a^{2 H} b^{2 H}+b^{2 H} c^{2 H}+a^{2 H} c^{2 H}\right)
$$

But in this case

$$
\lambda=(a+b)^{2 H}, \quad \rho=(b+c)^{2 H}
$$

Thus

$$
\lambda c^{2 H}+\rho a^{2 H} \geq \frac{1}{2}\left(a^{2 H} b^{2 H}+b^{2 H} c^{2 H}+a^{2 H} c^{2 H}\right) .
$$

Therefore when $k$ is small enough we have

$$
d_{H}\left(s, t, s^{\prime}, t^{\prime}\right) \geq k\left[(a+b)^{2 H} c^{2 H}+(b+c)^{2 H} a^{2 H}\right]
$$

Secondly, we prove (2). In this case $\lambda=b^{2 H}$ and $\rho=(a+b+c)^{2 H}$. By the local nondeterminism (3.4), for all $u$ and $v$,

$$
\begin{aligned}
& \operatorname{Var}\left(u\left(B_{t}^{H}-B_{s}^{H}\right)+v\left(B_{t^{\prime}}^{H}-B_{s^{\prime}}^{H}\right)\right) \\
& \quad=\operatorname{Var}\left(u\left(B_{t}^{H}-B_{s}^{H}\right)+v\left(B_{s}^{H}-B_{s^{\prime}}^{H}\right)+v\left(B_{t}^{H}-B_{s}^{H}\right)+v\left(B_{t^{\prime}}^{H}-B_{t}^{H}\right)\right) \\
& \quad \geq k\left(b^{2 H} u^{2}+\left(a^{2 H}+b^{2 H}+c^{2 H}\right) v^{2}\right) .
\end{aligned}
$$

This implies that

$$
\lambda u^{2}+2 \mu u v+\rho v^{2} \geq k\left(b^{2 H} u^{2}+\left(a^{2 H}+b^{2 H}+c^{2 H}\right) v^{2}\right) .
$$

Consequently,

$$
\left(\lambda-k b^{2 H}\right)\left(\rho-k a^{2 H}-k b^{2 H}-k c^{2 H}\right)-\mu^{2} \geq 0
$$

Thus

$$
\begin{aligned}
d_{H}\left(s, t, s^{\prime}, t^{\prime}\right) & =\lambda \rho-\mu^{2} \\
& \geq k \lambda\left(a^{2 H}+b^{2 H}+c^{2 H}\right)+k \rho b^{2 H}-k^{2}\left(a^{2 H}+b^{2 H}+c^{2 H}\right) b^{2 H} \\
& \geq k(a+b+c)^{2 H} b^{2 H}
\end{aligned}
$$

when $k$ is sufficiently small. This proves (2).
Lastly we show (3). In this case $\lambda=a^{2 H}$ and $\rho=c^{2 H}$. By (3.4),

$$
\operatorname{Var}\left(u\left(B_{t}^{H}-B_{s}^{H}\right)+v\left(B_{t^{\prime}}^{H}-B_{s^{\prime}}^{H}\right)\right) \geq k\left(a^{2 H} u^{2}+c^{2 H} v^{2}\right) .
$$

Thus

$$
\lambda u^{2}+2 \mu u v+\rho v^{2} \geq k\left(a^{2 H} u^{2}+c^{2 H} v^{2}\right) .
$$

Hence

$$
\left(\lambda-k a^{2 H}\right)\left(\rho-k c^{2 H}\right)-\mu^{2} \geq 0
$$

This implies that

$$
\lambda \rho-\mu^{2} \geq k a^{2 H} c^{2 H}
$$

This completes the proof of the lemma.
Now let $X_{t}^{H}=\left(B_{1, t}^{H}, \cdots, B_{d, t}^{H}\right), 0 \leq t \leq T$ be $d$ independent fractional Brownian motions. We shall study the self-intersection local time of the $d$ dimensional fractional Brownian motions $X_{t}^{H}$ :

$$
I(d, H, T)=\int_{0}^{T} \int_{0}^{t} \delta\left(X_{s}^{H}-X_{s}^{H}\right) d s d t
$$

We are interested in the smoothness of $I(d, H, T)-\mathbb{E} I(d, H, T)$. We will continue to use the notations introduced earlier. Recall

$$
d_{H}\left(u, s, t, s^{\prime}, t^{\prime}\right)=\lambda \rho-u \mu^{2}
$$

where $\lambda, \rho$, and $\mu$ are defined by (3.6)-(3.8). Since $B_{1, t}^{H}, \cdots, B_{d, t}^{H}$ are independent,

$$
\Delta\left(u, X^{H}, s, t, s^{\prime}, t^{\prime}\right)=d_{H}\left(u, s, t, s^{\prime}, t^{\prime}\right)^{d}
$$

It is then easy to see that

$$
\begin{align*}
& \Delta\left(u, X^{H}, s, t, s^{\prime}, t^{\prime}\right)^{-3 / 2} \tilde{\Delta}\left(u, X^{H}, s, t, s^{\prime}, t^{\prime}\right) \\
& \quad=-d_{H}\left(u, s, t, s^{\prime}, t^{\prime}\right)^{-\frac{d}{2}-1} \mu^{2} \tag{3.12}
\end{align*}
$$

Now we state the main result of this paper.
Theorem 3.2. If $H<\min (3 /(2 d), 2 /(d+2))$, then $I(d, H, T)-\mathbb{E} I(d$, $H, T)$ is in $D_{1}$.

Proof. By (3.12) and Theorem 2.2 it suffices to show that

$$
\int_{\mathcal{T}} d_{H}\left(s, t, s^{\prime}, t^{\prime}\right)^{-d / 2-1} \mu^{2} d s d t d s^{\prime} d t^{\prime}<\infty
$$

where $\mathcal{T}=\left\{0<s<t<T, 0<s^{\prime}<t^{\prime}<T\right\}$. Therefore it suffices to show that for $j=1,2,3$,

$$
\begin{equation*}
\int_{\mathcal{T}_{j}} d_{H}\left(s, t, s^{\prime}, t^{\prime}\right)^{-d / 2-1} \mu^{2} d s d t d s^{\prime} d t^{\prime}<\infty \tag{3.13}
\end{equation*}
$$

where $\mathcal{T}_{1}=\left\{s, t, s^{\prime}, t^{\prime} ; 0<s<s^{\prime}<t<t^{\prime}<T\right\}, \mathcal{T}_{2}=\left\{s, t, s^{\prime}, t^{\prime} ; 0<s^{\prime}<s<\right.$ $\left.t<t^{\prime}<T\right\}$, and $\mathcal{T}_{3}=\left\{s, t, s^{\prime}, t^{\prime} ; 0<s<t<s^{\prime}<t^{\prime}<T\right\}$.

As in Lemma 3.1, in what follows the symbols $a, b$, and $c$ always denote the lengths of the left interval, the middle interval, and the right interval determined by the four points $s, t, s^{\prime}$, and $t^{\prime}$. It is elementary to see that (3.13) is true if there are $\alpha, \beta, \gamma>-1$ such that

$$
\begin{equation*}
d_{H}\left(s, t, s^{\prime}, t^{\prime}\right)^{-d / 2-1} \mu^{2} \leq C a^{\alpha} b^{\beta} c^{\gamma} \tag{3.14}
\end{equation*}
$$

where and in what follows $C$ will denote a generic constant whose value may differ in different occasions. Our strategy to show (3.13) is to derive estimates of the type (3.14) in three different cases corresponding to $\mathcal{T}_{1}, \mathcal{T}_{2}$, and $\mathcal{I}_{3}$.
(1) When $0<s<s^{\prime}<t<t^{\prime}<T$, we denote $a=s^{\prime}-s, b=t-s^{\prime}$, and $c=t^{\prime}-t$. By Lemma 3.1, we have

$$
d_{H}\left(s, t, s^{\prime}, t^{\prime}\right) \geq k\left[(a+b)^{2 H} c^{2 H}+(b+c)^{2 H} a^{2 H}\right] .
$$

In this case

$$
\begin{aligned}
\mu & =(a+b+c)^{2 H}+b^{2 H}-a^{2 H}-c^{2 H} \\
& =\left(a^{2}+b^{2}+c^{2}+2 a b+2 a c+2 b c\right)^{H}+b^{2 H}-a^{2 H}-c^{2 H} \\
& \leq 2 b^{2 H}+2^{H} a^{H} b^{H}+2^{H} a^{H} c^{H}+2^{H} b^{H} c^{H} .
\end{aligned}
$$

Thus

$$
\mu^{2} \leq C\left(a^{2 H} b^{2 H}+a^{2 H} c^{2 H}+b^{2 H} c^{2 H}\right)+C b^{4 H}
$$

Since each term in the above bracket is dominated by $d_{H}\left(s, t, s^{\prime}, t^{\prime}\right)$. Thus there is a constant $C$ such that

$$
\begin{align*}
& d_{H}\left(s, t, s^{\prime}, t^{\prime}\right)^{-d / 2-1} \mu^{2}  \tag{3.15}\\
& \quad \leq C d_{H}\left(s, t, s^{\prime}, t^{\prime}\right)^{-d / 2}+C d_{H}\left(s, t, s^{\prime}, t^{\prime}\right)^{-d / 2-1} b^{4 H}
\end{align*}
$$

The first term of the right hand side of (3.15) is estimated by

$$
\begin{aligned}
d_{H}\left(s, t, s^{\prime}, t^{\prime}\right)^{-d / 2} & \leq C\left[(a+b)^{2 H} c^{2 H}+(b+c)^{2 H} a^{2 H}\right]^{-d / 2} \\
& \leq C\left[(a+b)^{H}(b+c)^{H} a^{H} c^{H}\right]^{-d / 2}
\end{aligned}
$$

Using the inequalities $a+b \geq C a^{2 / 3} b^{1 / 3}$, we have

$$
d_{H}\left(s, t, s^{\prime}, t^{\prime}\right)^{-d / 2} \leq C a^{-2 d H / 3} b^{-2 d H / 3} c^{-2 d H / 3}
$$

The exponent $-2 d H / 3$ is greater than -1 if the condition of the theorem is satisfied. To estimate the second term in (3.15), we have

$$
\begin{aligned}
d_{H}\left(s, t, s^{\prime}, t^{\prime}\right)^{-d / 2-1} b^{4 H} & \leq C\left((a+b)^{2 H} c^{2 H}+(b+c)^{2 H} a^{2 H}\right)^{-\frac{d+2}{2}} b^{4 H} \\
& \leq C\left(b^{2 H} c^{2 H}+b^{2 H} a^{2 H}\right)^{-\frac{d+2}{2}} b^{4 H} \\
& \leq C a^{-\frac{d+2}{2} H} c^{-\frac{d+2}{2} H} b^{-(d+2) H+4 H}
\end{aligned}
$$

If $d \leq 6$ and if the condition of the theorem is satisfied, then we see that all the exponents are greater than -1 .

When $d>6$, for $\alpha, \beta \geq 0, \alpha+\beta=1$,

$$
\begin{aligned}
d_{H}\left(s, t, s^{\prime}, t^{\prime}\right)^{-d / 2-1} b^{4 H} & \leq C\left((a+b)^{H} c^{H} a^{H}(b+c)^{H}\right)^{-\frac{d+2}{2}} b^{4 H} \\
& =C a^{-(\alpha+1) \frac{d+2}{2} H} c^{-(\alpha+1) \frac{d+2}{2} H} b^{-\beta(d+2) H+4 H}
\end{aligned}
$$

Let $\alpha=(d-6) /(3 d+6), \beta=(2 d+12) /(3 d+6)$. Then

$$
d_{H}\left(s, t, s^{\prime}, t^{\prime}\right)^{-d / 2-1} b^{4 H} \leq C a^{-\frac{2 d H}{3}} b^{-\frac{2 d H}{3}} c^{-\frac{2 d H}{3}}
$$

This implies (3.13) for $j=1$.
(2) Let us consider the case $0<s^{\prime}<s<t<t^{\prime}$. We will consider the cases $H \geq 1 / 2$ and $H<1 / 2$ separately. If $H \geq 1 / 2$, then

$$
\begin{aligned}
\mu & =(b+c)^{2 H}+(a+b)^{2 H}-a^{2 H}-c^{2 H} \\
& =2 H b \int_{0}^{1}\left[(a+b u)^{2 H-1}+(c+b u)^{2 H-1}\right] d u \\
& \leq C b(a+b+c)^{2 H-1} .
\end{aligned}
$$

Thus

$$
\mu^{2} \leq C b^{2}(a+b+c)^{4 H-2}
$$

Therefore by (3.10)

$$
\begin{aligned}
d_{H}\left(s, t, s^{\prime}, t^{\prime}\right)^{-d / 2-1} \mu^{2} & \leq C\left((a+b+c)^{2 H} b^{2 H}\right)^{-d / 2-1} b^{2}(a+b+c)^{4 H-2} \\
& \leq C(a+b+c)^{-(d+2) H+4 H-2} b^{-(d+2) H+2} \\
& =C(a+b+c)^{-(d-2) H-2} b^{-(d+2) H+2}
\end{aligned}
$$

Let $\alpha=2 H d /(3 d H+6-6 H) \in(0,1)$. Since $(6+d) H \leq 6$, which is implied by the condition of the theorem, we have that $1-2 \alpha \geq 0$. Using the inequality

$$
a+b+c \geq C a^{\alpha} c^{\alpha} b^{1-2 \alpha}
$$

we obtain

$$
d_{H}\left(s, t, s^{\prime}, t^{\prime}\right)^{-d / 2-1} \mu^{2} \leq C a^{-\frac{2 d H}{3}} b^{-\frac{2 d H}{3}} c^{-\frac{2 d H}{3}}
$$

This proves that when $H \geq 1 / 2$ and when the conditions of the theorem is satisfied,

$$
\begin{equation*}
\int_{\mathcal{T}_{2}} d_{H}\left(s, t, s^{\prime}, t^{\prime}\right)^{-d / 2-1} \mu^{2} d s d t d s^{\prime} d t^{\prime}<\infty \tag{3.16}
\end{equation*}
$$

The case $H<1 / 2$ is slightly more complicated. We shall consider the case $d \leq 6$ and $d>6$. When $d \leq 6$ and $H<1 / 2$,

$$
\mu \leq C b a^{\alpha(2 H-1)} b^{(2 H-1) \beta}+C b c^{\alpha(2 H-1)} b^{(2 H-1) \beta}
$$

i.e.

$$
\mu^{2} \leq C a^{\alpha(4 H-2)} b^{(4 H-2) \beta+2}+C c^{\alpha(4 H-2)} b^{(4 H-2) \beta+2}
$$

where $\alpha, \beta \geq 0$ and $\alpha+\beta=1$. Thus

$$
\begin{aligned}
d_{H}\left(s, t, s^{\prime}, t^{\prime}\right)^{-d / 2-1} \mu^{2} \leq & C\left((a+b+c)^{2 H} b^{2 H}\right)^{-d / 2-1} a^{\alpha(4 H-2)} b^{(4 H-2) \beta+2} \\
& +C\left((a+b+c)^{2 H} b^{2 H}\right)^{-d / 2-1} c^{\alpha(4 H-2)} b^{(4 H-2) \beta+2} \\
= & I_{1}+I_{2} .
\end{aligned}
$$

Now let us estimate $I_{1}$. By $a+b+c \geq a^{1 / 2} c^{1 / 2}$,

$$
\begin{aligned}
I_{1} & \leq C a^{-(d+2) H / 2} c^{-(d+2) H / 2} a^{\alpha(4 H-2)} b^{\beta(4 H-2)-(d+2) H+2} \\
& =C a^{\alpha(4 H-2)-(d+2) H / 2} b^{\beta(4 H-2)-(d+2) H+2} c^{-(d+2) H / 2} .
\end{aligned}
$$

Let $\alpha=0$ and $\beta=1$. Then

$$
I_{1} \leq C a^{-(d+2) H / 2} c^{-(d+2) H / 2} b^{4 H-2-(d+2) H+2} .
$$

When $d \leq 6$ and the condition of the theorem is satisfied, $-(d+2) H / 2>-1$ and $4 H-(d+2) H>-1$. Thus when $d \leq 6, H<1 / 2$, and the condition of the theorem is satisfied, $\int_{\mathcal{T}_{2}} I_{1} d s d t d s^{\prime} d t^{\prime}<\infty$. When $d>6$ and $H<1 / 2$, let $\gamma_{1}, \gamma_{2}, \gamma_{3}>0$ and $\gamma_{1}+\gamma_{2}+\gamma_{3}=1$. Then

$$
I_{1} \leq C a^{-\gamma_{1}(d+2) H+\alpha(4 H-2)} b^{-\left(\gamma_{2}+1\right)(d+2) H+(4 H-2) \beta+2} c^{-\gamma_{3}(d+2) H}
$$

Let

$$
\gamma_{3}=\frac{2 d}{3 d+6}, \quad \gamma_{1}=\frac{d+6}{3 d+6}, \quad \gamma_{2}=0
$$

and let

$$
\alpha=\frac{(d-6) H}{3(2-4 H)}, \quad \beta=\frac{6-6 H-d H}{3(2-4 H)} .
$$

Then we have

$$
I_{1} \leq a^{\frac{-2 d H}{3}} b^{\frac{-2 d H}{3}} c^{\frac{-2 d H}{3}} .
$$

Hence, we have shown that when $d \leq 6, H<1 / 2$, and the condition of the theorem is satisfied, $\int_{\mathcal{T}_{2}} I_{1} d s d t d s^{\prime} d t^{\prime}<\infty$. In a similar way we can show that $\int_{\mathcal{T}_{2}} I_{2} d s d t d s^{\prime} d t^{\prime}<\infty$. Therefore it follows that when $H<1 / 2$ and when the condition of the theorem is satisfied,

$$
\int_{\mathcal{T}_{2}} d_{H}\left(s, t, s^{\prime}, t^{\prime}\right)^{-d / 2-1} \mu^{2} d s d t d s^{\prime} d t^{\prime}<\infty
$$

(3) Now let us consider the case $0<s<t<s^{\prime}<t^{\prime}<T$. Denote $a=t-s$, $b=s^{\prime}-t$, and $c=t^{\prime}-s^{\prime}$. In this case we have

$$
\begin{aligned}
\mu & =(a+b+c)^{2 H}+b^{2 H}-(a+b)^{2 H}-(b+c)^{2 H} \\
& =2 H a \int_{0}^{1}\left[(b+c+u a)^{2 H-1}-(b+u a)^{2 H-1}\right] d u \\
& =2 H(2 H-1) a c \int_{0}^{1} \int_{0}^{1}(b+v c+u a)^{2 H-2} d u d v .
\end{aligned}
$$

Using

$$
b+v c+u a \geq C v^{\beta} u^{\beta} b^{\alpha} c^{\beta} a^{\beta}
$$

where $\alpha, \beta>0$ and $\alpha+2 \beta=1$, we have

$$
\begin{aligned}
\mu^{2} & \leq C a^{2} c^{2} \int_{0}^{1} \int_{0}^{1}(b+v c+u a)^{4 H-4} d u d v \\
& \leq C a^{2} c^{2}\left(b^{\alpha} c^{\beta} a^{\beta}\right)^{4 H-4} \\
& =C b^{4 \alpha H-4 \alpha}(a c)^{4 \beta H-4 \beta+2}
\end{aligned}
$$

Let

$$
\alpha=\frac{d H}{6-6 H}, \quad \beta=\frac{1-\alpha}{2}=\frac{6-6 H-H d}{12-12 H} .
$$

If $(6+d) H \leq 6$, then $\alpha, \beta \geq 0$ and $\alpha+2 \beta=1$. Thus

$$
\begin{aligned}
d_{H}\left(s, t, s^{\prime}, t^{\prime}\right)^{-d / 2-1} \mu^{2} & \leq C\left(a^{2 H} c^{2 H}\right)^{-d / 2-1} b^{4 \alpha H-4 \alpha}(a c)^{4 \beta H-4 \beta+2} \\
& \leq C a^{\frac{-2 d H}{3}} b^{\frac{-2 d H}{3}} c^{\frac{-2 d H}{3}} .
\end{aligned}
$$

This shows that when $d H<3 / 2$,

$$
\begin{equation*}
\int_{\mathcal{T}_{3}} d_{H}\left(s, t, s^{\prime}, t^{\prime}\right)^{-d / 2-1} \mu^{2} d s d t d s^{\prime} d t^{\prime}<\infty . \tag{3.17}
\end{equation*}
$$

Thus we have completed the proof of the theorem.
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