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A direct proof of dependence vanishing theorem
for sequences generated by Weyl transformation

By

Kenji YASuTOMI

1. Introduction

Sugita [1] proposed a problem relating to a pseudo-random number gen-
eration. Let d(™(z) be the m-th digit of z > 0 in decimal part of its dyadic

expansion, and Xl(m) be the {0, 1}-valued function on [0,1)? such that

Xl(m) (x,a) = Zd(k)(m +la) (mod 2).
k=1

When « is “good”, the process {X,(Lm)( )}, on ([0,1), P) converges in law
to {0,1}-valued fair i.i.d. when m — oo, where P is the Lebesgue measure
on [0,1). Note that the process {X,Q’")( -,a)}%2, is generated by the Weyl

n=0
transformation and has strong dependence. The convergence claims that the

dependence disappears when m — oo. The problem is the following.
Problem.  What « is “good”?

Sugita [1] conjectured that any irrational number « is “good” and showed
that any o with dyadic expansion containing some finite sequences infinity
many times is “good”.

Since the method in Sugita [1] was complicated, we showed a.e. v is “good”
in [4] for any Bernoulli measure P and any base of expansion by using a simple
method originated with Sugita [2]. But, since we regarded « as a random
variable, we could not know whether each given « is “good” or not.

In this paper, we show « which satisfies a condition similar to Sugita [1]
is “good” by a more direct method. Moreover, our method assures that the
extensions of the class of measures P and that base of expansion in [4] are still
valid.
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2. Theorem

Let b > 2 be a natural number, d™ (z) be the m-th digit of z > 0

in decimal part of its base-b expansion, and Xl(m) be a {0,...,b — 1}-valued
function on [0,1)? such that

Xl(m)(a:, ) = Zd(k) (z+1la) (mod b).
k=1

We assume that P is a measure on [0, 1) such that {d®}; is independent with
respect to it, and that

liminf min P(d(i) =¢)>0.
i 0<¢<b

Our main result is the following:
Theorem 2.1.  Any « with base-b expansion containing any finite se-

quence infinity many times is “good”, i.e., the process {X,Sm)( La) e, on
([0,1), P) converges in law to {0,...,b— 1}-valued fair i.i.d. when m — oc.

Sugita [1] actually showed Theorem 2.1 in case b = 2 and P is the Lebesgue
measure. In fact, we show the following stronger statement:

Proposition 2.1.  For each n € N, let A, C [0,1) be the set of all
a € [0,1) whose base-b expansion contains a finite sequence

0---00---010---01---0---010---0
e Ve N~ Y~
k+k K+2 K42 K42 k+k

M

infinity many times for every k, where k := min{j € N | ¥/ > n — 1} and
M = n(b—1)(b"? + (b —1)b"). Then any o € N, A, is “good”, i.e., the
process {XT(Lm)( )} on ([0,1), P) converges in law to {0,...,b—1}-valued
fair i.i.d. when m — oo.

Now, we prove Proposition 2.1.
Proof. To show Proposition 2.1, it is sufficient to see
(21 P(XG" (0, X (@) =0) b (m o)

for any n and o € {0,...,b — 1}"™ =: . Therefore we fix n and a € 4,, from
now on, and define X(™) by

X = (X (), X ).

n—

Let us consider m as a new time parameter. Then, we can see that for a certain
increasing sequence {m; };, the {X (™)}, is ‘almost’ a strong irreducible Markov
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chain whose unique stationary distribution is the uniform distribution on .
From this observation, (2.1) will be derived.

We use two lemmas. Lemma 2.1 claims that P(X(™) = o) is ‘almost’ a
Markov kernel on . By the assumption of measure P, we can find p > 0 and m
as inf;> 7 ming P(d(i) =¢) > p. Let = mean mod b equality for any component
on .

Lemma 2.1. Letm>m, m' >m+k+k, and d(i)(a) =0form<i<
m'. Then, for any o’ € %,

P(X™) =0y = 3" P(X™ =) P(X™) - XM =o' — 5)| < 2(1 - p)*.
oeY

Lemma 2.2 claims ‘strong irreducibility’. Let % denote any one of 0, 1, ...,
b—1.

Lemma 2.2. There exists € > 0 such that

min P(X™ — XM =5/ —5) > ¢

(e}
for any o’ € ¥, k> 2, m > m such that

a=0.%%0---00---010---01---0---010---0%---,
N N e S—~—— Y~
m k+kx K42 K42 Kk+2 k+k

M
and m:=m+k+r+ M(k+3).
Now, we show (2.1) by using Lemmas 2.1 and 2.2. Let m; > m be as

a=0.%%0---00---010---01---0---010---0%---,
AN N N S—~—— Y~
m; ki+kK K+2 Kk+2 K+2 ki+k

M
m; = m; + ki +r+ M(k+3), and EV) (o) := P(XY) = g) —b~". Then, by

Lemma 2.1, for m’ > m; + k; + &,

E™) (o) =Y E™I (o) P(X™) — XM = o' — 5)| < 2(1—p)*e.
ceY

Therefore, because P(X(™) — X (M) = ¢/ — 5) > 0,

‘E(m’)((,/)

<y ’E(”A“)(U)’ PX™) — X = o' — o) 4 2(1 — p)*i.
gEY

Note that 3y, P(X(™) — X(™) = ¢/ — g) = 1. Thus

(m”) < () _ p)ki
(22) mage | E07) (0)] < mage | B (0)] + 2(1 - p)".
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Again, by Lemma 2.1

E™)(o") = Y B (o) P(X™) - X =o' — g)| < 2(1 - p)ke.
oeX

Noting €Y, s E(Mmi)(g) = 0 and that P(X(™) — X(mi) = ¢/ —5) —e >0 by
Lemma 2.2, we have

‘E(ﬁ“)(a’) <y ‘E(mi)(a)’ (P(X(™) — X(m) = o/ — &) — &) +2(1 — p)*i.
oEY
Thus
(74) < (1—p» (ms) _ ki
(2.3) max |[B"(0)] < (1 - b"%) max | BV ()] +2(1 - p)™.

By the assumption of «, we can define {m;, k;} as m;31 > m; + k; + £ and
k; > i(log(1 — b"e) —log2)/log(1l — p). Therefore, by (2.2) and (2.3), we have

(2.4)
max |EMe) ()] < (1 — be) max |[E™) ()] + 4(1 — p)ki
o€ 4SS

< _opn )i (mq) _pnN\—d(1 _ \k
< (1-0"e)" | max|E (U)I+4;(1 b"e) I (1 —p)

i
1
< _opn )i (mq) -
< (1-0") I;’léi%(|E (0’)|—|—4j§_1 57

_ _opn i (mq)
(1~ b") (mae | £ )]+ 4).

Since k; — oo when i — oo, by (2.2) and (2.4), for m > M1 + kip1 + K, we
have

max |[EC ()] < max| B0 (@) +2(1 - p)" =0 (i = o0).
o€ oc

3. Proof of Lemmas

Let the symbol | - |™ be the number which is rounded down to the m-
th digit and (- )p, be - — |- ™ de |[-]™ = =372 1 b77dY(-) and
(Ym = D52 a 6799 (-). Form < m’, define (|- )7 by (- D = [()m]™ =
(L™ Ym = 2 6799,

The main idea of Lemma 2.1 is as follows. The dependence of X("™) and
X (™) _X(m) i caused by the carry at m-th digit which arises from the addition

x+la. Therefore, intuitively, the ‘dependence’ is ‘little’ if ()., is small enough.



A direct proof of dependence vanishing theorem 603

Proof of Lemma 2.1. Let

A= 1 vl
= 136[07 )|<$>m<w ’

Since (a])m™+F+* = () by the assumption of a, m and k, we have

m H l 1 n-1 1
(3.1) Uoym = l((LaJ>m+k+ + (W mtkr) < pmtkte = pmtk  pr = pmtk

for I <mn — 1. Therefore, (z), + (@), < 1/b™ for x € A, and hence no carry
arises from the addition z + la at m-th digit, i.e., [{x)m + (@) |™ = 0. Thus

[z +la]™ = 2] +1la]™ + [(@)m +Ua)m]™ = (2] +|a]™ = [z+1la]™]™
e, XM (. a) = XM (. |a]™) on A. We let A denote the symmetric
difference. Then

(XM = g}IA{X™ (- [a]™) =0} C A
Note that X (™) (-, |a|™) depend only on d), ... d™ and that B, := {X (™) —

X(m) = ¢’ — g} depend only on d™*+1D, dm+2) . By the independence of
base-b expansion,

PX™ =g) = Y P(X™ =g)P(X™) - X" =o' —g)

o'ex
<y ] {X™ =6} B,) — P(X™ = 0)P(B,)
o'ex
< 3 [PUX™ =0} 0 Byr) — PUX™ (-, [a]™) = 0} 1 By)
o'ex

+ 3 |PUX(- La)™) = 0} 1 Byr) = PX™) = 0) P(By)

o'ex
< 3 |PUX™ =0} 1 Bo) = PUX™I(- [a]™) = 0} 1 By)
o'ex
+ 3 P(Bo) |[PX(- a)™) = 0) = PX™ = o))
o'ex
< 3 P(A°NB,) + Y P(B)P(A%) = 2P(A°).
o'ex o'ex

By the definition of A,

P(A®) = P(0 < Vi <k, d™)(z)=b—1)

k
H (m+z *b*l) < (17p)k'
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To prove Lemma 2.2 we use following lemma. For u € N| let

K+3

V()= d" (555)  (mody),

i=1

(Y(u),Y(u+1),....Y(u+n-—1)).

Y(u):

Lemma 3.1. For any o € X, there exist 0 < ¢ < b and 0 < u; <

b3 — bt such that
M

oc=¢1+ ZY(%)

i=1

Now we can see the proof of Lemma 2.2.

Proof of Lemma 2.2. Let m_1 :=m, m; := m+ k+ k + i(k + 3) for
0<¢< M and

’r‘ﬁg _ M Ui
Ay =3 | > dP) =g, (z)pvt = bﬁ;
i=m_1+1 =1

First, by the independence of {d(V};, we have

P(A§7U17--~7U1u)

mo 4 mp+1 ] ] M Ui
-p Z dD(z) =< H P (d(J)(x) ) ( bﬁ;))

i=m_1+1 j=mo+1 i=1
mo—1
>pMEEIRN TP Y A (@)= | P (dﬁo) =¢— <’)
IS4 i=m_1+1
mo—1
> pM(n+3)+2 ZP Z d(i)(x) —| = pM(n+3)+2 — e
IS4 i=m_1+1

Note that € > 0 does not depend on 0 < ¢ < bor 0 < u; < b3 — potl,
Thus, by Lemma 3.1, it is sufficient to prove Lemma 2.2 to see that

(3.2) { x

forany0§§<band0§yi<b“+3—~b“+1. -
We will see that X(™i-1) — X(7) is determined only by (x5 | on
A¢ uy,... up - Note the assumption of k, a, and m, i.e., k > 2 and

M
XM () = XM (2) =1+ > Y () } D Acuyouns
=1

a=0.%%0---00---010---01---0---010---0%--- .
N e e e S—~—— Y~
m k+k K42 K42 K+2 k+k

M
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Since (Lab%f”” = 0, we have

in the same way as (3.1).
Let @ € Acuy,..uy- Since (z))oit' = w1/ for 0 < i < M and

my
ma+1
((z))mu™" =0, we have
(@), = (=)m™ + (@ mip
Uiy1 + 1 prt3 — prtl o 1 1 .
bMit1 < brivi+1 - W a m for 0<i<M,

™ 1 1 1
(T = <LxJ>mﬁ+1 + (T a1 < piar+1 < piar | pmart2”

Thus, no carry arises from the addition x + la at m;-th digit, i.e. [(z)m, +
{a)m,|™ =0 for 0 <i< M. Therefore

Qo+l = (2™ +1la)™)a, , = (2D +1{a)T dm .
Thus
X - XM @) = Y (e +a) )
j=m;_1+1
=Y () +i(ah ).

Jj=mi_1+1
Since <LO‘J>?L:,_1 =1/b™i for 1 <i< M and (Laj)%‘i =
m;i M — & j u; +1
XM = X" @) = 3T dD < b )
j=m;_1+1

=Y (u; +1) for 1<i<M,

X" @) =X @) = 3 A ) =«

j=m_1+1
Therefore
M
XM () = XM (2) =14+ Y(u;).
i=1

Now we have the inclusion relation (3.2) and complete the proof of Lemma 2.2.
o

Finally, we see Lemma 3.1.
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Proof of Lemma 3.1. We begin with some properties of the function Y.
Let J := (b—1)b" + b"*2 and

J
sp= Y(j+i).
i=1
Then, we have that for 0 < j < b”,

J
55— 851 :ZY(j—i—z
i=1

=Y([+J)-Y(j )
K+3 .
=3 (@ (5 T ) 1 (5
bﬁ+3 b3 bl br+3
h=1
Kk+3 -
Z (d<h> (bHB) g <bljw>) +b—1+1=0 (mod b)

Y(j—1+1)

'M“

and that

J J
sbn—sbn,1:ZY(b“+z ZY —147)
=1
=Y +J)-Y([ ”)
Kk+3
=> (dPE2+b7) —dM (b)) =1 (mod b).

Thus, we have s :=s_1 =+ = spr_1 (mod b) and sp= = s+ 1 (mod b).
Then, for 1 <1 <n,

J J
S Y@F —14+i) =) (YO —1+i),...., Y0 —1+n—1+1))
i=1 i=1
= (Sbr—ts- -+, Sbr—14n—1)
= (S, , S, S—|—1 Sb"+17~”75b*‘71+n71)‘
l
Therefore,
flerZY —1l4+1)=(0,...,0,1,8pr41 — Sy ..., Sproitn_1 — §) =: 0.
——

l

Let 09 := 1. Then, for any ¢ € X, there exist M; > 0 such that o =
Mooo + -+ + Mp_10p—1 and My + -+ M1 < n(b—1). Therefore, since
on=0,0= Moo+ +My_10n-1+ Mpo, and My +---+ M, =n(b—1)
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where M, :==n(b—1) — (My + -+ M,,_1). Thus, we have

n J
UEMol-I-ZMz <—sl—|—ZY(b“—l+i)>

=1 i=1
n n J
= (MO - SZMZ> L+ MY Y(OF —1+1).
=1 =1 i=1
Let

G:i= Mo—SZMl (mod b)
I=1
w =" 1"+ ((i—1) mod J) + 1

for 1 <!’ < n and J21§l<l’ M, <1 < JZlgzgl/ M;. Then, since M =
(b5 T2 4+ (b—1)b")n(b—1) = J Y., M;, we have

M
UEgl—i—ZY(ui)
i=1
and 0 <y <O+ J—1 =01 4 prt2 1 < prt3 — prtl O
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