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1. Introduction

Let P (x,D) be a differential operator of order m on Ω, an open set in Rn+1

with a system of local coordinates x = (x0, x1, . . . , xn) = (x0, x
′). Let p(x, ξ) be

the principal symbol of P (x,D) and we assume that p admits at most double
characteristics. Let Hp be the Hamilton vector field of p and let ρ ∈ T ∗Ω \ {0}
be a double characteristic of p. Then it is expected that the behavior of (null)
bicharacteristics, that is integral curves of Hp on which p vanishes, near ρ plays
a definitive role in the correctness of the (microlocal) Cauchy problem for P .

To study the behavior of bicharacteristics we linearize Hp at ρ which is a
singular point of Hp: recall

dp(ρ)(X) = σ(X,Hp(ρ)), X ∈ TρT
∗Ω,

where σ is the standard symplectic two form on T ∗Ω:

σ =
n∑

j=0

dξj ∧ dxj = dξ ∧ dx

and (x, ξ) is a system of symplectic coordinates on T ∗Ω. Then the linearization
of Hp at ρ, called the Hamilton map (matrix) of p at ρ, denoted by Fp(ρ) is
given by

1
2

Hess p(ρ)(X,Y ) = σ(X,Fp(ρ)Y ), X, Y ∈ TρT
∗Ω.

It is well known that Fp(ρ) has only pure imaginary eigenvalues with a possible
exception of a pair of non zero real eigenvalues ±λ (see [3], [6]). If Fp(ρ) has
a pair of non zero real eigenvalues we say that p is effectively hyperbolic at ρ
and the microlocal Cauchy problem is well posed for any lower order term (see
[12], [7], [4], [9]). We recall that p is effectively hyperbolic at ρ if and only if
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56 Tatsuo Nishitani

every bicharacteristic issuing from simple characteristics having a limit point ρ
arrive at ρ transversally to the doubly characteristic set, Σ (see [13]). If Fp(ρ)
has only pure imaginary eigenvalues and moreover if

(1.1) ImFp(ρ)2 ∩ KerFp(ρ)2 = {0}, ρ ∈ Σ,

then there is no bicharacteristic issuing from simple characteristics having a
limit point on Σ. In this case, under some assumptions on the stability of the
symplectic structure of Fp(ρ) when ρ varies in Σ, necessary and sufficient con-
ditions required on the lower order terms (Levi conditions) for the correctness
of the Cauchy problem of P , are known (see [3], [5]).

In this paper we study the case

(1.2) ImFp(ρ)2 ∩ KerFp(ρ)2 �= {0}, ρ ∈ Σ.

In this case the behavior of bicharacteristics near ρ can not be determined
completely by Fp. To determine the complete behavior of bicharacteristics we
need the third order term of the Taylor expansion of p around ρ.

To be more precise we fix the notation. We are working in a conic neighbor-
hood of a double characteristic ρ̄ = (x̄, ξ̄). Without restrictions we may assume
that P (x,D) is of second order. We assume that p is hyperbolic with respect
to dx0, i.e., p(x, ξ0, ξ′) = 0 has only real zeros ξ0 for (x, ξ′) near ρ̄′ = (x̄, ξ̄′).

We introduce the following hypotheses: the doubly characteristic set

Σ = {(x, ξ) | p(x, ξ) = dp(x, ξ) = 0}

is a smooth manifold near ρ̄ such that

(1.3) dimTρΣ = dimKerFp(ρ), ρ ∈ Σ

(the codimension of Σ is equal to the rank of the Hessian of p at every point
on Σ) and

(1.4) rankσ|Σ = constant, ρ ∈ Σ

and finally

(1.5) σ(Fp(ρ)) ⊂ iR, KerFp(ρ)2 ∩ ImFp(ρ)2 �= {0}, ∀ρ ∈ Σ,

where σ(Fp(ρ)) denotes the spectrum of Fp(ρ). This implies that p is not
effectively hyperbolic and the Hamilton map Fp(ρ) has a Jordan block of size
four at every ρ ∈ Σ.

Let S be a smooth real function vanishing on Σ such that HS(ρ) ∈
ImFp(ρ)3 ∩ KerFp(ρ), ρ ∈ Σ then we prove that there is no bicharacteris-
tic issuing from simple characteristics admitting a limit point on Σ if and only
if H3

S p(ρ) = 0 for every ρ ∈ Σ. The same result has been proved in [10] when
the codimension of Σ is 3. Actually in this case the assumptions (1.3) and (1.4)
are not needed. In this paper we prove this assertion in full generality.
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The proof of this equivalence is carried out by using another equivalence:
H3

S p vanishes on Σ if and only if p can be factorized in the sense of Ivrii [4].
This equivalence has been proved in [13] under unnecessary restrictions and
was proved in full generality, removing these restrictions, by Bernardi-Bove-
Parenti [2]. Then to prove the equivalence it suffices to show that there is a
bicharacteristic issuing outside Σ which admits a limit point on Σ ifH3

S p(ρ) �= 0
at some ρ ∈ Σ since it was proved in [5] that no such bicharacteristic exists
if p admits an elementary decomposition. This generalization has been tried
in [1] also, but it seems that the proof there is insufficient. Here to prove the
existence of a bicharacteristic having a limit point on Σ we employ a different
method from that in [10] and [1].

Every result in this paper is microlocal in its nature: the arguments take
place in a conical neighborhood of a point of Σ, which can be possibly shrunken,
during the course of the proof. For the sake of brevity there is no mention of
the neighborhood if there is no confusion. Without restrictions we may assume
that p(x, ξ) has the form

(1.6) p(x, ξ) = −ξ20 + q(x, ξ′),

where q(x, ξ′) ≥ 0 near ρ̄′ = (x̄, ξ̄′).
We recall Proposition 2.2 of [1]:

Proposition 1.1 ([1]). Assume that p satisfies (1.3), (1.4) and (1.5).
Then there exist two smooth sections of TΣT

∗Ω, z1, z2 such that

z1(ρ) ∈ KerFp(ρ) ∩ ImFp(ρ)3, ∀ρ ∈ Σ,(1.7)

z2(ρ) ∈ KerFp(ρ)2 ∩ ImFp(ρ)2, ∀ρ ∈ Σ,(1.8)
∀w ∈ 〈z1(ρ)〉σ =⇒ σ(w,Fp(ρ)w) ≥ 0,(1.9)
w ∈ 〈z1(ρ)〉σ, σ(w,Fp(ρ)w) = 0 =⇒ w ∈ KerFp(ρ) ⊕ 〈z2(ρ)〉.(1.10)

Let S(x, ξ) be a smooth real function defined on T ∗Ω, homogeneous of
degree 0, such that

S(x, ξ) = 0, (x, ξ) ∈ Σ,(1.11)
HS(ρ) = θS(ρ)z2(ρ) + v(ρ), θS(ρ) �= 0, ρ ∈ Σ(1.12)

with v(ρ) ∈ KerFp(ρ) ∩ ImFp(ρ).
We now state our result:

Theorem 1.1. Assume that p satisfies (1.3), (1.4) and (1.5). Then the
following assertions are equivalent :

(i) H3
S p(ρ) = 0, ∀ρ ∈ Σ,

(ii) there is no null bicharacteristic of p issuing from a simple characteristic
having a limit point on Σ.

To relate the result to correctness results of the Cauchy problem, we first
recall
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Definition (see [4], [5]). We say that p admits an elementary decom-
position if there exist λ, µ, Q real valued symbols in (x, ξ′) smoothly depending
on x0, homogeneous of degree 1, 1, 2 respectively, Q(x, ξ′) ≥ 0 such that with
Λ(x, ξ) = ξ0 − λ(x, ξ′) and M(x, ξ) = ξ0 − µ(x, ξ′)

p(x, ξ) = −Λ(x, ξ)M(x, ξ) +Q(x, ξ′),(1.13)

|{Λ,M}(x, ξ)| ≤ C[|Λ(x, ξ) −M(x, ξ)| +
√
Q(x, ξ′)],(1.14)

|{Λ, Q}(x, ξ′)| ≤ C ′Q(x, ξ′)(1.15)

with some positive constants C, C ′ where {f, g} denotes the Poisson bracket
of f and g.

For a class of operators admitting an elementary decomposition, Ivrii [4]
(see also [3]) derived an a priori estimate, assuming (Levi) conditions on lower
order terms, yielding the correctness of the Cauchy problem. Thus the next
result relates Theorem 1.1 to the correctness of the Cauchy problem:

Theorem 1.2 ([2], [13]). Assume that p verifies (1.3), (1.4) and (1.5).
Then the following assertions are equivalent :

(i) H3
S p(ρ) = 0, ∀ρ ∈ Σ,

(ii) p admits an elementary decomposition.

Theorems 1.1 and 1.2 show

Theorem 1.3. Assume that p verifies (1.3), (1.4) and (1.5). Then p
admits an elementary decomposition if and only if there is no bicharacteristic
of p issuing from a simple characteristic having a limit point on Σ.

As mentioned above, this result holds without the assumptions (1.3) and
(1.4) if the codimension of Σ is 3 (Theorem 2.1 in [10]).

As far as the correctness of the Cauchy problem near a double characteristic
is concerned, we may say that if there is no bicharacteristic having a limit point
on Σ then the situation is fairly well understood while almost nothing is known
in the case if there is such a bicharacteristic.

To prove Theorem 1.1, assuming that the condition (i) is violated, we look
for a bicharacteristic (x(s), ξ(s)) such that

lim
s→∞ s2(x(s), ξ(s)) = v �= 0,

v ∈ KerF 2
p ∩ ImF 2

p , 0 �= Fpv ∈ KerFp ∩ ImF 3
p .

To put the above conditions in evidence, in Section 2, we choose symplectic
coordinates so that the line spanned by z(ρ):

z(ρ) ∈ KerFp(ρ)2 ∩ ImFp(ρ)2, 0 �= Fp(ρ)z(ρ) ∈ KerFp(ρ) ∩ ImFp(ρ)3

(actually z(ρ) is unique up to a multiple factor so that it is proportional to v)
is given by mj(x, ξ) = 0 on Σ and the expression of p, in these coordinates,
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contains the sum of squares of mj . This suggests that our expecting solu-
tion satisfies approximately the Hamilton system with Hamiltonian p̃ which
is obtained from p removing the terms m2

j . In Section 3 we write down our
Hamilton system supposing that mj were unknowns. We look for a solution
(x(s), ξ(s)) of the Hamilton system such that ξ(s) = O(s−2), x′(s) = O(s−3)
and mj(x(s), ξ(s)) = O(s−4). To do so, in Section 4, we first transform the
thus obtained Hamilton system to another system by the change of indepen-
dent variable t = s−1 and suitable change of unknowns. The resulting system
is a coupled system consists of a system which has the zero as an irregular
singularity and a system which has the zero as a regular singularity. The main
feature of the system is that all eigenvalues of the leading term of the irregular
singularity (the coefficient matrix of t−2) are pure imaginary and different from
zero. In Section 5 we show that if the condition (i) is not verified then there is
a unique, up to KerFp/KerFp∩ImF 3

p , formal series solution in t and log 1/t of
the Hamilton system. In Section 6 we prove the existence result of solutions to
the coupled system, modelled by this Hamilton system, by successive approx-
imations assuming the existence of a formal solution. Finally in Section 7 we
prove that there exists a solution which is asymptotically equal to this formal
series solution applying the results in Sections 5 and 6.

2. Symplectic coordinates

Following [13], we choose special symplectic coordinates so that the con-
dition (i) in Theorem 1.1 comes clear. We assume that the condition (i) in
Theorem 1.1 is violated at some ρ̄ ∈ Σ. Then there is a neighborhood W of ρ̄
such that

(2.1) H3
S p(ρ) �= 0, ρ ∈W ∩ Σ.

Without restrictions we may assume that ρ̄ = (0, en). Let us denote x(p) =
(xp, . . . , xn), ξ(p) = (ξp, . . . , ξn). We recall Lemma 4.1 in [13].

Lemma 2.1 ([13]). Assume (1.5) at ρ̄. Then there is a symplectic local
coordinates (x(1), ξ(1)) around (0, e(1)n ) such that

p(x, ξ) = −ξ20 +
p∑

i=1

(xi−1 − xi)2qi(x, ξ(1))

+
p∑

i=1

ri(x, ξ(1))ξ2i + rp+1(x, ξ(1))g(x(p), ξ(p+1)),

where

(2.2) {ξp, {ξp, g}}(0, e(p+1)
n ) = 0,

p∑
i=1

ri(0, e(p+1)
n )−1 = 1

and rp+1(0, e
(1)
n ) > 0, g(x(p), ξ(p+1)) ≥ 0, vanishing at (0, e(p+1)

n ).



�

�

�

�

�

�

�

�

60 Tatsuo Nishitani

From the hypothesis (1.3) and the Morse lemma there are ni(x(p), ξ(p+1))
such that

g(x(p), ξ(p+1)) =
h∑

i=1

ni(x(p), ξ(p+1))2,

where dni(0, e
(p+1)
n ) are linearly independent. Note that (2.2) implies

(2.3)
∂

∂xp
ni(0, e(p+1)

n ) = 0, i = 1, . . . , h.

Proposition 2.1. Assume (1.5). For any small conic neighborhood V
of (0, en) there exist ρ̂ ∈ V , 1 ≤ p ≤ n−1 and a symplectic local chart {U, (x, ξ)}
around ρ̂, such that

p(x, ξ) = −ξ20 +
p∑

i=1

qi(x, ξ(1))(xi−1 − xi)2 +
p∑

i=1

ri(x, ξ(1))ξ2i

+ rp+1(x, ξ(1))
h∑

i=1

ni(x(p), ξ(p+1))2,

(2.4)

where

(2.5)
∂

∂xp
ni(x(p), ξ(p+1)) = 0 on Σ ∩ U

and

(2.6)
p∑

i=1

ri(x, ξ(1))−1 = 1 on Σ ∩ U.

Proof. As observed after Lemma 2.1, (2.4) holds in a conic neighborhood
V of (0, en). Assume

(2.7)
∂

∂xp
ni(x̂(p), ξ̂(p+1)) = 0, 1 ≤ i ≤ h

at some (x̂, ξ̂) ∈ V ∩ Σ. It is clear that (x̂, ξ̂) = (x̂p, . . . , x̂p, x̂
(p+1), 0, . . . , 0,

ξ̂(p+1)) and hence the Taylor expansion of p around (x̂, ξ̂) starts with

P = −ξ20 +
p∑

i=1

qi(x̂, ξ̂)(xi−1 − xi)2 +
p∑

i=1

ri(x̂, ξ̂)ξ2i

+ rp+1(x̂, ξ̂)
h∑

i=1

dni(x(p), ξ(p+1))2,

where dni is the linear part of ni at (x̂, ξ̂). By (2.5) we have{
ξp,

{
ξp,

h∑
i=1

dn2
i

}}
= 0
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and then it follows that
FP = FP̂ ⊕ FE ,

where E is a non negative quadratic form in (x(p+1), ξ(p+1)) and

P̂ = −ξ20 +
p∑

i=1

qi(xi−1 − xi)2 +
p∑

i=1

riξ
2
i , qi = (x̂, ξ̂), ri = ri(x̂, ξ̂).

Since det(λ− FP̂ ) = λ2ψ(λ) with

ψ(0) = −

 p∏

j=1

4qj





 p∏

j=1

rj





 p∑

j=1

r−1
j − 1


 ,

where P̂ is considered in (x(p), ξ(p)) space (see Proposition 2.2 in [11]) we have∑p
j=1 r

−1
j ≤ 1 otherwise ψ(0) < 0 and hence FP̂ had a non zero real eigenvalue

contradicting (1.5). If
∑p

j=1 r
−1
j < 1 so that ψ(0) > 0, then

KerF 2
P̂
∩ ImF 2

P̂
= {0}

because the eigenvalue 0 is at most double. On the other hand from Theorem
1.3.8 in [3] it follows that

(2.8) KerF 2
E ∩ ImF 2

E = {0}

and hence we have a contradiction to (1.5). Thus we conclude that

p∑
j=1

rj(x̂, ξ̂)−1 = 1

provided (2.7) holds. Thus if (2.5) holds in V then nothing to be proved.
Assume that (2.5) is not fulfilled in V . Then there are an idex i and a point
(x̂, ξ̂) ∈ V ∩ Σ such that

∂

∂xp
ni(x̂(p), ξ̂(p+1)) �= 0,

where (x̂, ξ̂) = (x̂p, . . . , x̂p, x̂
(p+1), 0, . . . , 0, ξ̂(p+1)). By the translation of the

coordinates x→ x−x̂ and a linear change of coordinates x(p+1) we may assume
that (x̂, ξ̂) = (0, en) again and p takes the same form as (2.4) with{

ξp,

{
ξp,

h∑
i=1

n2
i

}}
(0, en) �= 0.

Now we can repeat the proof of Lemma 2.1 in [11] and we conclude that, in
a new homogeneous symplectic coordinates around (x̂, ξ̂), p takes the form
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(2.4) with a larger p. Repeating the same arguments as above we conclude the
desired assertion unless we reach p = n− 1;

p = −ξ20 +
n−1∑
i=1

qi(xi−1 − xi)2 +
n−1∑
i=1

riξ
2
i + rnn(xn−1, xn, ξn)2.

Since n(xn−1, xn, ξn) is homogeneous of degree 1 in ξn and dn �= 0 at (0, e(1)n )
one can write

n(xn−1, xn, ξn) = α(x)(xn − φ(xn−1))ξn

with φ′(0) = 0. We show that φ′(xn−1) vanishes identically. If not, say φ′(ε) �=
0, then the Taylor expansion of p around (ε, . . . , ε, φ(ε), 0, . . . , 0, 1) starts with

P̂ = −ξ20 +
n−1∑
i=1

qi(xi−1 − xi)2 +
n−1∑
i=1

riξ
2
i + rnα(x̂)(xn − φ′(ε)xn−1)2.

It is easy to check that

det(−FP̂ ) = −

 n∏

j=1

4qj





n−1∏

j=1

rj


 ,

where P̂ is considered in (x(n−1), ξ(n−1)) space and qn = rnα(x̂)φ′(ε)2 and
hence FP̂ is non singular. This together with (2.8) contradicts our assumption
and hence the assertion.

Working in U we may assume that p verifies (2.5) and (2.6) on Σ. Making
a linear change of coordinates x;

y0 = x0, yi = xi−1 − xi, i = 1, . . . , p, yi = xi, i = p+ 1, . . . , n,

one can write p in the form

p(x, ξ) = −(ξ0 + ξ1)2 +
p∑

j=1

qj(x, ξ′)x2
j +

p−1∑
j=1

rj(x, ξ′)(ξj − ξj+1)2 + rp(x, ξ′)ξ2p

+ rp+1(x, ξ′)
h∑

j=1

n2
j

(
x0 −

p∑
s=1

xs, x
(p+1), ξ(p+1)

)
,

where (2.5) and (2.6) still hold. We now explicitly write down ImFp(ρ)3 ∩
KerFp(ρ) and ImFp(ρ)2 ∩ KerFp(ρ)2 for ρ ∈ Σ.

Lemma 2.2. We have

ImFp(ρ)3 ∩ KerFp(ρ) = 〈Hξ0〉.
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Proof. From (2.3) it is clear that Fp(ρ) = FP (ρ) ⊕ FE where

P = −(ξ0 + ξ1)2 +
p∑

j=1

qjx
2
j +

p−1∑
j=1

rj(ξj − ξj+1)2 + rpξ
2
p

and E is non negative. From Theorem 1.4.6 in [3] it follows that ImF 3
E ∩

KerFE = {0} and hence it is enough to study FP . To simplify notations we
denote FP by F . By Theorem 1.4.6 in [3] the space R2p+2 is a direct sum

(2.9) R2p+2 =
∑

i

⊕Vi ⊕W,

where Vi and W are subspaces of dimension 2 and 4 respectively which are
invariant under F . Moreover one has

ImF 3 ∩ KerF = {0} in Vi.

By Theorem 1.4.6 in [3] again W is spanned by v, Fv, F 2v, F 3v, where F jv �= 0
for j ≤ 3 and F 4v = 0. Then it is clear that

KerF 2 ∩ ImF 2 = span{F 2v, F 3v} = KerF 2,(2.10)

ImF 3 ∩ KerF = span{F 3v}.

Let us denote

πξ = (ξ0 + ξ1, ξ1 − ξ2, . . . , ξp−1 − ξp, ξp),
R = diag(−1, r1, . . . , rp), D = diag(0, q1, . . . , qp).

Then one can write P = 〈Rπξ, πξ〉+ 〈Dx, x〉 and hence

F 2 =
( −tπRπD 0

0 −DtπRπ

)
.

It is clear that tπRπDX = 0 implies that X1 = · · · = Xp = 0. It is also clear
from (2.10) that

F (ImF 2 ∩ KerF 2) = ImF 3 ∩ KerF.

Let (X,Ξ) ∈ KerF 2 ∩ ImF 2 and consider

F (X,Ξ) = (tπRπΞ,−DX).

From (X,Ξ) ∈ KerF 2 ∩ ImF 2 it follows that DX = 0 and hence

tπRπΞ = (−(Ξ0 + Ξ1), 0, . . . , 0)

for DtπRπΞ = 0. This proves the assertion.
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We turn to ImF 2 ∩ KerF 2. We now write

(2.11)
p−1∑
j=1

rj(x, ξ′)(ξj − ξj+1)2 + rp(x, ξ′)ξ2p − ξ21 = 〈A(x, ξ′)ξ(p), ξ(p)〉

with ξ(p) = (ξ1, . . . , ξp) so that one has

(2.12) P = −ξ20 − 2ξ0ξ1 +
p∑

j=1

qj(x, ξ′)x2
j + 〈A(x, ξ′)ξ(p), ξ(p)〉.

Lemma 2.3. Let 0 �= v ∈ 〈Hx1 , . . . , Hxp
〉 be such that v ∈ KerA(ρ).

Then
ImFp(ρ)2 ∩ KerFp(ρ)2 = 〈Hξ0 , v〉

and Fp(ρ)v is proportional to Hξ0 . Moreover z2 = v satisfies (1.10).

Proof. Recall that

FP (ρ)w = −σ(w,Hξ0)Hξ0 − σ(w,Hξ1)Hξ0 − σ(w,Hξ0)Hξ1

+
p∑

j=1

qj(ρ)σ(w,Hxj
)Hxj

+ FA(ρ)w.
(2.13)

Since v ∈ 〈Hx1 , . . . , Hxp
〉 ∩ KerA(ρ) it follows that FP (ρ)v = −σ(v,Hξ1)Hξ0 .

Inserting this into w in (2.13) we obtain FP (ρ)2v = 0. Thanks to (2.10), this
proves the first assertion. If w = (X,Ξ) ∈ 〈Hξ0〉σ and σ(w,Fp(ρ)w) = pρ(w) =
0 then we have

Ξ0 = 0,
p∑

j=1

qj(ρ)X2
j + 〈A(ρ)Ξ(p),Ξ(p)〉 = 0, E(X(p+1),Ξ(p+1)) = 0

and hence X1 = · · · = Xp = 0, Ξ(p) ∈ KerA(ρ) and (X(p+1),Ξ(p+1)) ∈ KerFE .
This shows that

(X,Ξ) = (0, 0,Ξ(p), 0) + (X0, 0, X(p+1), 0,Ξ(p+1)) ∈ KerFP ⊕ 〈v〉.
This proves the second assertion.

We make more precise looks on KerA(ρ) for later use. Consider 〈A(x,
ξ′)ξ(p), ξ(p)〉. It is easy to see that

〈A(x, ξ′)ξ(p), ξ(p)〉 =
p∑

j=2

aj

(
ξj − rj−1

aj
ξj−1

)2

+
(
r1 − r21

a2
− 1

)
ξ21 ,

where

(2.14) ai = ri + ri−1 − r2i
ai+1

, 1 ≤ i ≤ p− 1, ap = rp−1 + rp.
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We examine that

(2.15) ai =
ri−1 · · · rp
ai+1 · · · ap

(
1

ri−1
+ · · · + 1

rp

)
.

Indeed assume (2.15) for i+ 1. Plugging (2.15) with i+ 1 into (2.14) to get

ai = ri + ri−1 − r2i
ai+1

=
1

ai+1

(
(ri + ri−1)

ri · · · rp
ai+2 · · · ap

(
1
ri

+ · · · + 1
rp

)
− r2i

)
.

The induction hypothesis (2.15) with i+ 2;

ai+2 · · · ap = ri+1 · · · rp
(

1
ri+1

+ · · · + 1
rp

)

shows that

ai =
1

ai+1

(
(ri + ri−1)

ri · · · rp
ai+2 · · · ap

1
ri

+ (ri + ri−1)ri − r2i

)

=
1

ai+1

(
(ri + ri−1)

ri+1 · · · rp
ai+2 · · · ap

+ ri−1ri

)
.

Thus we have

ai · · · ap = (ri + ri−1)ri+1 · · · rp + ri−1riai+2 · · · ap

= ri+1 · · · rp
(

(ri + ri−1) + ri−1ri

(
1
ri+1

+ · · · + 1
rp

))

= ri−1 · · · rp
(

1
ri−1

+
1
ri

+ · · · + 1
rp

)
,

which proves the assertion.
From (2.5) it is easy to see that

aj(x, ξ′) =
rj−1( 1

rj−1
+ · · · + 1

rp
)

1
rj

· · · + 1
rp

.

We define cj(x, ξ′) by

cj(x, ξ′) =

∑p
s=j rs(x, ξ

′)−1∑p
s=j−1 rs(x, ξ′)−1

, 2 ≤ j ≤ p

so that aj(x, ξ′) = rj−1(x, ξ′)/cj(x, ξ′). We now summarize:

Lemma 2.4. We have

〈A(x, ξ′)ξ(p), ξ(p)〉 =
p∑

j=2

ajmj(x, ξ′)2 +R(x, ξ′)ξ21 ,
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where mj(x, ξ′) = ξj − cj(x, ξ′)ξj−1 and

R(x, ξ′) = r1(x, ξ′) − 1 − r1(x, ξ′)2

a2(x, ξ′)
= 0 on Σ.

In particular

KerA(ρ) = 〈(1, c2(ρ), (c2c3)(ρ), . . . , (c2 · · · cp)(ρ))〉
is given by mj(ρ) = 0, j = 1, . . . , p, for ρ ∈ Σ.

Proof. We just check the assertion for R. Note that

r1 − 1 − r21
a2

= r1 − 1 −
r1( 1

r2
+ · · · + 1

rp
)

1
r1

+ · · · + 1
rp

=
1 − ( 1

r1
+ · · · + 1

rp
)

1
r1

+ · · · + 1
rp

= R(x, ξ′),

(2.16)

which vanishes on Σ by (2.6). This proves the assertion.

As observed above we can write

p(x, ξ) = −ξ20 − 2ξ0ξ1 +
p∑

j=1

qj(x, ξ′)x2
j +

p∑
j=2

aj(x, ξ′)mj(x, ξ′)2

+R(x, ξ′)ξ21 + rp+1(x, ξ′)
h∑

j=1

n2
j

(
x0 −

p∑
s=1

xs, x
(p+1), ξ(p+1)

)
,

(2.17)

where m1(x, ξ′) = ξ1 and R = 0 on Σ hence

R = 2
p∑

j=1

βjmj(x, ξ′) + 2
p∑

j=1

γjxj + 2
h∑

j=1

δjnj(x0, x
(p+1), ξ(p+1))

because Σ is given by

Σ = {x1 = · · · = xp = 0, ξ0 = · · · = ξp = 0,

nj(x0, x
(p+1), ξ(p+1)) = 0, 1 ≤ j ≤ h}.

Since
∂

∂xp
nj


x0 −

p∑
j=1

xj , x
(p+1), ξ(p+1)


 = 0 on Σ,

then one has

∂

∂xp
nj

(
x0 −

p∑
s=1

xs, x
(p+1), ξ(p+1)

)

=
p∑

i=1

ajixi +
p∑

i=1

bjiξi +
h∑

i=1

cjini(x0, x
(p+1), ξ(p+1)).
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It is clear that bji = 0. Putting xi = 0, 1 ≤ i ≤ p one has

∂

∂xp
nj(x0, x

(p+1), ξ(p+1)) =
p∑

i=1

cjini(x0, x
(p+1), ξ(p+1))

and this proves that nj(x0, x
(p+1), ξ(p+1)), 1 ≤ j ≤ h are independent of x0.

Let us denote them by nj(x(p+1), ξ(p+1)) so that we have

p(x, ξ) = −ξ20 − 2ξ0ξ1 +
p∑

j=1

qj(x, ξ′)x2
j +

p∑
j=2

aj(x, ξ′)m2
j

+
h∑

j=1

bj(x, ξ′)nj(x(p+1), ξ(p+1))2 +R(x, ξ′)ξ21 ,

(2.18)

where

R(x, ξ′) = 2
p∑

j=1

βjmj + 2
p∑

j=1

γjxj + 2
h∑

j=1

δjnj .

Here we recall

Proposition 2.2 ([2]). Let S1, S2 be two smooth functions verifying
(1.11) and (1.12). Then there exists C �= 0 such that

H3
S1
p|Σ = CH3

S2
p|Σ.

Let us define

(2.19) S = − 1
c1

p∑
j=1

(c1 · · · cj)xj

so that 〈HS(ρ)〉 = KerA(ρ). Due to Lemma 2.3, S verifies (1.11) and (1.12).

Lemma 2.5. The condition H3
S p(ρ) �= 0 implies that β1(ρ) �= 0.

Proof. Recall that

HS =
1
c1

p∑
j=1

(c1 · · · cj) ∂

∂ξj
+

p∑
j=1

xjLj ,

where Lj are some vector fields. Note that HS mj , 2 ≤ j ≤ p, HS xj , 1 ≤ j ≤ p
and HS nj , 1 ≤ j ≤ h vanish on Σ and hence they can be written as

p∑
j=2

ajmj +
p∑

j=1

bjxj +
h∑

j=1

cjnj + dξ1.

Then the assertion is clear.
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3. Hamilton system

We study the Hamilton system with the Hamiltonian p of (2.18). Let
nj(x̄(p+1), ξ̄(p+1)) = 0, 1 ≤ j ≤ h so that (x0, 0, . . . , 0, x̄(p+1), 0, . . . , 0, ξ̄(p+1)) ∈
Σ. In what follows, since the homogeneity in ξ is irrelevant in the study of
bicharacteristics, replacing (x(p+1), ξ(p+1)) by (x̄(p+1) + x(p+1), ξ̄(p+1) + ξ(p+1))
we are led to study the Hamilton system with Hamiltonian p where nj(0, 0) = 0,
1 ≤ j ≤ h. Making a linear symplectic change of coordinates we may assume
that

nj(x(p+1), ξ(p+1)) = xp+j +O(n2), 1 ≤ j ≤ k,

nk+j(x(p+1), ξ(p+1)) = ξp+j +O(n2), 1 ≤ j ≤ k + �,

where 2k + � = h and n2 = |x(p+1)|2 + |ξ(p+1)|2.
We start with

Lemma 3.1. One can write

p = −ξ20 − 2ξ0ξ1 +
p∑

j=1

qj�
2
j +

p∑
j=2

rjm
2
j +

h∑
j=1

bjn
2
j − β∗ξ31 + Φ(x, ξ′),

where qj, rj, bj, β∗ ∈ R and

mj = ξj − cjξj−1 − gj(x, ξ′), �j = xj − djξ
2
1 ,

nj = xp+j − ejξ
2
1 , 1 ≤ j ≤ k,

nk+j = ξp+j − ek+jξ
2
1 , 1 ≤ j ≤ k + �

with cj , dj , ej ∈ R. Here gj(x, ξ′) = O(ρ2), gj(x, 0) = 0 with ρ = |(x, ξ′)|.
Moreover

Φ(x, ξ′) =
p∑

j=2

αj0(x, ξ′)m2
j + αj1(x, ξ′)mj +

p∑
j=1

βj0(x, ξ′)�2j + βj1(x, ξ′)�j

+
h∑

j=1

γj0(x, ξ′)n2
j + γj1(x, ξ′)nj + δ(x, ξ′),

where

αj0 = O(ρ), βj0 = O(ρ), γj0 = O(ρ),

αj1 = O(ρ3)O(|ξ|), βj1 = O(ρ)O(|ξ|2), γj1 = O(n2) +O(ρ)O(|ξ|2),
δ = O(ρ4)O(|ξ|2) +O(ρ)O(|ξ|3)

with m2 =
∑p

j=2mj(x, ξ′)2, �2 =
∑p

j=1 �j(x, ξ
′)2.
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Proof. Recall that we can write, changing the previous notations,

p = −ξ20 − 2ξ0ξ1 +
p∑

j=1

qj(x, ξ)x2
j +

p∑
j=1

rj(x, ξ′)m̃j(x, ξ′)2

+
h∑

j=1

bj(x, ξ′)ñj(x(p+1), ξ(p+1))2 +


2

p∑
j=1

γj(x, ξ′)m̃j(x, ξ′)

+ 2
p∑

j=1

δj(x, ξ′)xj + 2
h∑

j=1

µj(x, ξ′)ñj


 ξ21 ,

where m̃1 = ξ1, m̃j = ξj − cj(x, ξ′)ξj−1. Let us write

rjm̃
2
j + 2γjm̃jξ

2
1 = rj

(
m̃j +

γj

rj
ξ21

)2

− γ2
j

rj
ξ41 ,

qjx
2
j + 2δjxjξ

2
1 = qj

(
xj +

δj
qj
ξ21

)2

− δ2j
qj
ξ41 ,

bj ñ
2
j + 2µj ñjξ

2
1 = bj

(
ñj +

µj

bj
ξ21

)2

− µ2
j

bj
ξ41 .

Let gj be the sum of the quadratic and the cubic part of the Taylor expansion
of cj(x, ξ′)ξj−1 − (γj(x, ξ′)/rj(x, ξ′))ξ21 around 0 = (0, 0) so that

m̃j +
γj

rj
ξ21 = mj(x, ξ′) +O(ρ3)O(|ξ|), mj = ξj − cjξj−1 − gj(x, ξ′),

where cj = cj(0). Taking dj = −δj(0)/qj(0), ej = −µj(0)/bj(0) one has

xj +
δj
qj
ξ21 = �j(x, ξ) +O(ρ)O(|ξ|2), �j = xj − djξ

2
1 ,

ñj +
µj

bj
ξ21 = nj(x(p+1), ξ(p+1)) +O(n2) +O(ρ)O(|ξ|2),

nj = xp+j − ejξ
2
1 , 1 ≤ j ≤ k,

nk+j = ξp+j − ek+jξ
2
1 , 1 ≤ j ≤ k + �.

Then with β∗ = −2γ1(0) �= 0 we can write

p = −ξ20 − 2ξ0ξ1 +
p∑

j=1

qj(x, ξ′)[�j +O(ρ)O(|ξ|2)]2

+
p∑

j=2

rj(x, ξ′)[mj +O(ρ3)O(|ξ|)]2

+
h∑

j=1

bj(x, ξ′)[nj +O(n2) +O(ρ)O(|ξ|2)]2 − β∗ξ31 +O(ρ)O(|ξ|3).
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Note that

rj(x, ξ′)[mj +O(ρ3)O(|ξ|)]2 = [rj(0) +O(ρ)][mj +O(ρ3)O(|ξ|)]2
= rj(0)m2

j +O(ρ)O(m2) +O(ρ3)O(m)O(|ξ|) +O(ρ6)O(|ξ|2)
and

qj(x, ξ′)[�j +O(ρ)O(|ξ|2)]2 = [qj(0) +O(ρ)][�j +O(ρ)O(|ξ|2)]2
= qj(0)�2j +O(ρ)O(�2) +O(ρ)O(�)O(|ξ|2) +O(ρ2)O(|ξ|4),

and

bj(x, ξ′)[nj +O(n2) +O(ρ)O(|ξ|2)]2 = bj(0)n2
j +O(ρ)O(n2)

+O(ρ)O(n)O(|ξ|2) +O(ρ2)O(|ξ|4) +O(n3).

This proves the assertion for Φ(x, ξ′).

Our Hamilton system is:
(3.1)



ẋ0 = −2ξ0 − 2ξ1,

ẋ1 = −2ξ0 − 4
p∑

k=1

qkdkξ1�k − 2c2r2m2 − 3β∗ξ21

− 2
p∑

k=2

rkmk
∂gk

∂ξ1
− 4

h∑
k=1

bkekξ1nk +
∂Φ
∂ξ1

,

ẋj = 2rjmj − 2rj+1cj+1mj+1 − 2
p∑

k=2

rkmk
∂gk

∂ξj
+
∂Φ
∂ξj

, 2 ≤ j ≤ p,

ξ̇0 = 2
p∑

k=2

rkmk
∂gk

∂x0
− ∂Φ
∂x0

,

ξ̇j = −2qjxj + 2qjdjξ
2
1 + 2

p∑
k=2

rkmk
∂gk

∂xj
− ∂Φ
∂xj

, 1 ≤ j ≤ p,

ẋp+j = 2bk+j(ξp+j − ek+jξ
2
1) − 2

p∑
i=2

rimi
∂gi

∂ξp+j
+

∂Φ
∂ξp+j

,

1 ≤ j ≤ k + �,

ξ̇p+j = −2bj(xp+j − ejξ
2
1) + 2

p∑
i=2

rimi
∂gi

∂xp+j
− ∂Φ
∂xp+j

,

1 ≤ j ≤ k,

ẋp+j = −2
p∑

i=2

rimi
∂gi

∂ξp+j
+

∂Φ
∂ξp+j

, k + �+ 1 ≤ j,

ξ̇p+j = 2
p∑

i=2

rimi
∂gi

∂xp+j
− ∂Φ
∂xp+j

, k + 1 ≤ j.
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It is easy to see that

∂Φ
∂xj

=
p∑

k=2

β
(j)
k mk +O(ρ)O(�) +O(ρ)O(|ξ|2)

+O(ρ)O(n)O(|ξ|) +O(n2)

(3.2)

for 1 ≤ j ≤ p, where β(j)
k = O(ρ2) +O(|ξ|) and

∂Φ
∂ξj

=
p∑

k=2

α
(j)
k mk +O(�2) +O(�)O(ρ)O(|ξ|)

+O(n2) +O(n)O(ρ)O(|ξ|) +O(ρ3)O(|ξ|) +O(ρ)O(|ξ|2)
(3.3)

for 1 ≤ j ≤ p, where α(j)
k = O(ρ). It is also easy to see that

∂Φ
∂ξj

= 2γk−p+j,0(ξj − ek−p+jξ
2
1)

+O(m2) +O(m)O(ρ)O(|ξ|) +O(ρ3)O(m)

+O(�2) +O(�)O(ρ)O(|ξ|) +O(n2) +O(n)O(ρ)O(|ξ|)
+O(ρ4)O(|ξ|) +O(ρ)O(|ξ|2)

(3.4)

for p+ 1 ≤ j, where γk−p+j = 0 for p+ k + �+ 1 ≤ j and

∂Φ
∂xj

= 2γj−p,0(xj − ej−pξ
2
1) + γj−p,1

+O(m2) +O(m)O(ρ)O(|ξ|) +O(�2)

+O(�)O(|ξ|2) +O(n2) +O(n)O(|ξ|2) +O(ρ3)O(|ξ|2) +O(|ξ|3)

(3.5)

for p+ 1 ≤ j, where γj−p,0 = 0, γj−p,1 = 0 for p+ k + 1 ≤ j.
Suppose that mj are also unknowns and (x(s), ξ(s),m(s)) verifies (3.1).

From (3.1) one can write

(3.6) 2rjmj − 2rj+1cj+1mj+1 = ẋj + rj(x, ξ,m), 2 ≤ j ≤ p,

where we have set mp+1 = 0 and

rj = 2
p∑

k=2

rkmk
∂gk

∂ξj
− ∂Φ
∂ξj

.

Similarly from (3.1) we can write

(3.7) xj = − 1
2qj

ξ̇j + sj(x, ξ), 2 ≤ j ≤ p

with

(3.8) sj =
1
qj

[
qjdjξ

2
1 +

p∑
k=2

rkmk
∂gk

∂xj
− 1

2
∂Φ
∂xj

]
.
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From (3.6) and (3.7) it follows that

(3.9) 2rjmj − 2rj+1cj+1mj+1 = − 1
2qj

ξ̈j + rj +
d

ds
sj .

Let us set
φj = ξj − cjξj−1 − gj(x, ξ), 2 ≤ j ≤ p,

then it is easy to see by induction that

ξj =
j∑

�=2

1
c�

[c� · · · cj ]φ� +
j∑

�=2

1
c�

[c� · · · cj ]g� + (c2 · · · cj)ξ1, 2 ≤ j ≤ p.

Then if (x, ξ,m) satisfies (3.1) one has

2rjmj − 2rj+1cj+1mj+1 = − 1
2qj

j∑
�=2

1
c�

(c� · · · cj)φ̈�

− 1
2qj

(c2 · · · cj)ξ̈1 + rj +
d

ds
sj

− 1
2qj

(
d

ds

)2 j∑
�=2

1
c�

(c� · · · cj)g�, 2 ≤ j ≤ p.

(3.10)

Here we rewrite d2g�/ds
2. In the expression

d

ds
gj(x, ξ′) =

n∑
i=0

∂gj

∂xi
ẋi +

n∑
i=1

∂gj

∂ξi
ξ̇i

we substitute the right-hand side of the equation (3.1) into ẋi and ξ̇i to get

(3.11)
d

ds
gj(x, ξ′) = hj(x, ξ′), 2 ≤ j ≤ p.

Let us put

(3.12) kj(x, ξ′) =
j∑

�=2

1
c�

(c� · · · cj)h�.

Taking (3.10) into account, we introduce the following equations for mj :

2rjmj(s) − 2rj+1cj+1mj+1(s)

= − 1
2qj

j∑
�=2

1
c�

(c� · · · cj)m̈�(s)

− 1
2qj

(c2 · · · cj)ξ̈1(s) + rj +
d

ds
sj(x(s), ξ(s),m(s))

− 1
2qj

(
d

ds

)
kj(x(s), ξ(s)), 2 ≤ j ≤ p.

(3.13)
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If (x, ξ,m) verifies (3.1) and (3.13) then we have

− 1
2qj

j∑
�=2

1
c�

(c� · · · cj)
(
d

ds

)2

(m� − φ�) = 0, 2 ≤ j ≤ p

and hence we conclude that

mj(s) = φj(s), 2 ≤ j ≤ p

provided

(3.14) (x, ξ) = O(s−1), mj = O(s−1).

Thus (x(s), ξ(s)) is a solution to the Hamilton system (3.1). Now our question
is reduced to look for (x, ξ,m) verifying (3.1) and (3.13) with (3.14).

4. Reduction of Hamilton system

We further simplify the equations (3.1) and (3.13). We make the change
of the independent variable s:

(4.1) s =
1
t

and put

x0(s) = tX0(t), ξ0(s) = t4Ξ0(t), m(s) = t4M(t),

xj(s) = t3Xj(t), ξj(s) = t2Ξj(t), 1 ≤ j ≤ p,

xj(s) = t3Xj(t), ξj(s) = t3Ξj(t), p+ 1 ≤ j ≤ p+ k,

xj(s) = t3Xj(t), ξj(s) = t4Ξj(t), p+ k + 1 ≤ j ≤ p+ k + �,

xj(s) = t4Xj(t), ξj(s) = t4Ξj(t), p+ k + �+ 1 ≤ j

(4.2)

and denote V = (X,Ξ), V(p) = (X0, . . . , Xp,Ξ0, . . . ,Ξp) and for f(x, ξ,m) we
put

f �(t, V,M) = f(tX0, t
3X ′, t3Xp+1, . . . , t

3Xp+k+�, t
4Xp+k+�+1, . . . , t

4Xn,

t4Ξ0, t
2Ξ′, t3Ξp+1, . . . , t

3Ξp+k, t
4Ξp+k+1, . . . , t

4Ξn, t
4M),

where X ′ = (X1, . . . , Xp), Ξ′ = (Ξ1, . . . ,Ξp).
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Lemma 4.1. We have

(
∂Φ
∂xj

)�

= O(t4), 1 ≤ j ≤ p+ k,

(
∂Φ
∂xj

)�

= O(t6), p+ k + 1 ≤ j,

(
∂Φ
∂ξj

)�

= O(t5), 1 ≤ j ≤ p,

(
∂Φ
∂ξj

)�

= O(t4), p+ 1 ≤ j ≤ p+ k,

(
∂Φ
∂ξj

)�

= O(t5), p+ k + 1 ≤ j ≤ p+ k + �,

(
∂Φ
∂ξj

)�

= O(t6), p+ k + �+ 1 ≤ j,

(
∂Φ
∂x0

)�

= O(t6),

where by O(ts) we denote a term which is of the form

tsR(t, V,M)

with a smooth function R(t, V,M).

Proof. Noting �� = O(t3), ξ� = O(t2), ρ� = O(t), m� = O(t4), n� = O(t3)
and

∂�

∂ξj
= O(|ξ|), ∀j, ∂�

∂x0
= 0, ξ�

i = O(t4), p+ k + 1 ≤ i,

∂gj

∂ξi
= O(|ξ|), p+ 1 ≤ i,

∂gj

∂xi
= O(|ξ|), ∀i,

the assertion follows from (3.2), (3.3), (3.4) and (3.5).

We study the Hamilton system (3.1). Let us set

D = t
d

dt
.

Then since

tD(t�G) = t�+1(DG+ �G),
d

ds
= −tD,
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thanks to Lemma 4.1 the equation (3.1) is transformed to

(4.3)




DX0 = −X0 + 2Ξ1 + t2φ0(t, V ),

DX1 = −3X1 + 2Ξ0 + 2r2c2M2 + 3β∗Ξ2
1 + tφ1(t, V,M),

DXj = −3Xj − 2rjMj + 2rj+1cj+1Mj+1 + tφj(t, V,M),
2 ≤ j ≤ p,

DΞ0 = −4Ξ0 + tψ0(t, V,M),
DΞj = −2Ξj + 2qjXj + tψj(t, V,M), 1 ≤ j ≤ p,

tDXp+j = −3tXp+j − 2bk+jΞp+j + tφp+j(t, V,M), 1 ≤ j ≤ k,

tDΞp+j = −3tΞp+j + 2bjXp+j + tψp+j(t, V,M), 1 ≤ j ≤ k,

DXp+j = −3Xp+j − 2bk+j(Ξp+j − ek+jΞ2
1) + tφp+j(t, V,M),

k + 1 ≤ j ≤ k + �,

DXp+j = −4Xp+j + tφp+j(t, V,M), k + �+ 1 ≤ j,

DΞp+j = −4Ξp+j + tψp+j(t, V,M), k + 1 ≤ j.

We turn to (3.13). In view of (3.3) one can write

(
∂Φ
∂ξj

)�

= t5
p∑

k=2

Rjk(t, V )Mk + t5R(t, V )

for 1 ≤ j ≤ p and then

(4.4) t−4r�
j = tR(t, V,M).

Note that

(4.5) [O(ρ)O(�)]� = t4R1(t, V(p)) + t5R2(t, V )

because O(�) = O(|(x1, . . . , xp)|) +O(|ξ|2). Thus one sees from (3.2)
(
∂Φ
∂xj

)
= t4R1(t, V(p)) + t5R2(t, V,M), 1 ≤ j ≤ p,

where and below Rj may change from line to line. This shows that

s�
j = t4R1(t, V(p)) + t5R2(t, V,M)

and hence one obtains

(4.6) t−4(tD)s�
j = R1(t, V(p), tDV(p)) + tR2(t, V,M, tDV, tDM),

where

(4.7) R1(t, V(p), 0) = 0
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since

tD[tkf(t, V,M)] = ktk+1 ∂f

∂t
(t, V,M)

+ tk
∑ ∂f

∂Vj
(t, V,M)tDVj + tk

∑ ∂f

∂Mj
(t, V,M)tDMj .

(4.8)

We finally show that one can write

(4.9) t−4(tD)h�
j = R1(t, V(p), tDV(p)) + tR2(t, V, tDV ),

where
R1(t, V(p), 0) = 0.

To examine this we first recall that

hj(x, ξ′) =
n∑

i=0

∂gj

∂xi
ẋi +

n∑
i=1

∂gj

∂ξi
ξ̇i.

It is clear from the definition of gj that

(4.10)
∂gj

∂xi
= O(|ξ(p)|).

We see from (3.1), (3.3) and (3.4) that

ẋi = O(|ξ(p)|) +O(ρ)O(�) +O(ρ)O(n) +O(|ξ|2) +O(ρ3)O(|ξ|)

for 0 ≤ j ≤ p and

ẋi = O(ξi) +O(ρ)O(|ξ|) +O(ρ)O(�) +O(ρ)O(n) +O(|ξ|2)

for p+ 1 ≤ i. Thus we have

(
∂gj

∂xi
ẋi

)�

= t4R1(t, V(p)) + t5R2(t, V ).

We turn to (∂gj/∂ξi)ξ̇i. It is easy to see from (3.1), (3.2) and (3.5) that

ξ̇i = O(xi) +O(ρ)O(�) +O(ρ)O(n) +O(|ξ|2)

for 1 ≤ i. Since

∂gj

∂ξi
= O(|x|), 1 ≤ i ≤ p,

∂gj

∂ξi
= O(|ξ|), p+ 1 ≤ i,

we see that (
∂gj

∂ξi
ξ̇i

)�

= t4R1(t, V(p)) + t5R2(t, V ).
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Combining these expressions one gets

h�
j = t4R1(t, V(p)) + t5R2(t, V ),

which proves (4.9).
It is also easy to see that

(4.11) t−4

(
d

ds

)2

(t2Ξ1) = 6Ξ1 + 5DΞ1 +D2Ξ1 = LΞ1

and

(4.12) t−4

(
d

ds

)2

(t4M) = t−4(tD)2(t4M) = (tD + 4t)2M.

Thus the equation (3.13) turns to

2rjMj − 2rj+1cj+1Mj+1 = − 1
2qj

j∑
�=2

1
c�

(c� · · · cj)(tD + 4t)2M

− 1
2qj

(c2 · · · cj)LΞ1 +R1(t, V(p), tDV(p))

+ tR2(t, V,M, tDV, tDM), 2 ≤ j ≤ p,

(4.13)

where

(4.14) R1(t, V(p), 0) = 0.

We further rewrite (4.13) removing the D2Ξ1 term in LΞ1. Let us denote
W = (V,M) and recall that

(4.15) DX1 = −3X1 + 2Ξ0 + 2r2c2M2 + 3β∗Ξ2
1 + tφ1(t,W ).

Noting (3.2) and (4.5) we get

(4.16) DΞ1 = −2Ξ1 + 2q1X1 + tψ1(t, V(p)) + t2ψ̃(t, V,M).

From (4.16) we have

DX1 =
1

2q1
D2Ξ1 +

1
q1
DΞ1 + θ(t, V(p), tDV(p))

+ tθ̃(t, V,M, tDV, tDM),
(4.17)

where θ(t, V(p), 0) = 0. Equating (4.15) and (4.17) one obtains

2r2c2M2 =
1

2q1
D2Ξ1 +

1
q1
DΞ1 + 3X1 − 2Ξ0

− 3β∗Ξ2
1 + θ1(t, V(p), tDV(p)) + tθ̃1(t, V,M, tDV, tDM).
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Using (4.16) we rewrite this as

2r2c2M2 =
1

2q1
LΞ1 − 2Ξ0 − 3β∗Ξ3

1

+ θ2(t, V(p), tDV(p)) + tθ̃2(t, V,M, tDV, tDM).
(4.18)

We insert (4.18) into (4.13) to get

2rjMj − 2rj+1cj+1Mj+1 +
2q1r2
qj

(c22c3 · · · cj)M2

= − 1
2qj

j∑
�=2

1
c�

(c� · · · cj)(tD + 4t)2M�

+R1(t, V(p), tDV(p)) + tR2(t, V,M, tDV, tDM).

(4.19)

For later use we give another less precise expression of (4.13). From (4.14)
one can write

R1(t, V(p), tDV(p)) = tR̃1(t, V,DV )

and hence we can rewrite (4.13) in the form

2rjMj − 2rj+1cj+1Mj+1 = − 1
2qj

(c2 · · · cj)LΞ1

+ tθj(t, V,M,DV,DM).
(4.20)

If we have a solution (X,Ξ,M) of (4.3) and (4.20) which is bounded as t ↓ 0
then (x, ξ,m), defined by (4.2), satisfies (3.1) and (3.13) with (3.14) and hence
(x, ξ) is a solution to the original Hamilton system.

5. Formal solutions

We first look for a formal solution to (4.3) and (4.20). Let us define the
class of formal series in t and log 1/t in which we look for formal solutions:

Definition. For k ∈ N we set

Ek =


tk

∑
0≤j≤i

ti(log 1/t)jFij | Fij ∈ CN


 .

The followings are checked immediately:
• E0 ⊃ E1 ⊃ · · · ⊃ Ek ⊃ · · · ,
• tpEk ⊂ Ep+k,
• DEk ⊂ Ek,
• EpEq ⊂ Ep+q.

We further rewrite the equation (4.20). From (4.20) it follows that

Mj = −c2 · · · cj
4rj

[
1
qj

+
c2j+1

qj+1
+ · · · + c2j+1 · · · c2p

qp

]
LΞ1

+ tf̃j(t,W,DW ), 2 ≤ j ≤ p.

(5.1)
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Let us set

(5.2)



κj = −c2 · · · cj

4rj

[
1
qj

+
c2j+1

qj+1
+ · · · + c2j+1 · · · c2p

qp

]
,

κ =
1
q1

+
c22
q2

+ · · · + c22 · · · c2p
qp

so that

(5.3) Mj = κjLΞ1 + tf̃j(t,W,DW ), 2 ≤ j ≤ p, 4r2c2κ2 =
1
q1

− κ.

Note that f̃j has the form

(5.4) θ̃j =
p∑

k=2

a
(j)
0kMk + a

(j)
1k DMk + a(j),

where a(j), a(j)
ik are smooth in (t, V,DV ).

We now assume that (5.3), (4.15) and (4.16) hold. Then we have from
(4.18) and (5.3) that(

1
q1

− κ

)
LΞ1 + 4r2c2tf̃2 =

1
q1

LΞ1 − 4Ξ0 − 6β∗Ξ2
1 + 2tf2

so that LΞ1 = [6β∗κ−1Ξ2
1 + 4κ−1Ξ0] + tf3 with f3 = κ−1(4r2c2f̃2 − 2f2). Here

we have set

tf2(t,W,DW ) = θ2(t, V(p), tDV(p)) + tθ̃2(t, V,M, tDV, tDM).

Thus one has

(5.5) Mj = κj [6β∗κ−1Ξ2
1 + 4κ−1Ξ0] + tf ′j(t,W,DW ), 2 ≤ j ≤ p

with f ′j = κjf3 + f̃j where f ′j has the same form as (5.4).
Conversely assume that (4.15), (4.16) and (5.5) hold. From (5.5) and (4.18)

one has

2r2c2κ2[6β∗κ−1Ξ2
1 + 4κ−1Ξ0] + 2r2c2tf ′2 =

1
2q1

LΞ1 − 2Ξ0 − 3β∗Ξ2
1 + tf2

and hence

[6β∗κ−1Ξ2
1 + 4κ−1Ξ0] = LΞ1 − tf3.

Thus we get (5.3) from (5.5). We conclude that our problem is reduced to find
a solution (X,Ξ,M) verifying (4.3) and (5.5).

Lemma 5.1. Assume that (X,Ξ,M) ∈ E0 satisfies (4.3) and (5.5) for-
mally and Ξ1(0) �= 0. Then X(0), Ξ(0) and M(0) are uniquely determined.
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Proof. Let us set

Xµ =
∑

0≤j≤i

ti(log 1/t)jβ
(µ)
ij , Ξµ =

∑
0≤j≤i

ti(log 1/t)jα
(µ)
ij ,

Mµ =
∑

0≤j≤i

ti(log 1/t)jm
(µ)
ij .

Equating the constant terms of both sides of (5.5) and recalling that L =
6 + 5D +D2 one has

(5.6) m
(j)
00 = 6κjκ

−1β∗(α(1)
00 )2 + 4κ−1κjα

(0)
00 .

From DΞj = −2Ξj + 2qjXj + tψj(t,W ) we have

(5.7) α
(j)
00 = qjβ

(j)
00 , 1 ≤ j ≤ p.

From DX1 = −X0 + 2Ξ1 + t2φ0(t,W ) and DΞ0 = −4Ξ0 + tψ0(t,W ) it follows
that

(5.8) α
(0)
00 = 0, β

(0)
00 = 2α(1)

00 .

Now DX1 = −3X1 + 2Ξ0 + 2r2c2M2 + 3β∗Ξ2
1 + tφ1(t,W ) with (5.8) gives

(5.9) 3β(1)
00 = 2r2c2m

(2)
00 + 3β∗(α(1)

00 )2.

Then from (5.7), (5.6) and (5.9) it follows that

(5.10) α
(1)
00 =

1
β∗

[
1
q1

+
c22
q2

+ · · · + c22 · · · c2p
qp

]
=

κ

β∗

for α(1)
00 �= 0. Thus α(1)

00 is uniquely determined provided α(1)
00 �= 0. The equation

(5.6) determines m(j)
00 , 2 ≤ j ≤ p uniquely. From DXj = −3Xj − 2rjMj +

2rj+1cj+1Mj+1 + tφj(t,W ) it follows that

(5.11) β
(j)
00 =

1
3

[
2rj+1cj+1m

(j+1)
00 − 2rjm

(j)
00

]
, 2 ≤ j ≤ p.

Then (5.7) determines α(j)
00 , 2 ≤ j ≤ p.

We turn to β(p+j)
00 , α(p+j)

00 for j ≥ 1. From (4.3) it is clear that

α
(p+j)
00 = 0, j ≥ 1, β

(p+j)
00 = 0, j �= k + 1, . . . , k + �.

It is also clear that

β
(p+j)
00 = −2ek+j

3
(α(1)

00 )2, k + 1 ≤ j ≤ k + �.

This proves the assertion.
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We now show that there exists a formal solution (X,Ξ,M) ∈ E0 verifying
Ξ1(0) �= 0 and (4.3), (5.5). If such a solution exists then (X(0),Ξ(0),M(0)) is
uniquely determined by Lemma 5.1. Taking this fact into account let us put

(X̄, Ξ̄, M̄) = (X(0),Ξ(0),M(0))

and

E� =




∑
1≤i,0≤j≤i

ti(log 1/t)jFij


 ,

we substitute (X̄+X, Ξ̄+Ξ, M̄ +M) for (X,Ξ,M) in (5.5) to get the equation
for (X,Ξ,M). Since β∗α(1)

00 = κ we get

(5.12) Mj = 12κjΞ1 + 4κjκ
−1Ξ0 + ajΞ2

1 + tFj + tfj(t,W,DW ),

where aj and Fj are constants and fj(t,W,DW ) has the same form as (5.4)
and

fj(0, 0, 0) = 0.

Hence if (X,Ξ,M) ∈ E� verifies (5.12) then (X̄ + X, Ξ̄ + Ξ, M̄ + M) satisfies
(5.5).

We turn to the equation (4.3). Let us substitute (X̄ +X, Ξ̄ + Ξ, M̄ +M)
for (X,Ξ,M) in (4.3). Then we have, thanks to β∗α(1)

00 = κ,

(5.13)




DX0 = −X0 + 2Ξ1 + t2β0 + t2φ0(t,W ),

DX1 = −3X1 + 2Ξ0 + 2r2c2M2 + 6κΞ1 + a1Ξ2
1

+ tβ1 + tφ1(t,W ),
DXj = −3Xj − 2rjMj + 2rj+1cj+1Mj+1 + tβj + tφj(t,W ),

2 ≤ j ≤ p,

DΞ0 = −4Ξ0 + tγ0 + tψ0(t,W ),
DΞj = −2Ξj + 2qjXj + tγj + tψj(t,W ), 1 ≤ j ≤ p,

tDXp+j = −3tXp+j − 2bk+jΞp+j + tβp+j + tφp+j(t,W ),
1 ≤ j ≤ k,

tDΞp+j = −3tΞp+j + 2bjXp+j + tγp+j + tψp+j(t,W ),
1 ≤ j ≤ k,

DXp+j = −3Xp+j − 2bk+jΞp+j + 4bk+jek+jα
(1)
00 Ξ1

+ ap+jΞ2
1 + tβp+j + tφp+j(t,W ), k + 1 ≤ j ≤ k + �,

DXp+j = −4Xp+j + tβp+j + tφp+j(t,W ), k + �+ 1 ≤ j,

DΞp+j = −4Ξp+j + tγp+j + tψp+j(t,W ), k + 1 ≤ j,

where φj , ψj are polynomials in M such that φj(0, 0) = 0, ψj(0, 0) = 0 with
coefficients which are smooth in (t, V ). If (X,Ξ,M) ∈ E� verifies (5.13) then
(X̄ +X, Ξ̄ + Ξ, M̄ +M) satisfies (4.3).
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Theorem 5.1. There exists a formal solution (X,Ξ,M) ∈ E0 verifying
Ξ1(0) �= 0 and (4.3), (5.5).

We start with

Lemma 5.2. For any V = (X,Ξ) ∈ E� there is a unique M ∈ E� such
that (X̄ +X, Ξ̄ + Ξ, M̄ +M) satisfies (5.5) where M has the form

Mj = 12κjΞ1 + 4κjκ
−1Ξ0 + tFj + Cj , 2 ≤ j ≤ p

with a constant Fj and

Cj =
∑

2≤p,0≤q≤p−1

C(j)
pq t

p(log 1/t)q,(5.14)

C(j)
pq = C(j)

pq (Vµν | ν ≤ µ ≤ p− 1).

Proof. Note that

Ξ2
1 =

∑
2≤i,0≤j≤i

ηijt
i(log 1/t)j , ηij = ηij(α(1)

pq | q ≤ p ≤ i− 1).

Then with
Mµ =

∑
1≤i,0≤j≤i

m
(µ)
ij ti(log 1/t)j

it is easy to see that (5.12) implies that

m(j)
pq = 12κjα

(1)
pq + 4κ−1κjα

(0)
pq + δp1δq0Fj

+G(j)
pq (α(1)

µν , ν ≤ µ ≤ p− 1, Vµν , ν ≤ µ ≤ p− 1,m(i)
µν , ν ≤ µ ≤ p− 1).

By induction we get the desired assertion.

Substitute (X̄ + X, Ξ̄ + Ξ, M̄ + M(X,Ξ)) for (X,Ξ,M) in (5.5). Here
M(X,Ξ) is given by Lemma 5.2. Let us denote

V I = t(X0, . . . , Xp,Ξ0, . . . ,Ξp) = V(p),

V II = t(Xp+1, . . . , Xp+k,Ξp+1, . . . ,Ξp+k),
V III = t(Xp+k+1, . . . , Xn,Ξp+k+1, . . . ,Ξn).

Then (5.13) becomes

DV I = AIV
I + FIt+GI(t, V ),

0 = AIIV
II + FIIt+GII(t, V ),(5.15)

DV III = AIIIV
III +KΞ1 + FIIIt+GIII(t, V ),

where

G∗(t, V ) =
∑

2≤i,0≤j≤i

G∗ijt
i(log 1/t)j ,(5.16)

G∗ij = G∗ij(Vpq | q ≤ p ≤ i− 1)
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and F∗, K are constant vectors. Indeed tDW has the form (5.16) if W ∈ E�.
Make more precise looks on A∗. Let us study the linear part of the second
equation (5.13):

2r2c2M2 + 6κΞ1 − 3X1 + 2Ξ0.

By Lemma 5.2 it turns out to be

− 3X1 + 2r2c2[12κ2Ξ1 + 4κ−1κ2Ξ0] + 2Ξ0 + 6κΞ1 +G2 + tF2

= −3X1 + 6
(

1
q1

− κ

)
Ξ1 + 2κ−1

(
1
q1

− κ

)
Ξ0 + 2Ξ0 + 6κΞ1 +G2 + tF2

= −3X1 + 6q−1
1 Ξ1 + 2κ−1q−1

1 Ξ0 +G2 + tF2

where G2 verifies (5.16). We note that

−3Xj − 2rjMj + 2rj+1cj+1Mj+1 = −3Xj + 24τjΞ1 + 8κ−1τjΞ0 + tFj +Gj

with Gj verifying (5.16) where τj = rj+1cj+1κj+1 − rjκj . Thus we get the
expression of AI :

(5.17) AIV
I =




−X0 + 2Ξ1

−3X1 + (6q−1
1 )Ξ1 + 2κ−1q−1

1 Ξ0

−3Xj + 24τjΞ1 + 8τjκ−1Ξ0

−4Ξ0

−2Ξj + 2qjXj


 .

On the other hand, it is easy to see that

(5.18) AII =




... −2bk+1

O
...

. . .
... −2b2k

· · · · · · · · · · · · · · · · · ·
2b1

...
. . .

... O

2bk
...




.

Turn to AIII . We see that
(5.19)

AIIIV
III =




−3Xp+k+1 − 2b2k+1Ξp+k+1

...
−3Xp+k+� − 2b2k+�Ξp+k+�

−4Xp+k+�+1

...
−4Xn

−4Ξp+k+1

...
−4Ξn




, K =




4b2k+1e2k+1α
(1)
00

...
4b2k+�e2k+�α

(1)
00

0
...
0



.
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Let us write

(5.20) HDV = AV + tF +G(t, V ),

where

H =


 E O O

O O O
O O E


 , A =


 AI O O

O AII O
� O AIII


 .

Lemma 5.3. We have

σ(AI) = {−6, 0, 1}, σ(AII) ⊂ iR \ {0}, σ(AIII) = {−3,−4}.

Proof. It is enough to show the first assertion. It is easy to see that

det(λ−AI) = (λ+ 1)(λ+ 4)
∣∣∣∣ λ+ 3 D1

D2 λ+ 2

∣∣∣∣
= (λ+ 1)(λ+ 4)|(λ+ 3)(λ+ 2) −D2D1|,

where D2 = − diag(2q1, 2q2, . . . , 2qp) and

D1 = −




6q−1
1 0 · · · 0

24τ2 0 · · · 0
...

24τp 0 · · · 0


 .

From this we conclude that the eigenvalues are 0 and λ:

λ2 + 5λ− 6 = 0.

This proves the assertion.

Proof of Theorem 5.1. Note that (5.20) implies that

(5.21) H(iVij − (j + 1)Vij+1) = AVij + δi1δj0F +Gij ,

where Gij = 0 for i = 0, 1. Then we have

(5.22)

{
(H −A)V11 = 0,
(H −A)V10 = V11 + F.

Choose V11 ∈ Ker(H −A) so that

F + V11 ∈ Im(H −A).

Then we can take V10 �= 0 so that

(H −A)V10 = F + V11
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since Ker(H −A) �= {0} by Lemma 5.3. We turn to the case i ≥ 2:

(5.23) (iH −A)Vij = (j + 1)HVij+1 +Gij .

With j = i, (5.23) turns

(iH −A)Vii = Gii(Vpq | q ≤ p ≤ i− 1).

Since iH −A is non singular for i ≥ 2 by Lemma 5.3 one has

Vii = (iH −A)−1Gii(Vpq | q ≤ p ≤ i− 1).

Recurrently one can solve Vij by

Vij = (iH −A)−1 [(j + 1)HVij+1 +Gij(Vpq | q ≤ p ≤ i− 1)]

for j = i− 1, i− 2, . . . , 0. This proves the assertion.

6. A coupled system of ODEs

In this section we study the next system of ordinary differential equations

(6.1)




(
t2
d

dt
− iΛ

)
u = −tK1u+ L1(t)v +Q1(t, u, v)

+ tR1(t, u, v) + tF1,

t
d

dt
v = −K2v + Lu+ L2(t)v +Q2(t, u, v)

+ tR2(t, u, v) + tF2,

where Qj(t, u, v) and Rj(t, u, v) are C1 functions defined near (0, 0, 0) ∈ R ×
CN1 × CN2 such that

(6.2)

{
|Qj(t, u, v)| ≤ Bj0(|u|2 + |v|2),
|Rj(t, u, v)| ≤ B̃j0(|u| + |v|)

for (t, u, v) ∈ {|t| ≤ T1} × {|u| ≤ C1T1} × {|v| ≤ C1T1} and L2(t) ∈ C1((0, T ]),
L1(t) ∈ C1((0, T ]) are N2×N2 and N1×N2 matrix valued function respectively
which verifies

‖Lj(t)‖C((0,T ]), ‖tL′
j(t)‖C((0,T ]) ≤ B

while L is a constant N2 ×N1 matrix. To simplify notations we write ‖f‖T for
‖f‖C([0,T ]). We assume that Λ is a constant nonsingular real diagonal matrix;

(6.3) Λ = diag(λ1, . . . , λN1), λj ∈ R \ {0}
and Ki are real diagonal matrices;

K1 = diag(m11, . . . ,m1N1), K2 = diag(m21, . . . ,m2N2).

We also assume that

(6.4) |K1|, |K2| ≤ 2m, m = min {m11, . . . ,m1N1 ,m21, . . . ,m2N2}.
Our aim in this section is to prove:
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Theorem 6.1. If m is sufficiently large then (6.1) has a solution (u, v)
such that u(0) = 0, v(0) = 0.

Let m > 0. For f ∈ C([0, T ]) with f(t) = O(t) as t ↓ 0 we define

H[f ] =
∫ t

0

e−
i
t Λ+ i

s Λ

(
t

s

)−K1 1
s2
f(s)ds

and for h ∈ C([0, T ]) we set

G[h] =
∫ t

0

(
t

s

)−K2 1
s
h(s)ds

so that

(6.5)
(
t2
d

dt
− iΛ

)
H[f ] = −tK1H[f ] + f

and

(6.6) t
d

dt
G[h] = −K2G[h] + h.

We start with

Lemma 6.1. Let f(t) ∈ C1((0, T ]) be such that f(t) = O(t) and tf ′(t)
= O(1) as t ↓ 0 and let h ∈ C([0, T ]). Assume m > 0. Then we have

H[f ](t) = −(iΛ)−1f(t) +K1(iΛ)−1H[tf ](t) + (iΛ)−1H[t2f ′](t),

|H[f ](t)| ≤ 1
m
‖s−1f‖C((0,t]),

|G[h](t)| ≤ 1
m
‖h‖C([0,t]).

Proof. Let m > 0. Note that

H[f ] = e−
i
t Λ

∫ ∞

1
t

eiρΛ

(
1
tρ

)K1

f

(
1
ρ

)
dρ.

Then the integration by parts gives

H[f ] = −(iΛ)−1f(t) +K1(iΛ)−1e−
i
t Λ

∫ ∞

1
t

eiρΛ

(
1
tρ

)K1−I 1
tρ2

f

(
1
ρ

)
dρ

+ (iΛ)−1e−
i
t Λ

∫ ∞

1
t

eiρΛ

(
1
tρ

)K1 1
ρ2
f ′

(
1
ρ

)
dρ

= −(iΛ)−1f(t) +K1(iΛ)−1

∫ t

0

e−
i
t Λ+ i

s Λ

(
t

s

)−K1 1
s2
sf(s)ds

+ (iΛ)−1

∫ t

0

e−
i
t Λ+ i

s Λ

(
t

s

)−K1 1
s2
s2f ′(s)ds,



�

�

�

�

�

�

�

�

Non effectively hyperbolic operators, Hamilton map and bicharacteristics 87

which proves the first assertion. Since∣∣∣e− i
t Λ+ i

s Λ
∣∣∣ ≤ 1,

we have

|H[f ](t)| ≤
∫ 1

0

(
1
s

)−K1 1
s
|(ts)−1f(ts)|ds

≤ ‖t−1f‖C((0,t])

∫ 1

0

(
1
s

)−K1 1
s
ds =

1
m
‖t−1f‖C((0,t]),

which is the second assertion. The third assertion is clear because

|G[h](t)| ≤
∫ 1

0

(
1
s

)−K2 1
s
|h(ts)|ds ≤ 1

m
‖h‖C([0,t]).

Using (6.5) and (6.6) we rewrite (6.1) as an integral equation:

(6.7)

{
u = H[L1(t)v +Q1(t, u, v) + tR1(t, u, v) + tF1],
v = G[Lu+ L2(t)v +Q2(t, u, v) + tR2(t, u, v) + tF2].

Let u0(t) = 0, v0(t) = 0 and define un(t), vn(t) successively by

un+1(t) = H[L1(t)vn +Q1(t, un, vn) + tR1(t, un, vn) + tF1],
vn+1(t) = G[Lun + L2(t)vn +Q2(t, un, vn) + tR2(t, un, vn) + tF2].

Lemma 6.2. There exist positive constants C, C∗ (C∗ < C) and T > 0
such that we have

(6.8) |un(t)| ≤ Ct, |vn(t)| ≤ C∗t, n = 0, 1, 2, . . .

for 0 ≤ t ≤ T .

Proof. Assume (6.8) holds for n and n− 1. Write

un+1 = H[L1(t)vn] + H[Q1(t, un, vn)] + H[tR1(t, un, vn)] + H[tF1].

From Lemma 6.1 we see

(6.9) |H[tF1]| ≤ 1
m
|F1|.

Noting that

|Q1(t, un, vn)| ≤ 2B10C
2t2, |tR1(un, vn)| ≤ 2B̃10Ct

2,

which follows from the inductive hypothesis and (6.2), we have from Lemma
6.1 that

(6.10) |H[Q1(t, un, vn)]| ≤ 2B10C
2t

m
, |H[tR1(t, un, vn)]| ≤ 2B̃10Ct

m
.
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We study H[L1(t)vn]. By Lemma 6.1 one can write

H[L1(t)vn] = −(iΛ)−1L1(t)vn +K1(iΛ)−1H[tL1(t)vn]

+ (iΛ)−1H[t2L′
1(t)vn] + (iΛ)−1H[t2L1(t)v′n]

(6.11)

provided tv′n = O(1) as t ↓ 0 which will be examined below. Let us write

|Λ−1| = λ, Ak = |L| + ‖L2‖T + 2(B2kC + B̃2k)T, k = 0, 1

so that one has

(6.12) |(iΛ)−1L1vn| ≤ λ‖L1‖TC
∗t

while Lemma 6.1 gives

(6.13) |K1(iΛ)−1H[tL1(t)vn]| ≤ |K1|λ 1
m
‖L1(t)vn‖C([0,t]) ≤ 2λ‖L1‖TC

∗t

and

(6.14) |(iΛ)−1H[t2L′
1(t)vn]| ≤ λ

1
m
‖tL′

1(t)vn‖C([0,t]) ≤ λ

m
‖tL′

1(t)‖TC
∗t.

Recall that

tv′n = −K2vn + Lun−1 + L2(t)vn−1 +Q2(t, un−1, vn−1)
+ tR2(t, un−1, vn−1) + tF2.

This with the inductive hypothesis gives that

|tv′n| ≤ |K2||vn| + |L|Ct+ ‖L2‖TC
∗t+ 2B20C

2t2 + 2B̃20Ct
2 + t|F2|

≤ 2m|vn| + ‖L2‖TC
∗t+A0Ct+ t|F2|,

which shows that tv′n = O(t) as t ↓ 0. Moreover thanks to Lemma 6.1, one gets

|(iΛ)−1H[t2L1(t)v′n]| ≤ λ
1
m
‖L1‖T {2mC∗ +A0C + ‖L2‖TC

∗ + |F2|}t

≤ 2λ‖L1‖TC
∗t+

λ‖L1‖T

m
{‖L2‖TC

∗ +A0C + |F2|} t.

(6.15)

From (6.12), (6.13), (6.14) and (6.15) it follows that

|H[L1(t)vn]| ≤ 5λ‖L1‖TC
∗t+

λ

m
{‖tL′

1‖TC
∗

+ ‖L1‖T (‖L2‖TC
∗ + A0C + |F2|)}t.

(6.16)

Combining the estimates (6.9), (6.10) and (6.16) we conclude that

|un+1(t)| ≤ 5λ‖L1‖TC
∗t+

1
m
{|F1| + 2C(B10C + B̃10)

+ λ‖tL′
1‖TC

∗ + λ‖L1‖T (‖L2‖TC
∗ +A0C + |F2|)}t.
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Fix a C∗ > 0 and choose C > 0 so that C/2 > 5λ‖L1‖TC
∗. Then if m is chosen

such that

(6.17)
1
m
{|F1| + 2C(B10 + B̃10) + λ‖tL′

1‖TC
∗

+ λ‖L1‖T (‖L2‖TC
∗ +A0C + |F2|)} ≤ C/2,

then we have
|un+1(t)| ≤ Ct.

We turn to vn+1:

vn+1 = G[Lun] + G[L2(t)vn] + G[Q2(t, un, vn)] + G[tR2(t, un, vn)] + G[tF2].

By Lemma 6.1 and the induction hypothesis one has

|G[Lun]| ≤ |L|
m
Ct, |G[L2(t)vn]| ≤ ‖L2‖T

m
C∗t, |G[tF2]| ≤ 1

m
|F2|t.

Since
|Q2(t, un, vn)| ≤ 2B20C

2t2, |tR2(t, un, vn)| ≤ 2B̃20Ct
2,

we have by Lemma 6.1 that

(6.18) |vn+1| ≤ 1
m
{‖L2‖TC

∗ + |F2| +A0C}t.

Hence to conclude the proof it suffices to take m so that both (6.17) and

(6.19)
1
m
{‖L2‖TC

∗ + |F2| +A0C} ≤ C∗

hold.

Let us assume that

(6.20)




∣∣∣∣∂Qj

∂u

∣∣∣∣ ,
∣∣∣∣∂Qj

∂v

∣∣∣∣ ≤ Bj1(|u| + |v|),∣∣∣∣∂Rj

∂u

∣∣∣∣ ,
∣∣∣∣∂Rj

∂v

∣∣∣∣ ≤ B̃j1

for (t, u, v) ∈ {|t| ≤ T1} × {|u| ≤ C1T1} × {|v| ≤ C1T1}. We now show

Lemma 6.3. For large m we have

|vn − vn−1| ≤ 1
m
A1{‖un−1 − un−2‖C([0,t]) + ‖vn−1 − vn−2‖C([0,t])},

t|v′n − v′n−1| ≤ 2A1{‖un−1 − un−2‖C([0,t]) + ‖vn−1 − vn−2‖C([0,t])}.



�

�

�

�

�

�

�

�

90 Tatsuo Nishitani

Proof. We first note that from (6.20) and the induction hypothesis one
has

(6.21) |Qj(t, un−1, vn−1) −Qj(t, un−2, vn−2)|
≤ 2Bj1C{|un−1 − un−2|t+ |vn−1 − vn−2|}t.

Then Lemma 6.1 shows that

(6.22) |G[Qj(t, un−1, vn−1) −Qj(t, un−2, vn−2)]|
≤ 2Bj1CT

m
{‖un−1 − un−2‖C([0,t]) + ‖vn−1 − vn−2‖C([0,t])}.

Similarly from

(6.23) |tRj(t, un−1, vn−1) − tRj(t, un−2, vn−2)|
≤ 2B̃j1t{|un−1 − un−2| + |vn−1 − vn−2|}

one gets

(6.24) |G[tRj(t, un−1, vn−1) − tRj(t, un−2, vn−2)]|

≤ 2B̃j1T

m
{‖un−1 − un−2‖C([0,t]) + ‖vn−1 − vn−2‖C([0,t])}.

It is also clear that

|G[L2(t)(vn−1 − vn−2)]| ≤ ‖L2‖T

m
‖vn−1 − uv−2‖C([0,t]),(6.25)

|G[L(un−1 − un−2)]| ≤ |L|
m

‖un−1 − nn−2‖C([0,t]).(6.26)

Since

vn − vn−1 = G[L(un−1 − un−2)] + G[L2(t)(vn−1 − vn−2)]
+ G[Q2(t, un−1, vn−1) −Q2(t, un−2, vn−2)]
+ G[tR2(t, un−1, vn−1) − tR2(t, un−2, vn−2)]

from (6.22), (6.24), (6.25) and (6.26), the first assertion follows.
We turn to t(v′n − v′n−1). Recall that

t(v′n − v′n−1) = −K2(vn − vn−1) + L(un−1 − un−2) + L2(t)(vn−1 − vn−2)
+Q2(t, un−1, vn−1) −Q2(t, un−2, vn−2)
+ tR2(t, un−1, vn−1) − tR2(t, un−2, vn−2).

This shows that

|t(v′n − v′n−1)| ≤ |K2||vn − vn−1| + |L||un−1 − un−2| + ‖L2‖T |vn−1 − vn−2|
+ (2B21C + 2B̃21)t{|un−1 − un−2| + |vn−1 − vn−2|}

≤ 2m|vn − vn−1| +A1{|un−1 − un−2| + |vn−1 − vn−2|}.
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Here we apply the first assertion to estimate |vn − vn−1| and get

|t(v′n − v′n−1)| ≤ 2A1{‖un−1 − un−2‖C([0,t]) + ‖vn−1 − vn−2‖C([0,t])},

which is the desired assertion.

Proof of Theorem 6.1. We show that un, vn converge to some u, v in
C([0, T ]). Since |vn(t)| ≤ C∗t by Lemma 6.2 this proves that (u, v) verifies
(6.7). Let us write

un+1 − un = H[L1(t)(vn − vn−1)] + H[Q1(t, un, vn) −Q1(t, un−1, vn−1)]
+ H[tR1(t, un, vn) − tR1(t, un−1, vn−1)]

and set
Wn(t) = ‖un − un−1‖C([0,t]) + ‖vn − vn−1‖C([0,t]).

From (6.21), (6.23) and Lemma 6.1 it follows that

|H[Q1(t, un, vn) −Q1(t, un−1, vn−1)]| + |H[tR1(t, un, vn) − tR1(t, un−1, vn−1)]|
≤ 2
m

(B11C + B̃11)Wn(t).

By Lemmas 6.1 through 6.3 one can write

H[L1(t)(vn − vn−1)] = −(iΛ)−1L1(t)(vn − vn−1)

+K1(iΛ)−1H[tL1(t)(vn − vn−1)] + (iΛ)−1H[t2L′
1(t)(vn − vn−1)]

+ (iΛ)−1H[t2L1(t)(v′n − v′n−1)].

From Lemma 6.3 one obtains

(6.27) |(iΛ)−1L1(t)(vn − vn−1)| ≤ λ

m
‖L1‖TA1Wn−1(t)

while

|K1(iΛ)−1H[tL1(vn − vn−1)]| + |(iΛ)−1H[t2L′
1(t)(vn − vn−1)]|

≤
(

2mλ
1
m
‖L1‖T +

λ

m
‖tL′

1‖T

)
‖vn − vn−1‖C([0,t])

≤ λ(2‖L1‖T + ‖tL′
1‖T )A1

m
Wn−1(t),

where the last inequality follows from Lemma 6.3. Finally we see that from
Lemmas 6.1 and 6.3

|(iΛ)−1H[t2L1(t)(v′n − v′n−1)]| ≤ λ
1
m
‖tL1(t)(v′n − v′n−1)‖C([0,t])

≤ 2λA1

m
‖L1‖TWn−1(t).
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Combining these estimates one gets

|un+1 − un| ≤ 2
m

(B11C + B̃11)Wn(t) +
λA1

m
(5‖L1‖T + ‖tL′

1‖T )Wn−1(t).

We turn to vn+1 − vn: Recall that

vn+1 − vn = G[L(un − un−1)] + G[L2(t)(vn − vn−1)]
+ G[Q2(t, un, vn) −Q2(t, un−1, vn−1)]
+ G[tR2(t, un, vn) − tR2(t, un−1, vn−1)].

From (6.22) and (6.24) it is easy to see that

|vn+1 − vn| ≤ (|L| + ‖L2‖T )
m

Wn(t) +
2
m

(B21C + B̃21)TWn(t)

≤ 1
m
A1Wn(t).

We now assume that m is large so that we have

Wn+1(t) ≤ δ{Wn(t) +Wn−1(t)}, 0 ≤ t ≤ T

with 0 < δ < 1/2. It is easy to check that

(6.28) Wn(t) ≤
n−2∑
k=1

(2δ)k(W2 +W1).

This proves that {un}, {vn} converges in C([0, T ]) to some u(t), v(t) ∈ C([0, T ]).

7. Proof of Theorem 1.1

In this section we prove Theorem 1.1. To prove the existence of a bichar-
acteristic which falls into the doubly characteristic set, we show that we can
apply Theorem 6.1 to conclude this. Let us set

A =
1
2




1
q2
c3
q3

1
q3

c3c4
q4

c4
q4

1
q4

...

...
c3 · · · cp
qp

1
qp



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and

B = 2




r2 +
q1
q2
r2c

2
2 −r3c3

q1
q3
r2c

2
2c3 r3 −r4c4

q1
q4
r2c

2
2c3c4 0 r4 −r5c5
...
... rp−1 −rpcp

q1
q2
r2c

2
2c3 · · · cp 0 rp




so that one can express the equation (4.19) as

BM = −A(tD + 4t)2M +R1(t, V(p), tDV(p)) + tR2(t, V,M, tDV, tDM)

and hence

(tD + 4t)2M = −A−1BM +R1(t, V(p), tDV(p))
+ tR2(t, V,M, tDV, tDM),

(7.1)

where and below Rj may change from line to line.

Lemma 7.1. Every eigenvalue of A−1B is positive and A−1B is diag-
onalizable.

Proof. Note that

A−1 = 2




q2 0
−c3q2 q3

0 −c4q3 q4
. . .

qp−1

−cpqp−1 qp




and then one can see easily that A−1B is




q2r2 + q1r2c
2
2 −q2r3c3

−q2r2c3 q3r3 + q2r3c
2
3 −q3r4c4

. . .
−qp−1rpcp

−qp−1rp−1cp qprp + qp−1rpc
2
p



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which is a tridiagonal matrix. We show that this is symmetrizable and hence
diagonalizable. Indeed if we take

D =




√
r3
r2

0
√
r4
r3

. . . √
rp
rp−1



,

then it is easy to see that D−1(A−1B)D is equal to


q2r2 + q1r2c
2
2 −q2√r2r3c3

−q2√r2r3c3 q3r3 + q2r3c
2
3

. . .
−qp−1

√
rp−1rpcp

−qp−1
√
rp−1rpcp qprp + qp−1rpc

2
p




which is symmetric. We now show that this is positive definite. To see this
write D−1(A−1B)D as




q2r2 −q2√r2r3c3
−q2√r2r3c3 q3r3 + q2r3c

2
3

. . .
−qp−1

√
rp−1rpcp

−qp−1
√
rp−1rpcp qprp + qp−1rpc

2
p




+




q1r2c
2
2 0

0 0
O


 = H1 +H2.

By induction on the size of matrix, we see that the k-th principal minor of H1

is equal to
(q2 · · · qk+1)(r2 · · · rk+1)

and hence H1 is positive definite. Since H2 is non negative definite we conclude
that D−1(A−1B)D is positive definite. This proves the assertion.

Let us set

(7.2) N = (tD + 4t)M

and denote

(7.3) u = t(N,M), va = t(V I , tDV I , V III , tDV III), vb = t(V II , tDV II)
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and v = (va, vb). Then one can rewrite (7.1) and ( 7.2) as

(7.4) (tD + 4t)u =
(
O −A−1B
I O

)
u+R1(t, va) + tR2(t, u, v).

Lemma 7.2. The matrix(
O −A−1B
I O

)

is diagonalizable and the all eigenvalues are non zero pure imaginary.

Proof. Easy.

By Lemma 7.2 there is a nonsingular matrix T such that

T−1

(
O −A−1B
I O

)
T = i




λ1

. . .
λ2(p−1)


 = iΛ1,

where λi ∈ R \ {0}. Denoting T−1u by u again the equation (7.4) becomes

(7.5) (tD + 4t)u = iΛ1u+ Φ1(t, va) + tΦ2(t, u, v).

We turn to the equation (4.3) which can be written as

(7.6) tDV II = −3tV II +AIIV
II + tΨII(t, V,M)

and

(7.7)

{
DV I = AIV

I + ÃIM +QI(V I) + tΨI(t, V,M),
DV III = AIIIV

III +QIII(V I) + tΨIII(t, V,M),

where AJ , ÃI are constant matrices and QJ are quadratic forms. Since AII is
diagonalizable and every eigenvalue of AII is non zero pure imaginary there is
a nonsingular constant matrix S such that

S−1AIIS = i




µ1

. . .
µ2k


 = iΛ2.

Denoting S−1V II by V II again we get

(7.8) tDV II = −3tV II + iΛ2V
II + tΨ̃II(t, V,M).

Applying tD to (7.8) we obtain

(7.9) tD(tDV II) = −3t(tDV II) + iΛ2(tDV II) + tΨ′
II(t, u, v).
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Combining (7.8) and (7.9) we get with vb = (V II , tDV II) again

(7.10) tDvb = −3tvb + iΛ2vb + tΨb(t, u, v).

We now multiply (7.7) by t and then apply D to get

(7.11)

{
D(tDV I) = AI(tDV I) + ÃIN + Q̃I(t, V I , tDV I) + tΨ̃I(t, u, v),

D(tDV III) = AIII(tDV III) + Q̃III(t, V I , tDV I) + tΨ̃III(t, u, v).

Combining (7.7) and (7.11) one gets

(7.12) Dva = Ava + Ãu+Q(t, va) + tΨa(t, u, v).

We now denote (u, vb) by u and va by v to get

(7.13)

{
tDu = −tKu+ iΛu+ Φ1(t, v) + tΦ2(t, u, v),
Dv = A1u+A2v +Q(t, v) + tΨ(t, u, v),

where Ai are constant matrices and

Λ =
(

Λ1 O
O Λ2

)
, K =

(
4I O
O 3I

)
.

Proof of Theorem 1.1. By Theorem 5.1 there exists a non trivial formal
solution to (7.13):

u =
∑

0≤j≤i

uijt
i(log 1/t)j , v =

∑
0≤j≤i

vijt
i(log 1/t)j .

This shows that for any m ∈ N there is a N = N(m) such that

uN =
∑

0≤j≤i≤N

uijt
i(log 1/t)j , vN =

∑
0≤j≤i≤N

vijt
i(log 1/t)j

verifies (7.13) modulo O(tm+1), that is

tDuN − [−tKuN + iΛuN + Φ1(t, vN ) + tΦ2(t, uN , vN )] = O(tm+1),
DvN − [A1vN +A2uN +Q(t, vN ) + tΨ(t, uN , vN )] = O(tm+1).

We look for a solution in the form(
uN

vN

)
+ tm

(
u
v

)
.

Note that one can write

Φ(t, uN + tmu, vN + tmv) = Φ(t, uN , vN ) + tm
∑

uj
∂Φ
∂uj

(t, uN , vN )

+ tm
∑

vj
∂Φ
∂vj

(t, uN , vN ) + t2mR(t, u, v)

= Φ(t, uN , vN ) + tmL1(t)u+ tmL2(t)v + t2mR(t, u, v).
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It is clear that Lj(t) = Cj +O(t log 1/t) so that Lj(t) and tL′
j(t) are bounded

in (0, T ]. Since

tD(tmu) = tm(tD +mt)u, D(tmv) = tm(D +m)v

substituting (uN +tmu, vN +tmv) into (7.13) and dividing the resulting equation
by tm one has

(7.14)

{
(tD − iΛ)u = −t(mI +K)u+ L1(t)v + tR1(t, u, v) + tF1,

Dv = −mv + Lu+ L2(t)v + tR2(t, u, v) + tF2,

where L is a constant matrix. Since it is clear that (6.4) is verified for large
m, we can now apply Theorem 6.1 to conclude that there exist u, v verifying
(7.14).
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