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The Steenrod algebra and the automorphism
group of additive formal group law

By

Masateru Inoue∗

1. Introduction

Let H∗H be the Hopf algebra of stable co-operations of the mod 2 ordinary
cohomology theory H∗( ). The structure of H∗H is well known as follows. First
J. P. Serre [7] determined the unstable cohomology of the Eilenberg-MacLane
complex K(n,Z/2). He has shown the stable part of H∗(K(n,Z/2)) is gener-
ated by iterated Steenrod operations and computed the rank of Hi(K(n,Z/2))
in terms of excess operations. He assumed the existence of Steenrod squares
Sqi but did not use the Adem relations. Using the Adem relations, we see that
the algebra S∗ generated by Steenrod squares modulo the Adem relations is iso-
morphic to H∗H. Moreover Milnor [4] determined the Hopf algebra structure
of S∗, the dual Steenrod algebra which is the polynomial algebra F2[ξ1, ξ2, . . . ]
with the coproduct ψ(ξn) =

∑n
i=0 ξ

2i

n−i ⊗ ξi, and therefore we obtain the Hopf
algebra structure of H∗H.

Now we recall strict automorphisms of the additive formal group law. Let
Ga be the additive formal group law, and AutF2(Ga)(R∗) the set of strict
automorphisms of Ga over a non-negatively graded commutative F2-algebra
R∗. An element f(x) in AutF2(Ga)(R∗) is written as a formal power series
x+
∑∞

i=1 aix
2i , where ai ∈ R2i−1. Here AutF2(Ga)(−) is a functor from the cat-

egory of graded algebras to the category of sets. A product of AutF2(Ga)(R∗)
is defined by the composition of power series, and induces the group struc-
ture. Therefore AutF2(Ga)(−) is a functor to the category of groups, and
is represented by the Hopf algebra A∗ = F2[ξ̄1, ξ̄2, . . . ] with the coproduct
ψ(ξ̄n) =

∑n
i=0 ξ̄

2i

n−i ⊗ ξ̄i. In other words, we have a natural group isomorphism

HomF2-alg(A∗, R∗) ∼= AutF2(Ga)(R∗).

Comparing S∗ with A∗, we see that S∗ ∼= A∗ as a Hopf algebra.
We recall the Dickson algebra. Let V n be the F2-vector space spanned

by elements x1, . . . , xn. In the polynomial ring F2[x1, . . . , xn][t], consider the
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40 Masateru Inoue

polynomial ∏
α∈V n

(t+ α) =
n∑
s=0

qn,st
2s , with qn,n = 1.

Then qn,s is invariant under the usual action of GLn(F2) and Dickson [2] has
shown that

F2[x1, . . . , xn]GLn(F2) = F2[qn,0, . . . , qn,n−1].

Formally putting deg xi = 1, we have deg qn,s = 2n − 2s. Let Σ2n be the
symmetric group of degree 2n,

Pn : H∗(X) −→ H2n∗(EΣ2n ×Σ2n X
2n)

the extended power operations of Steenrod [8], and dn : BΣ2n×X → EΣ2n×Σ2n

X2n the diagonal map. We regard Σ2n as the group of set automorphisms of
En, and we obtain the regular embedding i : En ⊂ Σ2n which takes g ∈ En to
the permutation induced by h �→ g + h. Identify V n by the dual of En over
F2. Then we have canonical isomorphisms H1(BEn) ∼= V n, and H∗(BEn) ∼=
F2[x1, . . . , xn]. Furthermore Mùi [6] has proved Im i∗ = F2[qn,0, . . . , qn,n−1].
Now consider the restriction of d∗nPn

H∗(X)
d∗nPn−→ H∗(BΣ2n)⊗H∗(X) i

∗⊗1−→ H∗(BEn)⊗H∗(X),

which is written by the same symbol d∗nPn. Actually Im d∗nPn ⊂ F2[qn,0, . . . ,
qn,n−1] ⊗ H∗(X), and we can define an operation Sn : H∗(X)→F2[q±n,0, . . . ,
qn,n−1] ⊗ H∗(X) by Sn(x) = q− deg x

n,0 d∗nPn(x). We set ξi[n] = qn,i/qn,0 and
D[n]∗ = F2[ξ1[n], . . . , ξn[n]] ⊂ F2[q±n,0, . . . , qn,n−1]. Then by [6] we see Sn takes
value in D[n]∗ ⊗H∗(X).

Now we have four algebras H∗H, S∗, A∗ and D[n]∗. The purpose of this
paper is to give a new proof of theorem of Milnor. In other words, we have
showed directly that there exists a Hopf algebra isomorphism

χψ : A∗ −→ H∗H

without the usage of S∗. Since the Hopf algebra structure of A∗ is easily seen,
we can obtain that of H∗H. Hence we have S∗ ∼= H∗H as a corollary. The key
idea to relate those algebras is the notion of unstable multiplicative operations
based on a graded ring R∗

H∗(X) −→ H∗(X)⊗R∗.

A multiplicative operation ω : H∗(X) −→ H∗(X) ⊗ R∗ induces the graded
algebra homomorphism χω : A∗ → R∗. Moreover we have the universal mul-
tiplicative operation ψ : H∗(X) → H∗(X) ⊗ H∗H. Namely, there exists a
unique algebra homomorphism ω̄ : H∗H → R∗ which satisfies (1⊗ ω̄) ◦ ψ = ω
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The Steenrod algebra and the automorphism group of additive formal group law 41

for a multiplicative operation ω. For the above multiplicative operation Sn :
H∗(X)→ H∗(X)⊗D[n]∗, we can get the following diagram:

A∗
χψ−−−−→ H∗H�S̄n

D[n]∗.

χSn

Here χSn is an isomorphism in low dimensional range for sufficiently large n.
Therefore χψ is injective and we see that χψ is an isomorphism by Serre’s result
[7]. Furthermore we can show that the algebra homomorphism χψ is actually
a Hopf algebra homomorphism.

This paper is constructed as follows. We define a multiplicative operation
and construct the universal multiplicative operation ψ in Section 2. In Section
3, we recall the definition of the reduced power operation in Steenrod and
Epstein [8] and Mùi’s results [5] [6], and introduce the multiplicative operation
Sn. In Section 4, we construct A∗ and χω : A∗ → R∗ from a multiplicative
operation ω over R∗. We prove main theorem (Theorem 4.2). In appendix, we
determine a coproduct of certain elements in the algebra D∗,∗ =

∏
nD[n]∗, and

consider relations to A∗ and H∗H.
This paper is written under the supervision of Professor Goro Nishida. I

am grateful to him for his extraordinary patience, generous help and inspiring
guidance.

2. Multiplicative operation

We assume that X and Y are spaces, and denote by H∗(X) the mod 2
ordinary cohomology of X in this paper.

Definition 2.1. Let R∗ be a non-negatively graded commutative alge-
bra over F2, namely R∗ = 0 for ∗ < 0. We consider a graded module in which
the cohomological degree k-part is

∏
n≥0H

k+n(X)⊗Rn. By abuse of notation
we denote the graded module by H∗(X) ⊗ R∗. We call a natural operation
β : H∗(X)→ H∗(X)⊗R∗ with cohomological degree preserving multiplicative
when β satisfies the following conditions:

(i) The diagram

H∗(X) ⊗ H∗(Y ) H∗(X × Y )

β⊗β

??y
??yβ

H∗(X) ⊗ R∗

⊗H∗(Y ) ⊗ R∗

1⊗µ⊗1−−−−−→ H∗(X) ⊗ H∗(Y ) ⊗ R∗ ⊗ R∗
(×)⊗m−−−−−→ H∗(X × Y ) ⊗ R∗.

×

is commutative, where × is the cross product, µ interchanges the first and
second factors, and m is the multiplication on R∗.

(ii) β(u) = u⊗ 1 where u is the generator of H1(S1).
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42 Masateru Inoue

Let H̃∗() be the reduced cohomology. We consider the following diagram:

0 −−−−→ H̃∗(X) −−−−→ H∗(X) −−−−→ H∗(pt) −−−−→ 0

β

� �β
0 −−−−→ H̃∗(X)⊗R∗ −−−−→ H∗(X)⊗R∗ −−−−→ H∗(pt)⊗R∗ −−−−→ 0,

with the horizontal sequences exact. Then we can define the reduced opera-
tion β̃ : H̃∗(X) → H̃∗(X) ⊗ R∗ such that the above diagram is commutative.
Obviously β̃ is natural and the following diagram is commutative:

(1)
eH∗(X) ⊗ eH∗(Y ) eH∗(X ∧ Y )

β̃

??y
??yβ̃

eH∗(X) ⊗ R∗

⊗ eH∗(Y ) ⊗ R∗

1⊗µ⊗1−−−−−→ eH∗(X) ⊗ eH∗(Y ) ⊗ R∗ ⊗ R∗
(∧)⊗m−−−−−→ eH∗(X ∧ Y ) ⊗ R∗,

∧

where ∧ is the smash product.

Lemma 2.2. For a multiplicative operation β, β̃ is stable. That is, the
following diagram is commutative:

H̃n(X) σ−−−−→ H̃n+1(ΣX)

β̃

� �β̃
[H̃∗(X)⊗R∗]n

σ⊗1−−−−→ [H̃∗(ΣX)⊗R∗]n+1,

where σ is the suspension isomorphism.

Proof. By the commutative diagram (1), we have the following commu-
tative diagram:

eH∗(X) ⊗ eH∗(S1) eH∗(X ∧ S1)

β̃⊗β̃

??y
??yβ̃

eH∗(X) ⊗ R∗

⊗ eH∗(S1) ⊗ R∗

1⊗µ⊗1−−−−−→ eH∗(X) ⊗ eH∗(S1) ⊗ R∗ ⊗ R∗
∧⊗m−−−−−→ eH∗(X ∧ S1) ⊗ R∗.

∧

For any element x in H̃∗(X),

β̃(x ∧ u) = (∧ ⊗m) ◦ (1⊗ µ⊗ 1) ◦ (β̃(x)⊗ β̃(u))

= (∧ ⊗m) ◦ (1⊗ µ⊗ 1)(β̃(x)⊗ u⊗ 1)

= β̃(x) ∧ u,

where β̃(x) ∧ u =
∑

n(yn ∧ u)⊗ αn for β̃(x) =
∑
n yn ⊗ αn. This implies that

β̃ is a stable operation.
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LetH be the mod 2 Eilenberg-MacLane spectrum, andH∗H be π∗(H∧H).
We want to introduce a multiplicative operation ψ : H∗(X)→ H∗(X)⊗H∗H.
We define a map

ψ̄ : H∗(X) = [X, H]∗ −→ [X, H ∧H]∗

by ψ̄(f) = i ∧ f ∈ [S0 ∧X, H ∧H]∗, where i : S0 → H is the unit map.
Let κ be the map

κ : H∗(X)⊗H∗H −→ [X, H ∧H]∗

induced by H ∧ (H ∧H) m∧1−→ H ∧H, where m is the multiplication on H.

Lemma 2.3. κ is an isomorphism.

Proof. If X = Sn, κ is an isomorphism. Therefore if H∗(X)⊗H∗H is a
cohomology, κ is a cohomology operation. Because HnH is finite dimensional,
we have the result.

Therefore κ−1ψ̄ : H∗(X)→ H∗(X)⊗H∗H is well-defined and it is denoted
by ψ.

Theorem 2.4. The operation ψ : H∗(X) −→ H∗(X)⊗H∗H is multi-
plicative.

Proof. The map i∧1 : S0∧H → H∧H is a ring spectra map. Therefore ψ̄ :
H∗(X)→ (H∧H)∗(X) preserves the external product. Since the multiplication
m : H ∧ H → H is a ring spectra map, m ∧ 1 : H ∧ H ∧ H → H ∧ H is so.
Therefore we see that κ : H∗(X)⊗H∗H → (H∧H)∗(X) preserves the external
product. Hence ψ satisfies Definition 2.1 (i).

Next we prove that ψ satisfies Definition 2.1 (ii). It is enough to prove for
u = Σi. Since Σi ∧ i = i ∧ Σi in [S1, Σ(H ∧H)], we see

ψ(Σi) = κ−1 ◦ ψ̄(Σi) = κ−1(i ∧ Σi) = κ−1(Σi ∧ i) = u⊗ 1.

From now on, we assume any graded algebra R∗ is of finite type, that
is Rn is finite dimensional for each n. We define Op(R∗) by the set of all
multiplicative operations over R∗. This is a covariant functor from the category
of graded algebras over F2 to the category of sets. We now construct a natural
transformation

λ : Op(R∗) −→ HomF2(H∗H,R∗),

where HomF2( , ) is the set of all graded linear homomorphisms.
Since H∗(X)⊗R∗ is a cohomology theory in the same way as the proof of

Lemma 2.3, we denote the spectrum which represents the cohomology H∗( )⊗
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R∗ by HR∗. Obviously HR∗ is a commutative ring spectrum and an H-module
spectrum induced by the products

H∗(X)⊗R∗ ⊗H∗(Y )⊗R∗ −→ H∗(X × Y )⊗R∗,
(x⊗ r ⊗ y ⊗ r′ �→ (x× y)⊗ r · r′),

and

H∗(X)⊗ (H∗(Y )⊗R∗) −→ H∗(X × Y )⊗R∗,
(x⊗ y ⊗ r �→ (x× y)⊗ r).

Under these conditions, we have

λ̄ : (HR∗)∗H
∼=−→ Hom∗

F2
(H∗H,R∗),

from [1, III, 13.5]. This map is defined by H ∧ H 1∧x−→ H ∧ HR∗
τ−→ HR∗,

where x ∈ [H, HR∗] and the H-module map τ : H ∧ HR∗ → HR∗. For an
element α in (HR∗)∗H, we write λ̄(α) as ᾱ.

Let β : H∗(X) → H∗(X) ⊗ R∗ be a multiplicative operation. Since β̃
is stable by Lemma 2.2, we can identify β as a stable cohomology operation.
Therefore Op(R∗) is a subset in (HR∗)0H. β satisfies the following commuta-
tive diagram:

H∗(X)
ψ−−−−→ H∗(X)⊗H∗H�1⊗β̄

H∗(X)⊗R∗

β

from the commutative diagram:

S0 ∧H i∧1−−−−→ H ∧H
x

� �1∧x

HR∗
τ←−−−− H ∧HR∗.

Here x is a spectra map which represents β. We define λ by the restriction of
λ̄ to Op(R∗). Since Op(R∗) ⊂ (HR∗)0H, the image of λ is actually included
in HomF2(H∗H,R∗).

Theorem 2.5. Let HomF2-alg( , ) be the set of all graded algebra ho-
momorphisms. Then there is an one to one correspondence

λ : Op(R∗) −→ HomF2-alg(H∗H,R∗)

which is natural in R∗.
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Proof. We now prove λ(Op(R∗)) ⊂ HomF2-alg(H∗H,R∗). It is enough to
prove that the following diagram is commutative:

(2)

H ∧H ∧H ∧H (m∧m)◦(1∧µ∧1)−−−−−−−−−−−→ H ∧H
1∧x∧1∧x

� �1∧x

H ∧HR∗ ∧H ∧HR∗
(m∧mR∗ )◦(1∧µ∧1)−−−−−−−−−−−−→ H ∧HR∗

τ∧τ
� �τ

HR∗ ∧HR∗
mR∗−−−−→ HR∗,

where β is a multiplicative operation, x represents β, and mR∗ is the multipli-
cation on HR∗. Because β is a multiplicative operation, the following diagram
is commutative:

H ∧H x∧x−−−−→ HR∗ ∧HR∗

m

� �mR∗

H
x−−−−→ HR∗.

Therefore the upper square in the diagram (2) is commutative. The lower
square in (2) is commutative since HR∗ is a commutative ring spectrum and
mR∗ : HR∗ ∧HR∗ → HR∗ is an H-module spectra map.

For any r in HomF2-alg(H∗H,R∗), the operation

(1⊗ r) ◦ ψ : H∗(X) −→ H∗(X)⊗H∗H −→ H∗(X)⊗R∗

is multiplicative. This shows λ(Op(R∗)) = HomF2-alg(H∗H,R∗).

3. Construction of the reduced power

Let G be a subgroup of the symmetric group Σm of degree m. For a space
X, G acts on Xm as a permutation. Steenrod defined the extended power
operation

PG : Hq(X)→ Hmq(EG(X)),

where EG(X) is defined by EG ×G Xm [8, VII]. From the diagonal map dG :
BG×X → EG(X), we have the natural map d∗GPG : Hq(X)→ Hmq(BG×X).

Let En be the elementary abelian 2-group with dimension n and we write
En = E1 × · · · × En, where Ei = Z/2. Then we can identify AutSet(En), the
set of all permutations of the set En, as Σ2n . Since En acts on itself as a
vector space, there is the regular embedding En ⊂ Σ2n . The wreath product
E1 ∫ · · · ∫ En is a 2-sylow subgroup of Σ2n , and it is denoted by Σ2n,2. Obviously,
Σ2n,2 contains En. We define an inclusion En−1 ⊂ En by En−1 ∼= {0} × E2 ×
· · · ×En ⊂ En. Then it induces the inclusion Σ2n−1,2 ⊂ E1 ∫ Σ2n−1,2 = Σ2n,2.

From iG,G′ : G′ ⊂ G, we have three maps BG′ → BG, EG′(X)→ EG(X),
and BG′×X → BG×X. They induce H∗(BG)→ H∗(BG′) , H∗(EG(X))→
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H∗(EG′(X)) and H∗(BG × X) → H∗(BG′ × X), which are denoted by the
same symbol i∗G,G′ . Since we see i∗G, G′PG = PG′ by [8, VII, 2.5], we obtain

i∗Σ2n , En
d∗Σ2n

PΣ2n = i∗Σ2n,2, En
d∗Σ2n,2

PΣ2n,2

= d∗nPn : Hq(X)→ H2nq(BEn ×X),
(3)

where dn = dEn and Pn = PEn . We can identify PE1PΣ2n−1,2
with PΣ2n,2 from

the following commutative diagram:

H∗(X)
PΣ2n,2−−−−→ H∗(EΣ2n,2(X))

PΣ
2n−1,2

� �∼=

H∗(E2n−1,2(X)) P1−−−−→ H∗(EE1(EΣ2n−1,2
(X))) ∼= H∗(EE1 ∫ Σ2n−1,2

(X)).

By the naturality of P , the following diagram is commutative:

H∗(X)

PΣ
2n−1,2

�
H∗(EΣ2n−1,2

(X))
d∗n−1−−−−→ H∗(BEn−1 ×X)

P1

� �P1

H∗(EE1(EΣ2n−1,2
(X)))

EE1 (dn−1)
∗

−−−−−−−−→ H∗(EE1(BE
n−1 ×X))

d∗1

� �d∗1
H∗(BE1 × EΣ2n−1,2

(X))
(1×dn−1)

∗
−−−−−−−→ H∗(BEn ×X).

Hence we see the following lemma:

Lemma 3.1 ([8]). We have

d∗nPn = d∗1P1d
∗
n−1Pn−1.

Given the diagonal maps

λ : EEn ×En (X × Y )2
n −→ EEn × EEn ×En×En X2n × Y 2n ,

and d′ : BEn ×X × Y −→ BEn ×BEn ×X × Y,
we obtain the following maps:

H∗(X)⊗H∗(Y ) Pn×Pn−→ H∗(EEn ×En X2n)⊗H∗(EEn ×En Y 2n)
×−→ H∗(EEn × EEn ×En×En X2n × Y 2n) λ∗−→ H∗(EEn ×En (X × Y )2

n

),

and

H∗(X)⊗H∗(Y ) Pn×Pn−→ H∗(EEn ×En X2n)⊗H∗(EEn ×En Y 2n)
d∗n×d∗n−→ H∗(BEn ×BEn ×X × Y ) d′−→ H∗(BEn ×X × Y ).
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Lemma 3.2. We have

d∗nPn(u×v) = d′∗(d∗n×d∗n)(Pnu×Pnv) : H∗(X)⊗H∗(Y ) −→ H∗(BEn×X×Y ).

Proof. By Steenrod and Epstein [8, VII, Lemma 2.6], we obtain λ∗(Pnu×
Pnv) = Pn(u × v), where u ∈ H∗(X) and v ∈ H∗(Y ). The commutative
diagram

BEn ×X × Y dn−−−−→ EEn ×En (X × Y )2
n

d′
� �λ

BEn ×BEn ×X × Y dn×dn−−−−→ EEn × EEn ×En×En X2n × Y 2n

induces

H∗(BEn ×X × Y )
d∗n←−−−− H∗(EEn ×En (X × Y )2

n

)

d′∗
� �λ∗

H∗(BEn ×BEn ×X × Y )
d∗n×d∗n←−−−− H∗(EEn × EEn ×En×En X2n × Y 2n).

Therefore

d∗nPn(u× v) = d∗nλ
∗(Pnu× Pnv) = d′∗(d∗n × d∗n)(Pnu× Pnv).

We recall that H∗(BEn) = F2[x1, . . . , xn], where each xi is of degree 1. It
is well known by Mùi [5] that

(4) Im(i∗Σ2n , En
) = F2[x1, . . . , xn]GLn(F2), Im(i∗Σ2n,2, En

) = F2[x1, . . . , xn]Tn ,

where Tn the upper triangular subgroup of GLn(F2). We define vk+1 by

vk+1 =
∏(

k∑
i=1

λixi + xk+1

)
,

and qn,i by

(5)
∏
α∈En

(x+ α) =
n∑
s=0

qn,sx
2s with qn,n = 1.

Obviously deg qn,i = 2n − 2i. Dickson [2] and Mùi [5] have shown

F2[x1, . . . , xn]GLn(F2) ∼= F2[qn,0, qn,1, . . . , qn,n−1],

F2[x1, . . . , xn]Tn ∼= F2[v1, . . . , vn].

Furthermore the following relations between qn,i and vi are known.
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Theorem 3.3 ([5]). We have

qn,j = qn−1,jvn + q2n−1,j−1,

where qn,j = 0 for j < 0 or n < j.

We need the following definition and theorem in [8].

Definition 3.4 ([8] VII 3.2). Suppose H∗(BE1) = F2[x] and u ∈
Hq(X). Then we can write d∗1P1(u) =

∑
k x

k × Sqq−k(u), where

Sqk : Hq(X) −→ Hq+k(X).

Theorem 3.5 ([8] VII 4.3, 4.4, 3.4). For each k, Sqk is a homomor-
phism. If u ∈ Hq(X), then Sqk(u) = 0 for k < 0, Sq0(u) = u and Sqq(u) = u2.

We now consider

(6) d∗1P1 : H∗(BEn)→ H∗(BE1 ×BEn).
Obviously BE1 × BEn = BEn+1. Since

En ∼= {0} × E2 × · · · ×En+1 ⊂ En+1 = E1 × · · · ×En+1,

we identify BE1 as BE1 and BEn as B(E2 × · · · ×En+1) in (6).

Theorem 3.6 ([6] Theorem 1.5). Define an element v′n by

v′n =
∏

λi=0,1

(
n∑
i=2

λixi + xn+1

)
in H∗(BEn) = F2[x2, . . . , xn+1].

Then we have

d∗1P1(v′n) = vn+1, in H∗(BEn+1).

Especially

d∗nPnxn+1 = vn+1,

where H∗(BEn+1) = F2[xn+1] and d∗nPn : H∗(BEn+1) → H∗(B(E1 × · · · ×
En)×BEn+1).

Proof. By Theorem 3.5, we have d∗1P1(u) = 1×u2+x1×u for u ∈ H1(X).
By Lemma 3.2, we have

d∗1P1(v′n) =
∏

λi=0,1

d∗1P1

(
n∑
i=2

λixi + xn+1

)

=
∏

λi=0,1

(
n∑
i=2

λixi + xn+1

)(
x1 +

n∑
i=2

λixi + xn+1

)
= vn+1.
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The second claim is obvious by Lemma 3.1.

From (3) and (4), the image of d∗nPn is included in F2[x1, . . . , xn]GLn(F2)⊗
H∗(X). For any u ∈ Hq(X), we can denote d∗nPnu by

(7) d∗nPnu =
∑

R=(r0,...rn−1)

qr0n,0q
r1
n,1 · · · qrn−1

n,n−1 ⊗DRu,

where DR : Hq(X)→ H2q−|R|(X) with |R| =∑n−1
s=0 rs(2

n − 2s).

Lemma 3.7 ([6], Lemma 2.3). DRu = 0 if q < r0 + r1 + · · ·+ rn−1.

Proof. We now prove by the induction on n. In the case of n = 1, it is
obvious by Definition 3.4 and Theorem 3.5. We assume that the lemma is true
for n = k − 1. We consider the case of n = k. By Lemma 3.1 we have

d∗kPk(u) = d∗1P1d
∗
k−1Pk−1u =

2k−1q∑
i=0

x2k−1q−i
1 Sqi(d∗k−1Pk−1u).

So the degree of d∗kPk(u) in x1 is equal to 2k−1q. From Theorem 3.3, degx1
qk,s

= degxk qk,s = 2k−1. From the equality (7), we must have

2k−1(r1 + · · ·+ rk−1) ≤ 2k−1q.

Therefore the lemma is true.

Let Pn = F2[x1, . . . , xn](= H∗(BEn)), en =
∏

(
∑n
i=1 λixi) ∈ Pn, (λi =

0 or 1,
∑
λi > 0), and Φn = Pn[e−1

n ]. Then there exists the natural action
of GLn(F2) on Pn and Φn. Define ∆n = ΦTnn and Γn = ΦGLnn , where ΦKn
is the subalgebra of the invariants of K in Φn for K = Tn or GLn. We set
wk+1 = vk+1/ek. It is easily seen that

∆n = F2[v±1
1 , . . . , v±1

n ] ∼= F2[w±1
1 , . . . , w±1

n ], Γn = F2[q±1
n,0, qn,1, . . . , qn,n−1].

Let Sn : H∗(X)→ Φn⊗H∗(X) be the map which sends x to q− deg(x)
n,0 d∗nPn(x).

From the definition, Sn preserves cohomological degree. It is the same as the
definition of Sn by Lomonaco [3] substantially.

Let D[n]∗ be the subalgebra generated by ξ1[n], ξ2[n], . . . , ξn[n] in Φn,
where ξi[n] = qn,i/qn,0. It is easily seen that ξi[n] is an element in D[n]2i−1

and D[n]∗ = F2[ξ1[n], . . . , ξn[n]].

Corollary 3.8. Suppose H∗(BZ/2) = F2[x]. Then we have

Sn(x) =
n∑
s=0

ξs[n]x2s .

Proof. From the definition of vn and the equality (5), we have vn+1 =∑n
s=0 qn,sx

2s

n+1. By Theorem 3.6 and the definition of Sn, we have Sn(x) =∑n
s=0 ξs[n]x2s .
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Lemma 3.9. Im(Sn) ⊂ D[n]∗ ⊗H∗(X).

Proof. Trivial by Lemma 3.7.

We consider the operation H∗(X) Sn→ D[n]∗ ⊗H∗(X) → H∗(X) ⊗D[n]∗,
where the second map interchanges the first and second factors, and denote it
by the same symbol Sn.

Lemma 3.10. The cohomology operation Sn is multiplicative. That is,
the following diagram is commutative:

H∗(X) ⊗ H∗(Y ) H∗(X × Y )

Sn⊗Sn

??y
??ySn

H∗(X) ⊗ D[n]∗

⊗H∗(Y ) ⊗ D[n]∗

1⊗µ⊗1−−−−−→
H∗(X) ⊗ H∗(Y )

⊗D[n]∗ ⊗ D[n]∗

×⊗m−−−−−→ H∗(X × Y ) ⊗ D[n]∗.

×

Proof. By Lemma 3.2, it is obvious.

4. The relation between H∗H and AutF2 Ga

Let Ga be the additive formal group law and AutF2(Ga)(R∗) the set of all
strict automorphisms of Ga over a graded F2-algebra R∗. Then AutF2(Ga)(−)
is a functor from the category of graded algebras to the category of sets. An
element in AutF2(Ga)(R∗) is a power series f(x) ∈ R∗[[x]] satisfying the fol-
lowing three conditions: (i) f(x + y) = f(x) + f(y); (ii) the coefficient of x
in f(x) is equal to 1; (iii) that of xk is an element in Rk−1. Therefore for
f(x) ∈ AutF2(Ga)(R∗) we have

f(x) = x+ a1x
2 + a2x

4 + · · ·+ amx
2m + · · · , where ai ∈ R2i−1.

Let A∗ be the graded polynomial algebra generated by {ξ̄1, . . . , ξ̄n, . . . } with
ξ̄i ∈ A2i−1. Such a power series is represented by a graded F2-algebra homo-
morphism

χ : A∗ = F2[ξ̄1, ξ̄2, . . . ] −→ R∗

defined by χ(ξ̄i) = ai, and we have the natural isomorphism

(8) HomF2-alg(A∗, R∗) ∼= AutF2(Ga)(R∗), χ �→
∞∑
i=0

χ(ξi)x2i ,

where ξ0 = 1. A product of AutF2(Ga)(R∗) is defined by (g · f)(x) = f(g(x)).
Then AutF2(Ga)(R∗) is a group, and thereby AutF2(Ga)(−) is a functor to the
category of groups. This induces the coproduct map ∆ : A∗ → A∗ ⊗ A∗. It is
easy to check ∆(ξ̄n) =

∑n
i=0 ξ̄

2i

n−i ⊗ ξ̄i.
Consider a multiplicative operation β : H∗(X) → H∗(X) ⊗ R∗. The

classifying space BZ/2 is an H-space and the Hopf algebra H∗(BZ/2) ∼= F2[x]
is nothing but the additive formal group. We can identify β(x) as an element
in R∗[[x]] and write it by fβ(x).
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Lemma 4.1. fβ(x) is an element in AutF2(Ga)(R∗).

Proof. The product map a : BZ/2×BZ/2→ BZ/2 induces the commu-
tative diagram:

H∗(BZ/2)⊗H∗(BZ/2)
β×β−−−−→ H∗(BZ/2)⊗R∗ ⊗H∗(BZ/2)⊗R∗

×
� �(×)×m◦(1×µ×1)

H∗(BZ/2×BZ/2)
β−−−−→ H∗(BZ/2×BZ/2)⊗R∗

a∗
� �a∗

H∗(BZ/2)
β−−−−→ H∗(BZ/2)⊗R∗.

Therefore we see

β(x×1+1×x) = a∗◦β(x) = β◦a∗(x) = β(x×1)+β(1×x) = β(x)×1+1×β(x).

Let χβ : A∗ → R∗ be the algebra homomorphism corresponding to fβ(x)
in (8). For the multiplicative operations ψ in Section 2 and Sn in Section 3, we
obtain the algebra homomorphisms χψ : A∗ → H∗H and χSn : A∗ → D[n]∗.

The map H ∧ S0 ∧H 1∧i∧1−→ H ∧H ∧H induces

δ : H∗H = [S0, H ∧H]∗ −→ [S0, H ∧H ∧H]∗ ∼= H∗H ⊗H∗H,

and H∗H is a Hopf algebra. Then H∗(X) is an H∗H-comodule with ψ :
H∗(X)→ H∗(X)⊗H∗H.

Theorem 4.2. χψ : A∗ −→ H∗H is a Hopf algebra isomorphism.

Proof. From Theorem 2.5, there exists a unique algebra homomorphism
S̄n : H∗H → D[n]∗ with the commutative diagram

H∗(X)
ψ−−−−→ H∗(X)⊗H∗H�1⊗S̄n

H∗(X)⊗D[n]∗.
Sn

It induces the following commutative diagram:

A∗
χψ−−−−→ H∗H�S̄n

D[n]∗.

χSn

From Corollary 3.8, χSn is defined by χSn(ξ̄i) = ξi[n]. For sufficiently large m,
there exists a number n such that χSn : H∗H → D[n]∗ is an isomorphism on



�

�

�

�

�

�

�

�

52 Masateru Inoue

∗ ≤ m. Therefore χψ is injective. Serre [7, §18, Théorème 3] has shown that
the Poincaré series of H∗H and H∗H is equal to

∏∞
i=1 1/(1 − t2i−1), which is

the same as that of A∗. Hence χψ is bijective.
Next we prove χψ is a Hopf algebra homomorphism. Since ψ is an H∗H-

comodule map, the following operation is multiplicative:

(ψ ⊗ 1) ◦ ψ = (1⊗ δ) ◦ ψ : H∗(X)→ H∗(X)⊗H∗H ⊗H∗H.

Since (ψ ⊗ 1) ◦ ψ is two iteration of ψ, we see χ(ψ⊗1)◦ψ = (χψ ⊗ χψ) ◦ ∆.
Moreover we obtain χ(1⊗δ)◦ψ = δ ◦χψ. Since (ψ⊗ 1) ◦ψ = (1⊗ δ) ◦ψ, we have
the following commutative diagram:

A∗
∆−−−−→ A∗ ⊗A∗

χψ

� �χψ⊗χψ
H∗H

δ−−−−→ H∗H ⊗H∗H.

5. Appendix

Let D∗,∗ be the bigraded algebra
∏
n≥0D[n]∗ with Dm,n = D[n]m. In

this appendix, we define a coproduct of some elements in D∗,∗, and construct
algebra homomorphisms χD : A∗ → D∗,∗ and S̄ : H∗H → D∗,∗ which preserve
coproducts.

First we study a coproduct of D[n]∗. Define an algebra homomorphism
δm,n : ∆n+m → ∆m ⊗∆n by

δm,n(wi) =

{
wi ⊗ 1 if 0 ≤ i ≤ m,
1⊗ wi−m if m+ 1 ≤ i ≤ n+m.

Lemma 5.1. δm,n(ξj [n + m]) =
∑

0≤j≤i ξ
2j

i−j [m] ⊗ ξj [n]. Especially
δm,n(D[n+m]∗) ⊂ D[m]∗ ⊗D[n]∗.

Proof. We prove the lemma by induction on n + m. For n + m = 1,
it is trivial. We now assume that the lemma is true for n + m ≤ k. For
n +m = k + 1, we consider only the map δn,k−n+1 because the map δk+1,0 is
trivial. From Theorem 3.3 and qn,0 = v1 · · · vn,

ξj [n] = q−1
n,0(qn−1,jvn + q2n−1,j−1)

=
qn−1,jvn + q2n−1,j−1

v1v2 · · · vn
= ξj [n− 1] + ξj−1[n− 1]2w−1

n .

By this equality, we have

δn,k−n+1(ξj [k + 1])

= δn,k−n+1(ξj [k] + ξj−1[k]2w−1
k+1)

= δn,k−n(ξj [k]) + δn,k−n(ξj−1[k])2δn,k−n+1(wk+1)−1.
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By the induction hypothesis, this is equal to∑
0≤i≤j

ξ2
i

j−i[n]⊗ ξi[k − n] +
∑

0≤i′≤j−1

ξ2
i′+1

j−1−i′ [n+ 1]⊗ ξ2i′ [k − n]w−1
k−n+1

=
∑

0≤i≤j
ξ2
i

j−i[n]⊗ ξi[k − n] +
∑

0≤i′′≤j
ξ2
i′′

j−i′′ [n]⊗ ξ2i′′−1[k − n]w−1
k−n+1

=
∑

0≤i≤j
ξ2
i

j−i[n]⊗ ξi[k − n+ 1].

Therefore we have the lemma.

From Lemma 5.1, we have obtained the coproduct δm,n : D[n + m]∗ →
D[m]∗⊗D[n]∗. Next we investigate the multiplicative operation Sn : H∗(X)→
H∗(X)⊗D[n]∗.

Lemma 5.2. For u ∈ Hq(X), we have

d∗nPn(u) =
∑

i1,i2,...,in

vc11 v
c2
2 · · · vcnn × Sqi1 · · ·Sqin(u),

where 0 ≤ ik ≤ q +
∑n
j=k+1 ij and ck = q − ik +

∑n
j=k+1 ij for any 1 ≤ k ≤ n.

Proof. We prove by induction on n. For n = 1, it is trivial by the defini-
tion of d∗1P1. We now assume that the lemma is true for n ≤ k. For k + 1, we
use the equality d∗k+1Pk+1 = d∗1P1d

∗
kPk by Lemma 3.1. Then we have

d∗1P1d
∗
kPk(u)

= d∗1P1

 ∑
i2,i3,...,ik+1

vc21 v
c3
2 · · · vck+1

k × Sqi2 · · ·Sqik+1(u)


=

∑
i2,...,ik+1

d∗1P1(v′1)
c2 · · · d∗1P1(v′k)

ck+1 × d∗1P1(Sqi2 · · ·Sqik+1(u))

=
∑

i2,...,ik+1

(v2)c2 · · · (vk+1)ck+1

(∑
i1

v
q+i2+···+ik+1−i1
1 ×Sqi1(Sqi2 · · ·Sqik+1(u))

)
.

We have the first equality by the induction hypothesis, the second equality
by Steenrod and Epstein [8, VII, 2.6] and the naturality of d1, and the third
equality by Theorem 3.6. By deg(Sqi2 · · ·Sqik+1(u))) = q +

∑k+1
j=2 ij , we have

0 ≤ i1 ≤ q +
∑k+1
j=2 ij .

Corollary 5.3. For u ∈ Hq(X), we have

Sn(u) =
∑

i1,i2,...,in

Sqi1Sqi2 · · ·Sqin(u)× w−i1
1 w−i2

2 · · ·w−in
n ,

where 0 ≤ ik ≤ q +
∑n
j=k+1 ij for any 0 ≤ k ≤ n.
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Proof. By the definition of Sn and Lemma 5.2, we see

Sn(u) = q−qn,0d
∗
nPn(u)

= (v1 · · · vn)−q
∑

i1,i2,...,in

vc11 v
c2
2 · · · vcnn × Sqi1 · · ·Sqin(u)

=
∑

i1,i2,...,in

w−i1
1 · · ·w−in

n × Sqi1 · · ·Sqin(u).

Here is a theorem which describes a relation between two iteration of Sn
and δm,n.

Theorem 5.4.

(Sm⊗idD[n]∗)◦Sn = (idH∗(X)⊗δm,n)◦Sn+m : H∗(X)→ H∗(X)⊗D[m]∗⊗D[n]∗.

Proof. Let u be an element in Hq(X). From the definitions of Sn and
δm,n, and Corollary 5.3, we obtain

(Sm ⊗ idD[n]∗) ◦ Sn(u)
= (Sm ⊗ idD[n]∗)

∑
i1,i2,...,in

Sqi1 · · ·Sqin(u))× w−i1
1 w−i2

2 · · ·w−in
n

=
∑

i1,i2,...,in

Sm(Sqi1 · · ·Sqin(u))× w−i1
1 w−i2

2 · · ·w−in
n

=
∑

i1,i2,...,in

 ∑
j1,...,jm

Sqj1 · · ·SqjmSqi1 · · ·Sqin(u)

× w−j1
1 · · ·w−jm

m

× w−i1
1 w−i2

2 · · ·w−in
n


Since

Sn+m(u) =
∑

i1,...,in+m

Sqi1 · · ·Sqin+m(u)× w−i1
1 · · ·w−im+n

m+n ,

δm,n(w−i1
1 w−i2

2 · · ·w−in+m
n+m ) = w−i1

1 · · ·w−im
m ⊗ w−im+1

1 · · ·w−im+n
n ,

we have the result.

In the same way as the proof of Theorem 4.2, we have the following two
commutative diagrams:

(9)
A∗

∆−−−−−→ A∗ ⊗ A∗

χSn+m

??y
??yχSm⊗χSn

D[n + m]∗
δm,n−−−−−→ D[m]∗ ⊗ D[n]∗,

and

H∗H
δ−−−−−→ H∗H ⊗ H∗H

S̄n+m

??y
??yS̄m⊗S̄n

D[n + m]∗
δm,n−−−−−→ D[m]∗ ⊗ D[n]∗.
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We define an element ξk inD∗,∗ by
∑
k≥0 ξk[n], where ξk[n] = 0 for n < k. Then

we obtain the coproduct ξn →
∑n
i=0 ξ

2i

n−i⊗ξi of ξn induced by δm,n. We define
χS : A∗ → D∗,∗ by

∏
n χSn , and S̄ : H∗H → D∗,∗ by

∏
n S̄n. Then χS and S̄

preserve coproducts. Since χψ : A∗ → H∗H is a Hopf algebra homomorphism,
we get the commutative diagram of formal Hopf algebra homomorphisms

A∗

D∗,∗.

H∗H

χS

S̄

χψ

Remark. Since D∗,∗ is not actually a Hopf algebra, χS and S̄ are not
Hopf algebra homomorphisms.
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