Journal of the Mathematical Society of Japan Vol. 9, No. 4, October, 1957

Note on Random Riemann Sum.

By Makiko  NISIO

(Received July 6, 1957)

§1. Let f&L,(a,b) and consider the Riemann sum S,=S,(f;
t,+,t,) for random division points #. It was the idea of P. Lévy
to define ¢generalized integrals’ as ¢limits’ of such Riemann

sums. S. Takahashi proved that S, converges to Slf(t)dt with
0

probability 1, for p>>1 and in probability for p=1, if the ¢, 1 <i <<oo,
are independent with the uniform distribution on (0,1).

We shall now consider the case p=1, ¢=0, b=co, taking, for each
n=>=1, division-points # with probability ndft in (¢, £ +dt) and mutually
independently in non-overlapping time-intervals. Rigorously speak-
ing, we adopt the jumping times of the Poisson process with para-
meter # as the division-points. We then let » tend to oo.

In §2 we shall prove that if f&L,(0, o), S, converges to the
Lebesgue integral of f over (0, 0) in probability as » tends to
infinity and in §8 that if F&L(0, 0)NL,(0, o), the subsequence
S,» converges to the same value with probability one.

It should be noticed that our way of picking the division-points
by means of Poisson process has made much easier the analytical
treatment compared with the case treated by Takahashi [2]

The author wishes to express her sincere thanks to Professor
K. Ito for his valuable suggestions.

§2, Let (2, B, P) be the probability space on which we define
Poisson processes {P,({, w), £ = (0, o)}, n being the mean value of
P,(1,w); it makes no difference here whether these processes are
independent or dependent. Let #(w) be the i-th jumping point of
the Poisson process P,(¢, o).

In this note we shall often use the following well-known fact.

LEMMA. {2, (o)~ ()}, i=0,1, 2,--- (£}(0)=0) are independent ran-
dom variables with the following probability law :

2.1) Pr (0)—t2(0)<t)=1—e™ @=0),

and so we have
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(nt)z 1,-nt

i—1)! ndt

(2.2) Pt} (o) —tj(o) = (¢ t +db)} =

Now we shall prove the following

THEOREM 1. If fC L (0, co), then sn(a))zg LAE(@)) + (¢, (@) —22(o))]

converges to Swf(t)dz‘ in probability as n tends to infinity.
0
PrROOF. Keeping the above L.emma in mind, we have

(@) t7 (@)

EIs, - o= 5\ (o) o+ 1 oa|

i=1 £ ()
=A,+B,.

n
by (@

- 1 (@)
=3 E{ \ " Ireen—rw| dt}

tn(w)

=5 s

A G- _nh”dhs | A(5)— Ay |t

h=

S n dsg::oe“”"ndhgt: | E+9)—1(s) |t
:S dtSL:' f(t+3) f(s)ldtS wedh
S sSt | fE+9)—£(5) | meat

= s rlime =l o = plle a0 (s co)
where f(s)==f(¢+s) and || || means the norm in L (0, o).

Bn§8:e‘”“ndh8|f(t)]dt S -hdhs | ()| dE—0  (n—> o)

Hence we have p-lim Sn(w):SMf(t)dz‘.

n->00

§3. THEOREM 2. For f&L(0, )N L,(0, ), S(w) converges to
Smf(t)dt with probability one as n tends to infinity.
0

PROOF. Let us put kzgjff(t)dz, #=\"17w)|at ana I:Smf(t)dz‘.

Making use of the above Lemma, we shall estimate ESi(w).
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ESi(0)=B( 3 (t2, @)~ #(@)) F(EH)
+2B( 5 33 (1 ()~ (@)t (o)~ EOEEDAE))]

F2B( 35t s0)— 11, (@), (0) — DAL ()SE@))

=A,+B,+C,.
n n n w (UE)1
4, =3 Bz @~ r@en =5 § roe M nar
Sthe‘"”n dh] —2k/n.
— S| —-nt (nt) ~ —nh .
Bn—~2§1 J;HU fe 61 ndtS he ""n dh
m n(s—t-h {n(s t h)}j -2 ” —nu,
Shj;(s)e (mt=r) ¥ Goi-2) ndsgo ue ndu].

Since we can exchange the integral and summation by virtue of
f&E L0, ), we have

= Zg:f(t)n dtS:h e "'n d/zgm f(s)ds

—_—28: f(t)dtSj f(s)ds —28: Abm dtS he~"n dkS f(s)ds=B,—B!.
B,— (S:f(t)dt)2::12.
By Schwarz’ inequality we have |SZ+;’(s)dsI§(kh)1/2, so that we get
1B 1=21" rematl henan( rsras| < 2w | erne =00

Therefore we have

B,=I'+0@m'".

Cn:2 i Swh’e"nh’% dh’Smf(t)e nt (n,t) —_n dtsmhf(t_,_h)e-nhn ah
i=1 JO 0 ( __1)’ 0

! S ftn dtS hf(t-+h)e "ndh
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£~Smf(t)dtgmhﬂtJrh/n)e“"dh
n Jo 0
=*2ﬁS“S°°f(t) P+ hjn)dt b edh
n Jo Jo
Using Schwarz’ inequality, we have

[HEEE

n
Summing up the above estimation, we obtain
ESi(w)=I*+0mn"'?).

On the other hand

£S.(0)=3; | e WO nal henan

nS:f(t)dtS:he‘"”n dh

- S: fwydt=1I.

Thus we have
ES (o)1) =ES (0)—-I"=0mn""7),
so that

E Li;l (Syn () —I)<<oo

which implies

oo

(S (w)—1I)* <<eo

n=1

and so S,»(w)—1 with probability one.
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