
J. Math. Soc. Japan
Vo1. 51, No. 1, 1999

On the Lq ÿ Lr estimates of the Stokes semigroup in a

two dimensional exterior domain

Dedicated to Professor Rentaro Agemi on the occasion of his sixtieth birthday

By Wakako Dan and Yoshihiro Shibata

(Received Nov. 11, 1996)

(Revised Apr. 17, 1997)

Abstract. We proved Lq ÿ Lr type estimates of the Stokes semigroup in a two

dimensional exterior domain. Our proof is based on the local energy decay estimate

obtained by investigation of the asymptotic behavior of the resolvent of the Stokes

operator near the origin.

§1. Introduction.

Let W be an unbounded domain in the 2-dimensional Euclidean space R
2 having a

compact and smooth boundary qW contained in the ball Bb0 ¼ fx A R
2 j jxjY b0g. In

ð0;yÞ �W, we consider the nonstationary Stokes initial boundary value problem

concerning the velocity field u ¼ uðt; xÞ ¼ tðu1; u2Þ and the scalar pressure p ¼ pðt; xÞ:

qtuÿ Duþ ‘p ¼ 0 and ‘ � u ¼ 0 in ð0;yÞ �W;(NS)

u ¼ 0 on ð0;yÞ � qW; uð0; xÞ ¼ fðxÞ in W;

where qt ¼ q=qt, D is the Laplacian in R
2, ‘ ¼ ðq1; q2Þ with qj ¼ q=qxj is the gradient,

and ‘ � u ¼ div u ¼ q1u1 þ q2u2 is the divergence of u.

For the corresponding nonlinear Navier-Stokes equations in two dimensional

exterior domain, we know the uniqueness of the Leray-Hopf weak solutions which was

proved by Lions and Prodi [23]. Masuda [27] proved that if uðxÞ is a weak solution

with
Ð

y

0 k‘uðtÞk2L2ðWÞ dt < y; kuðtÞkL2ðWÞ tends to zero as t ! y. The decay rate of a

weak solution was investigated by Borchers & Miyakawa [3] and Maremonti [24]. In

1993, Kozono and Ogawa [19] proved a unique existence theorem of global strong

solutions with initial data in L2ðWÞ, which satisfy the following decay rate:

kuðtÞkLqðWÞ ¼ oðtÿð1=2ÿ1=qÞÞ 2Y q < y; kuðtÞkLyðWÞ ¼ oðtÿ1=2
ffiffiffiffiffiffiffiffiffi

log t
p

Þ;

k‘uðtÞkL2ðWÞ ¼ oðtÿ1=2Þ
(D)

as t ! y.
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But it is surprising that we do not know any Lq ÿ Lr estimate of the Stokes

semigroup in a two dimensional exterior domain like Iwashita [12] for the space

dimension nZ 3. Borchers and Varnhorn [5, 36] investigated the behavior of the

resolvent of the Stokes operator A in a two dimensional exterior domain by using the

classical potential theory, which implied the boundedness of the Stokes semigroup

feÿtAgtZ 0 in Lq for any 1 < q < y. But, it dose not seem that the Lq ÿ Lr decay

estimates of the Stokes semigroup follow from their results, because we do not know the

estimate:

k‘eÿtA
fkLqðWÞ Y kA1=2eÿtA

fkLqðWÞ; t > 0

in the two dimensional case, which was proved by Giga and Sohr [10] when nZ 3.

The purpose of this paper is to show the Lq ÿ Lr estimates which is an extension

of Iwashita’s to two dimensional case. If we apply the Lq ÿ Lr estimates to Kato’s

argument, we also obtain all of estimates in (D) except Ly decay for the corresponding

nonlinear Navier-Stokes equations.

To discuss our results more precisely, first we outline at this point our notation used

throughout the paper. To denote the special sets, we use the following symbols:

Db ¼ fx A R
2 j bÿ 1Y jxjY bg; Sb ¼ fx A R

2 j jxj ¼ bg; Wb ¼ WVBb:

Let W m
q ðDÞ denote the Sobolev space of order m on a domain D in the Lq sense and

k � kq;m;D its usual norm. For simplicity, we use the following abbreviation:

k � kq;D ¼ k � kq;0;D; k � kq;m ¼ k � kq;m;W; k � kq ¼ k � kq;0;W:

Moreover, we put

Lq;bðDÞ ¼ fu A LqðDÞ j uðxÞ ¼ 0 Ex B Bbg;

W m
q;bðDÞ ¼ fu A W m

q ðDÞ j uðxÞ ¼ 0 Ex B Bbg;

W m
q; locðR

2Þ ¼ fu A S
0 j qa

xu A LqðBbÞ
E
a; jajUm and Eb > 0g;

W m
q; locðDÞ ¼ fu j bU A W m

q; locðR
2Þ such that u ¼ U on Dg; Lq; locðDÞ ¼ W 0

q; locðDÞ;

_WW m
q ðDÞ ¼ the completion of Cy

0 ðDÞ with respect to k � kq;m;D;

_WW m
q;aðDÞ ¼ u A _WW m

q ðDÞ

�

�

�

�

ð

D

uðxÞ dx ¼ 0

� �

;

ŴW m
q ðDÞ ¼ fu A W m

q; locðDÞ j kqm
x ukq;D < yg;

ðu; vÞD ¼

ð

D

uðxÞ � vðxÞ dx; ð�; �Þ ¼ ð�; �Þ
W
:

To denote function spaces of two dimensional column vector-valued functions, we use

the bold letters. For example, LqðDÞ ¼ fu ¼ tðu1; u2Þ j uj A LqðDÞ; j ¼ 1; 2g. Likewise

for C
y
0 ðDÞ, Lq;bðDÞ, W

m
q; locðDÞ, Lq; locðDÞ, W

m
q ðDÞ, W

m
q;bðDÞ, _WW

m
q ðDÞ and ŴW

m
q ðDÞ.
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Moreover, we put

JqðDÞ ¼ the completion in LqðDÞ of the set fu A C
y
0 ðDÞ j‘ � u ¼ 0 in Dg;

GqðDÞ ¼ f‘p j p A ŴW 1
q ðDÞg:

For exterior domains in R
3 Miyakawa [28] proved that the Banach space LqðDÞ admits

the Helmholtz decomposition: LqðDÞ ¼ JqðDÞlGqðDÞ, where l denotes the direct

sum. His method carries over to arbitrary space dimensions nV 2. Let PD be a

continuous projection from LqðDÞ onto JqðDÞ. The Stokes operator AD is defined by

AD ¼ ÿPDD with dense domain DqðADÞ ¼ JqðDÞV _WW
1
q ðDÞVW

2
qðDÞ. For simplicity,

we write: P ¼ PW, A ¼ AW. It is known that ÿA generates an analytic semigroup eÿtA

in JqðWÞ [9, 5, 36], [4 for nZ 3]. To denote various constants we use the same letter

C, and by CA;B;��� we denotes the constant depending on the quantities A;B; � � � : The

constants C and CA;B;��� may change from line to line. For two Banach spaces X and Y,

LðX ;YÞ denotes the set of all bounded linear operators from X into Y and k � k
LðX ;YÞ

means its operator norm. In particular, we put LðXÞ ¼ LðX ;XÞ. AðI ;XÞ denotes

the set of all X-valued analytic functions in I.

Now we state our main results.

Theorem 1.1. (Local energy decay) Let 1 < q < y. For any b > b0 and any

integer mZ 0, there exists a constant C ¼ Cq;b;m > 0 such that

kqm
t e

ÿtAfkq;2;Wb
UCtÿ1ÿmðlog tÞÿ2kfkq; t ! yð1:1Þ

for any f A JqðWÞVLq;bðWÞ ¼: Jq;bðWÞ.

Theorem 1.2. (Lq ÿ Lr estimates) (1) Let 1 < qY r < y. Then the following

estimate holds for any f A JqðWÞ:

keÿtAfkr YCq; rt
ÿð1=qÿ1=rÞkfkq; t > 0:ð1:2Þ

(2) Let 1 < qY rY 2. Then, for f A JqðWÞ

k‘eÿtAfkr UCq; rt
ÿð1=qÿ1=rÞÿ1=2kfkq; t > 0:ð1:3Þ

And let 1 < qY r and 2 < r < y, then, for f A JqðWÞ

k‘eÿtAfkr Y
Cq; rt

ÿð1=qÿ1=rÞÿ1=2kfkq; 0 < t < 1,

Cq; rt
ÿ1=qkfkq; tZ 1.

(

ð1:4Þ

Our proof of Theorem 1.2 is based on the local energy decay estimate (1.1) obtained

by investigation of the asymptotic behavior of the resolvent of the Stokes operator near

the origin. We combine (1.1) with the Lq ÿ Lr estimates in the whole space by cut-o¤

techniques. We are aware of the related work of P. Maremonti and V. A. Solonnikov

[25]. In their paper, they also obtained Lq ÿ Lr estimates of Stokes semigroup in n-

dimensional exterior domain ðnZ 2Þ by a di¤erent method. Their arguments rely on

energy estimates, imbedding theorems, Lq ÿ Lr estimates in the whole space and duality

arguments.
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§2. Preliminaries.

Let us first consider the stationary Stokes equation in R
2:

ðlÿ DÞuþ ‘p ¼ f and ‘ � u ¼ 0 in R
2:ð2:1Þ

When l A S ¼ CnflY 0g, put

Alf ¼ F
ÿ1 ð1ÿ PðxÞÞf̂fðxÞ

jxj2 þ l

" #

ðxÞ ¼ El � f;

Pf ¼ F
ÿ1 x � f̂fðxÞ

ijxj2

" #

ðxÞ ¼ p � f

for f A LqðR2Þ, where i ¼
ffiffiffiffiffiffiffi

ÿ1
p

, PðxÞ ¼ ðxjxk=jxj2Þj;k¼1;2;

f̂fðxÞ ¼
ð

R
2
eÿix�xfðxÞ dx; F

ÿ1fðxÞ ¼ 1

ð2pÞ2
ð

R
2
e ix�xfðxÞ dx

and

El ¼ ElðxÞ ¼ ðE l
jkðxÞÞj;k¼1;2;

E l
jkðxÞ ¼ ð2pÞÿ1fdjkK0ð

ffiffiffi

l
p

jxjÞ ÿ lÿ1qjqkðlogjxj þ K0ð
ffiffiffi

l
p

jxjÞÞg

¼ ð2pÞÿ1
djke1ð

ffiffiffi

l
p

jxjÞ þ xjxk

jxj2
e2ð

ffiffiffi

l
p

jxjÞ
( )

;

p ¼ pðxÞ ¼ 1

2p

x1

jxj2
;
x2

jxj2

 !

:

ð2:2Þ

Here, Kn ðn A N U f0gÞ denotes the modified Bessel function of order n and

e1ðkÞ ¼ K0ðkÞ þ kÿ1K1ðkÞ ÿ kÿ2

¼ ÿ 1

2
gþ 1

2
ÿ log 2þ log k

� �

þOðk2Þ log k as k ! 0;

where g is Euler0s constant;

e2ðkÞ ¼ ÿK0ðkÞ ÿ 2kÿ1K1ðkÞ þ 2kÿ2

¼ 1

2
þOðk2Þ log k as k ! 0:

These are calculated in [5, 36]. Then, for 1 < q < y and any integer mZ 0, by the Lq

boundedness of Fourier multiplier (cf. [Theorem 7.9.5 of 11]), we have

Al A AðS;LðW 2m
q ðR2Þ;W 2mþ2

q ðR2ÞÞÞ; P A LðW 2m
q ðR2Þ; ŴW 2mþ1

q ðR2ÞÞ;ð2:3Þ

and the pair of u ¼ Alf and p ¼ Pf solves (2.1) for l A S. When f A Lq;bðR2Þ, we have

Alf ¼ Oðjxjÿ2Þ; Pf ¼ Oðjxjÿ1Þ as jxj ! y:ð2:4Þ
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For l ¼ 0, put

A0f ¼ E0 � f for f A W
2m
q ðR2Þ;ð2:5Þ

where

E0 ¼ E0ðxÞ ¼ ðE0
jkðxÞÞj;k¼1;2;

E0
jkðxÞ ¼

1

4p
ÿdjk logjxj þ

xjxk

jxj2

( )

(cf. [IV.2 of 7]). Then the pair of u ¼ A0f and p ¼ Pf solves (2.1) for l ¼ 0. We have

the following facts for 1 < q < y:

A0 A LðW 2m
q ðR2Þ; ŴW 2mþ2

q ðR2ÞÞ;

A0f ¼ OðlogjxjÞ as jxj ! y for f A Lq;bðR2Þ:
ð2:6Þ

From (2.2) and (2.5), it follows that

ElðxÞ ¼ E0ðxÞ ÿ
1

4p
ðcþ log

ffiffiffi

l
p

ÞI2 þHlðxÞ;ð2:7Þ

where I2 is the 2� 2 identity matrix, HlðxÞ ¼ Oðljxj2Þ logð
ffiffiffi

l
p

jxjÞ and c ¼ gþ 1=2ÿ
log 2.

Let D be a bounded domain in R
2 with smooth boundary qD and S0 ¼ SU f0g.

We now consider the stationary Stokes equations with parameter l A S0 in D:

ðlÿ DÞuþ ‘p ¼ f and ‘ � u ¼ 0 in D;ð2:8Þ

u ¼ 0 on qD:

The existence, uniqueness and regularity of solutions to (2.8) are well known.

Proposition 2.1. Let 1 < q < y and let m be an integer Z0. Then, for any

f A W
m
q ðDÞ and l A S0, there exists a unique u A W

mþ2
q ðDÞ which together with some

p A W mþ1
q ðDÞ solves (2.8); p is unique up to an additive constant. Moreover, the fol-

lowing estimate is valid:

kukq;mþ2;D þ k‘pkq;m;D YCq;m;Dkfkq;m;D:ð2:9Þ

Proof. See Giga [9], Ladyzhenskaya [p. 62, Theorem 2 of 21], Solonnikov [31] and

Temam [p. 33, Proposition 2.2 of 32].

The following results in bounded domain D are used later.

Proposition 2.2. Let 1 < q < y. (1) The following relation holds:

kvkq;D YCD k‘vkq;D þ
�

�

�

�

ð

D

vðxÞ dx
�

�

�

�

� �

; for v A W 1
q ðDÞ:ð2:10Þ

(2) Let m be an integer Z0. Then, for any u A W m
q ðDÞ, there exists a v A W m

q ðR2Þ
such that u ¼ v in D and kvkq;m;R2 YCq;m;Dkukq;m;D, where Cq;m;D is a constant

independent of u and v.
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Proof. See [II.4 of 7] for (1) and [II.2 of 7] for (2).

Proposition 2.3. Let 1 < q < y and let m be an integer Z0. Then, there exists a

linear bounded operator B : _WW m
q;aðDÞ ! _WW

mþ1
q ðDÞ such that

‘ � B½ f � ¼ f in D; kB½ f �kq;mþ1;D YCq;m;Dk f kq;m;D:ð2:11Þ

Proof. See Bogovskii [1, 2] (also Giga and Sohr [Lemma 2.1 of 10], Iwashita

[Proposition 2.5 of 12] and Galdi [III.3 of 7]).

Proposition 2.4. Let 1 < q < y. Let G ¼ W or R
2 and let m be an integer Z1.

Let j be a function of CyðR2Þ such that jðxÞ ¼ 1 for jxjY bÿ 1 and jðxÞ ¼ 0 for

jxjZ b, where bZ b0. If u A W
m
q; locðGÞ, ‘ � u ¼ 0 in G and u ¼ 0 on qW when G ¼ W,

then ð‘jÞ � u A _WW m
q;aðDbÞ. As a result, B½ð‘jÞ � u� A _WW

mþ1
q ðDbÞ, ‘ � B½ð‘jÞ � u� ¼ ð‘jÞ � u

and

kB½ð‘jÞ � u�kq;mþ1;R2 YCq;m;j;bkukq;m;Db
:ð2:12Þ

Proposition 2.5. Let 1 < q < y. Let u A ŴW
2
q ðWÞ and p A ŴW 1

q ðWÞ satisfy the

homogeneous equations:

ÿDuþ ‘p ¼ 0 and ‘ � u ¼ 0 in W; u ¼ 0 on qW:ð2:13Þ

Assume that uðxÞ and pðxÞ satisfy the following:

uðxÞ ¼ Oð1Þ; pðxÞ ¼ Oðjxjÿ1Þ as jxj ! y:

Then, u ¼ 0 and p ¼ 0.

Proof. First of all we shall show that u A W
3
q; locðWÞ and p A W 2

q; locðWÞ. To do

this, we use the same cut function j as in Proposition 2.4. If we put w ¼ juÿ

B½ð‘jÞ � u� by Proposition 2.3, then w A W
2
qðWÞ, suppwHWb and w satisfies the fol-

lowing equations:

ÿDwþ ‘ðjpÞ ¼ g and ‘ � w ¼ 0 in Wb;

w ¼ 0 on qWb;

where g ¼ ‘jpÿ 2ð‘j � ‘Þuþ DB½ð‘jÞ � u�. Noting that g A W
1
qðWbÞ, we know that

w A W
3
qðWbÞ and jp A W 2

q ðWbÞ by Proposition 2.1, which means that u A W
3
q; locðWÞ

and p A W 2
q; locðWÞ. By Proposition 2.2 (2), u and p have the extensions ~uu A W

3
q; locðR

2Þ,

q A W 2
q; locðR

2Þ such that u ¼ ~uu, p ¼ q in W. Let O ¼ R
2nW. Noting that ~uu ¼ 0 on qO,

we can apply Proposition 2.3 to find B½‘ � ~uu� A _WW
3
q ð

�OOÞ. If we set v ¼ ~uuÿ B½‘ � ~uu�, then

we have ‘ � v ¼ 0 in R
2 and u ¼ v in W.

At this point we prepare the following lemma:

Lemma 2.6. Assume that u and p A S
0 satisfy ÿDuþ ‘p ¼ 0, ‘ � u ¼ 0 in R

2 and

juðxÞj ¼ OðlogjxjÞ, jpðxÞj ¼ Oðjxjÿ1Þ as jxj ! y. Then u ¼ constant and p ¼ 0.

Proof. Since u and p satisfy jxj2ûuþ ixp̂p ¼ 0 and ix � ûu ¼ 0, we have supp ûu, supp p̂p

H f0g, which means that ûu and p̂p depend on x polynomially. Considering that juðxÞj ¼

OðlogjxjÞ and jpðxÞj ¼ Oðjxjÿ1Þ as jxj ! y, we have u ¼ constant and p ¼ 0. r
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We continue the proof of Proposition 2.5. We set f ¼ ÿDvþ ‘q. Since f A

W
1
q; locðR

2Þ and supp fH �OO, then f A L2ðR
2Þ. If we put z ¼ A0f and r ¼ Pf, then

we have ÿDðzÿ vÞ þ ‘ðrÿ qÞ ¼ 0 and ‘ � ðzÿ vÞ ¼ 0 in R
2. Since z ¼ OðlogjxjÞ and

r ¼ Oðjxjÿ1Þ as jxj ! y and v ¼ u ¼ Oð1Þ as jxj ! y, we know zÿ v ¼ OðlogjxjÞ and

rÿ q ¼ Oðjxjÿ1Þ as jxj ! y. By Lemma 2.6, we have z ¼ vþ constant ¼ Oð1Þ and r ¼

q. From the fact: z ¼ E0ðxÞ
Ð

R
2 fðyÞ dyþOðjxjÿ1Þ, we have

Ð

R
2 fðyÞ dy ¼ 0, which

means that z ¼ Oðjxjÿ1Þ, ‘z ¼ Oðjxjÿ2Þ, r ¼ Oðjxjÿ2Þ and ‘r ¼ Oðjxjÿ3Þ. Therefore we

have

u ¼ Oð1Þ; ‘u ¼ Oðjxjÿ2Þ; p ¼ Oðjxjÿ2Þ and ‘p ¼ Oðjxjÿ3Þð2:14Þ

as jxj ! y, which implies that

k‘uk2 ¼ 0:ð2:15Þ

In fact, let us consider the formula:

0 ¼ ðÿDuþ ‘p; uÞWR

¼ ÿ
x

jxj
� ‘

� �

u; u

� �

jxj¼R

þ
x

jxj
p; u

� �

jxj¼R

þð‘u;‘uÞWR
:

By (2.14) the first and the second terms of right hand side tend to 0 as R ! y, thus we

have (2.15), which implies that ‘u ¼ 0. From the boundary condition it follows u ¼ 0

and ‘p ¼ 0. By the assumption, we have p ¼ 0. r

Proposition 2.7. Let 1 < q < y and G ¼ R
2 or W. Let u A ŴW

2
q ðGÞ and

p A ŴW 1
q ðGÞ satisfy the equations:

ðlÿ DÞuþ ‘p ¼ 0 and ‘ � u ¼ 0 in W; u ¼ 0 on qW if G ¼ W

for l A S. Assume that p ¼ Oðjxjÿ1Þ. Then, uðxÞ ¼ 0 and pðxÞ ¼ 0.

Proof. When G ¼ R
2, since u and p satisfy ðlþ jxj2Þûuþ ixp̂p ¼ 0 and ix � ûu ¼ 0,

suppfðlþ jxj2Þûug ¼ suppðixp̂pÞ ¼ q. In view of lþ jxj2 6¼ 0 for l A S, u ¼ 0 and p ¼

constant. From the assumption p ¼ Oðjxjÿ1Þ, we have p ¼ 0.

When G ¼ W, let the pair of ðv; qÞ be an extension of ðu; pÞ to R
2 such that v A

W
3
q; locðR

2Þ, q A W 2
q; locðR

2Þ and ‘ � v ¼ 0 in R
2 (cf. proof of Proposition 2.5). We set f

¼ ðlÿ DÞvþ ‘q, then supp fH �OO and f A L2ðR
2Þ. If we put z ¼ Alf and r ¼ Pf, in

view of the result for G ¼ R
2, we have u ¼ v ¼ z ¼ Oðjxjÿ2Þ and p ¼ q ¼ r ¼ Oðjxjÿ1Þ as

jxj ! y by (2.4). Therefore from the same argument as Proposition 2.5 we have u ¼ 0,

p ¼ 0. r

Proposition 2.8. Let 1 < q < y and let A be the Stokes operator in JqðWÞ and m

be any integer Z0.

(1) Assume that u A DqðAÞ and Au A W
m
q ðWÞ. Then u A W

mþ2
q ðWÞ and for some

constant Cq;m > 0,

kukq;mþ2 YCq;mðkAukq;m þ kukqÞ:
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(2) If u A DqðA
mÞ, then

kukq;2m YCq;mðkA
mukq þ kukqÞ;

kAmukq YCq;mkukq;2m:

Proof. See [Proposition 2.7, 2.8 of 12].

§3. Asymptotic behavior of the resolvent around the origin

Let us consider the stationary problem for the Stokes equation with parameter l A S

in W:

ðlÿ DÞuþ ‘p ¼ f and ‘ � u ¼ 0 in W;ðSÞ

u ¼ 0 on qW:

In terms of the Stokes operator A, (S) is written in the form:

ðlþ AÞu ¼ f:ðS 0Þ

Giga [9] and Borchers and Varnhorn [5, 36] proved that S belongs to the resolvent set

rðAÞ of A and

kðlþ AÞÿ1k
LðJqðWÞÞ YCq; tjlj

ÿ1;ð3:1Þ

when jarg ljY t for any 0 < t < p.

Let b > b0 þ 4 and 1 < q < y. Contracting the domain of ðlþ AÞÿ1 from JqðWÞ

to Jq;bðWÞ, we shall investigate the asymptotic behavior of ðlþ AÞÿ1 as jlj ! 0. Put

St; e ¼ fl A S j jarg ljY t; jljY eg.

Proposition 3.1. Let 1 < q < y and m be any integer Z0. There exist operator

valued functions Rl and Pl possessing the following properties:

Rl A AðS;LðW 2m
q;bðWÞ;W 2mþ2

q ðWbÞÞÞ;ð1Þ

Pl A AðS;LðW 2m
q;bðWÞ;W 2mþ1

q ðWbÞÞÞ;

(2) the pair of u ¼ Rlf and p ¼ Plf is a solution to (S) and

Rlf A W
2mþ2
q ðWÞ; Plf A ŴW 2mþ1

q ðWÞ; Plf ¼ Oðjxjÿ1Þ as jxj ! yð3:2Þ

for f A W
2m
q;bðWÞ, l A S, and we have

Rl ¼ ðlþ AÞÿ1
on Jq;bðWÞ for l A S;ð3:3Þ

(3) for any 0 < t < p, there exists an e ¼ eðtÞ such that for f A W
2m
q;bðWÞ and l A

St; e,

Rl

Pl

� �

f ¼ ls Mðlog lÞ=Lðlog lÞ

~MMðlog lÞ=~LLðlog lÞ

� �

f þOðlsþ1ðlog lÞbÞ;ð3:4Þ

where s is an integer (not necessarily positive); L and ~LL are polynomials with constant
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coe‰cients and M (resp. ~MM) is a polynomial, not identically zero, whose coe‰cients belong

to LðW 2m
q;bðWÞ;W 2mþ2

q ðWbÞÞ (resp. LðW 2m
q;bðWÞ;W 2mþ1

q ðWbÞÞÞ; b is an integer. The order

symbol O is used in the sense that

kRlf ÿ lsðMðlog lÞ=Lðlog lÞÞfkq;2mþ2;Wb
YCq;m;bjl

sþ1ðlog lÞbj kfkq;2m;

kPlf ÿ lsð ~MMðlog lÞ=~LLðlog lÞÞfkq;2mþ1;Wb
YCq;m;bjl

sþ1ðlog lÞbj kfkq;2m:

Proof. At first, we introduce some symbols. Let j be a function of CyðR2Þ such

that jðxÞ ¼ 0 for jxjZ bÿ 1 and jðxÞ ¼ 1 for jxjY bÿ 2. For f A LqðWÞ let us denote

the restriction of f on Wb by pbf and define the extension if of f to whole R
2 by the

relation: ifðxÞ ¼ fðxÞ for x A W and ifðxÞ ¼ 0 for x A R
2nW. Let Lbl and pbl be the

operators defined by the relations: Lblg ¼ w and pblg ¼ q where the pair of w and q is

the solution of the following Stokes equation in Wb:

ðlÿ DÞwþ ‘q ¼ g and ‘ � w ¼ 0 in Wb; w ¼ 0 on qWb;ð3:5Þ

where qWb ¼ Sb U qW and l A S0. pblg is not decided uniquely at this moment, that

is we have freedom to choose any additive constant, which will be chosen in (3.8)

below. By Proposition 2.1 we know that

kLblgkq;2mþ2;Wb
þ k‘pblgkq;2m;Wb

YCq;m;b;lkgkq;2m;Wb
:ð3:6Þ

Let us construct Rl and Pl from a compact perturbation of the following operators:

Flf ¼ ð1ÿ jÞðAlifÞ þ jLblpbf þ B½ð‘jÞ � Alif� ÿ B½ð‘jÞ � Lblpbf �;

Clf ¼ ð1ÿ jÞðPifÞ þ jpblpbf;
ð3:7Þ

for f A W
2m
q;bðWÞ, where we have used Proposition 2.4. Now, pbl is chosen so that

ð
Wb

ðpblpbf ÿPifÞðxÞ dx ¼ 0:ð3:8Þ

We know that there exists an a > 0 such that Lbl and pbl are analytic with respect to

l A Cnðÿy;ÿa� (cf. [Proposition 2.6 of 18]). From the construction, we have

ðlÿ DÞFlf þ ‘Clf ¼ ð1þ FlÞf in W;ð3:9Þ

‘ �Flf ¼ 0 in W; Flf ¼ 0 on qW;ð3:10Þ

where

Flf ¼ 2ð‘j � ‘ÞAlif þ DjAlif ÿ 2ð‘j � ‘ÞLblpbf ÿ DjLblpbf

þ ðlÿ DÞB½‘j � Alif � ÿ ðlÿ DÞB½‘j � Lblpbf � ÿ ‘jPif þ ‘jpblpbf:

Contracting the domain of Al and P, and considering those ranges in wider spaces, we

have

Ali A AðS;LðW 2m
q;bðWÞ;W 2mþ2

q ðWbÞÞÞ and Pi A LðW 2m
q;bðWÞ;W 2mþ1

q ðWbÞÞ:

At each point l A S, Fl is a compact operator from W
2m
q;bðWÞ into itself and Fl is

analytic in l A S. We know that ð1þ FlÞ
ÿ1 is analytic in S. In fact, in view of
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Fredholm alternative theorem [VI §4 of 35], it is su‰cient that 1þ Fl is injective for

l A S. Let f be an element of W
2m
q;bðWÞ such that ð1þ FlÞf ¼ 0. Since Flf and Clf

satisfy the condition of Proposition 2.7, we see that Flf ¼ 0 and Clf ¼ 0. Therefore,

employing the same argument as in the proof of Lemma 3.5 in Iwashita [12], we can

show that f ¼ 0. Thus ð1þ FlÞÿ1
A AðS;LðW 2m

q;bðWÞÞÞ. Put

Rl ¼ Flð1þ FlÞÿ1 and Pl ¼ Clð1þ FlÞÿ1
;ð3:11Þ

then the pair of u ¼ Rlf and p ¼ Plf solves (S) as l A S. By Proposition 2.7, when f A

Jq;bðWÞ, Rlf ¼ ðlþ AÞÿ1
f for l A S.

Thus we know the analyticity of Rl in S, but our purpose is to investigate the

asymptotic behavior of at l ¼ 0. If we recall (2.7), then we have the following formula:

Alif ¼ A0if ÿ
1

4p
ðcþ log

ffiffiffi

l
p

ÞT f þ Blf;ð3:12Þ

where T f ¼
Ð

R
2 if dx and Blf ¼ Hl � if A W

2mþ2
q ðWbÞ for f A W

2m
q;bðWÞ, l A S. In in-

vestigating the asymptotic behavior of Rl at l ¼ 0, di‰culties arise from logarithmic

singularity. But this singularity appears only in the coe‰cients of finite dimensional

operators. To make the above point clear, let us consider the auxiliary operator:

F0f ¼ ð1ÿ jÞA0if þ jLb0pbf þ B½ð‘jÞ � A0if � ÿ B½ð‘jÞ � Lb0pbf �;
C0f ¼ ð1ÿ jÞðPifÞ þ jpb0pbf;

ð3:13Þ

for f A W
2m
q;bðWÞ. Then,

ÿDF0f þ ‘C0f ¼ ð1þ S0Þf and ‘ �F0f ¼ 0;ð3:14Þ

where

S0f ¼ 2ð‘j � ‘ÞðA0ifÞ þ ðDjÞA0if ÿ 2ð‘j � ‘ÞðLb0pbfÞ ÿ ðDjÞLb0pbf

ÿ DB½ð‘jÞ � A0if � þ DB½ð‘jÞ � Lb0pbf � ÿ ð‘jÞPif þ ð‘jÞpb0pbf:

We see that S0 is a compact operator from W
2m
q;bðWÞ into itself. Taking (3.12) into

account, we have the following formula:

ð1þ FlÞf ¼ ð1þ SlÞf ÿ
1

4p
Djðcþ log

ffiffiffi

l
p

ÞT f þ 1

4p
ðcþ log

ffiffiffi

l
p

ÞDB½‘j � T f �;ð3:15Þ

where

Slf ¼ S0f þ ð‘j � ‘ÞðBlfÞ þ DBlf ÿ 2ð‘j � ‘ÞðLbl ÿ Lb0Þpbf ÿ ðDjÞðLbl ÿ Lb0Þpbf
þ lB½ð‘jÞ � Alif � ÿ DB½ð‘jÞ � Blf � ÿ lB½ð‘jÞ � Lblpbf �
þ DB½‘j � ðLbl ÿ Lb0Þpbf � þ ‘jðpbl ÿ pb0Þpbf:

Sl is continuous at l ¼ 0, i.e.

kSl ÿ S0kLðW 2m
q; b

ðWÞÞ ! 0 as jlj ! 0:ð3:16Þ

In order to investigate the behavior of ð1þ FlÞÿ1, modifying 1þ Sl in terms of some
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finite dimensional operators, we will construct inverse of the modified operator. To do

this, we would like to start with the following lemma.

Lemma 3.2. 1þ S0 is one to one on the domain X ¼ ff A W
2m
p;bðWÞ jTf ¼ 0g.

Proof. Assume that f A X satisfies ð1þ S0Þf ¼ 0. Since
Ð
R

2 if dx ¼ 0, we have

F0f ¼ ð1ÿ jÞ

ð
R

2
ðE0ðxÿ yÞ ÿ E0ðxÞÞifðyÞ dyþ jLb0pbf

þ B½ð‘jÞ � A0if � ÿ B½ð‘jÞ � Lb0pbf �:

Thus, F0f ¼ Oðjxjÿ1Þ. On the other hand, from (3.14) it follows that

ÿDF0f þ ‘C0f ¼ 0 and ‘ �F0f ¼ 0 in W; F0f ¼ 0 on qW:

Since F0f and C0f satisfy the condition of Proposition 2.5, we have F0f ¼ 0 and C0f ¼

0, which means f ¼ 0. r

Lemma 3.3. dimKerð1þ S0ÞY 2.

Proof. Suppose that dimKerð1þ S0ÞZ 3. Pick up non-zero two dimensional

vectors of functions k1, k2 and k3 A Kerð1þ S0Þ. Since Tkj j ¼ 1; 2; 3 are two

dimensional numerical vectors, there exist constants a1, a2 and a3 such that ða1; a2; a3Þ 6¼

ð0; 0; 0Þ and 0 ¼
P3

j¼1 ajTkj ¼ Tð
P3

j¼1 ajkjÞ, which together with Lemma 3.2 implies

that
P3

j¼1 ajkj ¼ 0. This completes the proof of the lemma. r

When dimKerð1þ S0Þ 6¼ 0, in view of Lemma 3.2 we can find a k ¼ tðk1; k2Þ A

Kerð1þ S0Þ such that Tk 6¼ 0, so that without loss of generality we may assume that

Tk1 ¼ 1. Since the dimension of the kernel of a Fredholm operator coincides with that

of its cokernel, we can choose m1 and m2 B Im ð1þ S0Þ so that

W
2m
q;bðWÞ ¼ Im ð1þ S0ÞlCm1 lCm2;ð3:17Þ

where m2 ¼ 0 if dimKerð1þ S0Þ ¼ 1 and m1 ¼ m2 ¼ 0 if dimKerð1þ S0Þ ¼ 0. Let us

define the operator:

G0f ¼ ð1þ S0Þf þ ðT f1Þm1 þ ðT f2Þm2

for f ¼ tð f1; f2Þ A W
2m
q;bðWÞ.

Lemma 3.4. G0 is bijective Fredholm operator, so that inverse Gÿ1
0 is continuous, too.

Proof. From the construction, obviously G0 is a Fredholm operator. In order to

prove bijectivity, it is su‰cient to prove injectivity of G0. When dimKerð1þ S0Þ ¼ 0,

it is trivial. Next we consider the case that dimKerð1þ S0Þ ¼ 2. If G0f ¼ 0, then

ð1þ S0Þf ¼ ÿT f1m1 ÿ T f2m2. In view of (3.17), T f ¼ 0 and ð1þ S0Þf ¼ 0, so that we

have f ¼ 0 by Lemma 3.2. Finally we consider the case that dimKerð1þ S0Þ ¼ 1. If

G0f ¼ 0, then ð1þ S0Þf ¼ ÿT f1m1. From (3.17) it follows that T f1 ¼ 0 and ð1þ S0Þf

¼ 0. Since f A Ker ð1þ S0Þ, there extists a such that f ¼ ak. Then 0 ¼ T f1 ¼ aTk1 ¼

a, which implies that f ¼ 0. r
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Set

Glf ¼ ðI þ SlÞf þ ðT f1Þm1 þ ðT f2Þm2:

Lemma 3.5. For any 0 < t < p, there exists an e ¼ eðtÞ > 0 such that

Gÿ1
l ¼ Gÿ1

0

X

y

j¼0

½ðSl ÿ S0ÞGÿ1
0 � j l A St; e:ð3:18Þ

Proof. For l 6¼ 0, Gl can be represented in the form

Gl ¼ Gl ÿ G0 þ G0 ¼ G0 þ ðSl ÿ S0Þ

¼ fI þ ðSl ÿ S0ÞGÿ1
0 gG0:

For any 0 < t < p, by (3.16) there exists an e ¼ eðtÞ > 0 such that

kSl ÿ S0kLðW 2m
q; bðWÞÞkGÿ1

0 k
LðW 2m

q; bðWÞÞ Y 1=2

for l A St; e, which completes a proof. r

Using Gl, we shall investigate the behavior of ðI þ FlÞÿ1. In terms of Gl we have

ð1þ FlÞf ¼ Glf þNlðTfÞ;ð3:19Þ

where

Nld ¼ ÿd1m1 ÿ d2m2 ÿ
1

4p
Djðcþ log

ffiffiffi

l
p

Þ dþ 1

4p
ðcþ log

ffiffiffi

l
p

ÞDB½‘j � d�; d ¼ d1

d2

� �

:

Thus we consider the equation:

Glf þNlðT fÞ ¼ g for g AW
2m
q;bðWÞ:

By Lemma 3.5 we have

f þ Gÿ1
l NlðT fÞ ¼ Gÿ1

l g:ð3:20Þ

Let r A Cy
0 ðWbÞ be a function such that Tr ¼ 1. Let us decompose f as follows:

f ¼ fa þ ðT fÞr; fa ¼ f ÿ ðT fÞr;
where T fa ¼ 0. In the same way, we write

Gÿ1
l NlðT fÞ ¼ ðGÿ1

l NlðT fÞÞa þ ðTGÿ1
l NlðT fÞÞr;

Gÿ1
l g ¼ ðGÿ1

l gÞa þ ðTGÿ1
l gÞr;

where TðGÿ1
l NlðT fÞÞa ¼ 0 and TðGÿ1

l gÞa ¼ 0. Thus from (3.20) we have

fa þ ðGÿ1
l NlðT fÞÞa þ ððT fÞ þ TGÿ1

l NlðT fÞÞr ¼ ðGÿ1
l gÞa þ ðTGÿ1

l gÞr:

Applying T, we have

LlðT fÞ ¼ TGÿ1
l g;
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where Ll ¼ I þ TGÿ1
l
Nl is a linear operator from C

2 to C
2. From (3.18) and (3.19) it

follows that the elements of ~LLl ¼ lLl can be represented as numerical series, absolutely

and uniformly convergent in St; e, of the form

X

y

j¼0

X

j

k¼0

ajkðlog lÞ
k

 !

l
j
:

In particular,

det ~LLl ¼
X

y

j¼0

X

j

k¼0

djkðlog lÞ
k

 !

l
j ¼

X

y

j¼0

l
jDjðlog lÞ;

where DjðtÞ ¼
P j

k¼0 djkt
k is a polynomial of degree j. If DjðtÞ1 0 for all j, that is,

det ~LLl 1 01 detLl, then there exists a d 6¼ 0 such that Lld ¼ 0. Put

z ¼ ÿGÿ1
l
Nld:

Then Tz ¼ d. By (3.19), ð1þ FlÞz ¼ 0, which implies that z ¼ 0, that is d ¼ 0. This

leads to a contradiction. Hence, there is an a < y such that DaðtÞ2 0 and DjðtÞ1 0

for j < a. Then

det ~LLl ¼ l
aDaðlog lÞ 1þ

X

y

s¼1

l
sDaþsðlog lÞ

Daðlog lÞ

" #

:

Since in this formula the sum over s tends to zero when jlj ! 0, for su¤ciently small

e ¼ eðtÞ > 0 we have

ðdet ~LLlÞ
ÿ1 ¼

l
ÿa

Daðlog lÞ

X

y

r¼0

ÿ
X

y

s¼1

l
sRsðaþ1Þðlog lÞ

ðDaðlog lÞÞ
s

" #r

for l A St; e;

where Rsðaþ1Þ ¼ DaþsðDaÞ
sÿ1 is a polynomial of degree not greater than sðaþ 1Þ. Since

all the series that take part in these formulae converge absolutely and uniformly when

l A St; e, if we collect together the terms in the same powers of lðDaðlog lÞÞ
ÿ1, we have

ðdet ~LLlÞ
ÿ1 ¼

l
ÿa

Daðlog lÞ

X

y

s¼0

(

Psðaþ1Þðlog lÞ
l

Daðlog lÞ

� �s
)

;

where Pj is a polynomial of degree not greater than j. Thus we know the behavior of

T f as jlj ! 0 by the formula T f ¼ ~LLÿ1
l
lTGÿ1

l
g. On the other hand, we have

fa ¼ ÿðGÿ1
l
NlðT fÞÞa þ ðGÿ1

l
gÞa:

If we substitute the T f into the above formula, we know the behavior of fa. Thus

we obtain the behavior of f, i.e. behavior of ðI þ FlÞ
ÿ1. Therefore, the assertions of

Proposition 3.1 follow immediately from (3.11). r

Proposition 3.1 says that the operators ðRl;PlÞ can be expanded by the series

of polynomials of log l and l. Next task is to determine s, M and L of (3.4), ex-

actly. The strategy follows Kleinman and Vainberg [17]. Let q, m, t, and e be the

same as in Proposition 3.1.
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Proposition 3.6. Let Rl be the same as in Proposition 3.1. Then we have

Rl

Pl

� �

f ¼ V0

Q0

� �

f þ ðlog lÞÿ1 V1

Q1

� �

f þOðlog lÞÿ2
as l A St; e;ð3:21Þ

where Vj A LðW 2m
q;bðWÞ;W 2mþ2

q ðWbÞÞ and Qj A LðW 2m
q;bðWÞ;W 2mþ1

q ðWbÞÞ ð j ¼ 0; 1Þ are

independent of l.

To prove this proposition, we use the cut-o¤ function h A CyðR2Þ such that hðxÞ ¼
0 for jxj < bÿ 2 and hðxÞ ¼ 1 for jxj > bÿ 1.

Put u ¼ Rlf, p ¼ Plf and z ¼ huÿ B½‘h � u� for f A W
2m
q;bðWÞ and l A St; e. Then,

ðlÿ DÞzþ ‘ðhpÞ ¼ hf þ gð tðu; pÞÞ ÿ lB½‘h � u� and ‘ � z ¼ 0 in R
2;

where

gð tðu; pÞÞ ¼ ÿ2ð‘h � ‘Þuÿ Dhuþ ‘hpþ DB½‘h � u�:
Obviously, supp gHDbÿ1.

Lemma 3.7. Let u; p and z be as above. Then, the following formula is valid:

z ¼ Alðhf þ gð tðu; pÞÞ ÿ lB½‘h � u�Þ andð3:22Þ

hp ¼ Pðhf þ gð tðu; pÞÞ ÿ lB½‘h � u�Þ in R
2;

for l A St; e.

Proof. Put v¼Alðhfþgð tðu; pÞÞÿlB½‘h � u�Þ and q¼Pðhfþgð tðu; pÞÞÿlB½‘h � u�Þ.
By (2.3), (2.4) and (3.2), zÿ v and hpÿ q satisfy the condition of Proposition 2.7, thus

we have (3.22). r

Now we start to prove Proposition 3.6.

Proof of Proposition 3.6. To determine s of (3.4), we employ the contradiction

argument. We may assume that f2 0 and we put wðlÞ ¼ ðMðlog lÞ=Lðlog lÞÞf, rðlÞ ¼
ð ~MMðlog lÞ=~LLðlog lÞÞf in (3.4) and tðwðlÞ; rðlÞÞ2 tð0; 0Þ. At first we shall prove sY 0. If

s > 0, then by (3.4) u and p tend to 0 in Wb as jlj ! 0, thus we have 0 ¼ f in Wb by

(S). From supp fHWb it follows f � 0, which contradicts the assumption.

Let us suppose that s < 0. By substituting (3.4) into (S) and equating the terms

which contain the multiplier ls in both sides of (S), we have

ÿDwðlÞ þ ‘rðlÞ ¼ 0 and ‘ � wðlÞ ¼ 0 in Wb; wðlÞ ¼ 0 on qW:ð3:23Þ

To investigate the behavior of solution as jxj is large, we use the following formula,

which is obtained by substituting (3.4) into (3.22):

hðlswðlÞ þOðlsþ1ðlog lÞbÞ ÿ B½‘h � ðlswðlÞ þOðlsþ1ðlog lÞbÞÞ�ð3:24Þ

¼ A0 ÿ
1

4p
ðcþ log

ffiffiffi

l
p

ÞT þ Bl

� �

ðhf þ gð tðwðlÞ; rðlÞÞlsÞ þOðl sþ1ðlog lÞb
0
ÞÞ;

hðls
rðlÞþOðlsþ1ðlog lÞbÞÞ¼Pðhfþgð tðwðlÞ; rðlÞÞlsÞþOðlsþ1ðlog lÞb

0
ÞÞ in Wb;
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where b 0 is an integer. Equating the terms which contain the multiplier l s in both sides

of (3.24), we obtain

hwðlÞ ¼ B½‘h � wðlÞ� þ A0 ÿ
1

4p
ðcþ log

ffiffiffi

l
p

ÞT
� �

gð tðwðlÞ; rðlÞÞÞ;

hrðlÞ ¼ Pgð tðwðlÞ; rðlÞÞÞ in Wb:

ð3:25Þ

Since the right hand sides of (3.25) depend only on values of ðwðlÞ; rðlÞÞ in Wb, (3.25)

allows us to continue them to the whole domain W. Thus we obtain ðwðlÞ; rðlÞÞ which

satisfies (3.23) and

hwðlÞ ¼ B½‘h � wðlÞ� þ A0 ÿ
1

4p
ðcþ log

ffiffiffi

l
p

ÞT
� �

gð tðwðlÞ; rðlÞÞÞ;

hrðlÞ ¼ Pgð tðwðlÞ; rðlÞÞÞ in W:

ð3:26Þ

Since B½‘h � wðlÞ� ¼ 0 for jxj > bÿ 1, when jxj > bÿ 1, we have

ÿDwðlÞ þ ‘rðlÞ ¼ ÿDðhwðlÞÞ þ ‘ðhrðlÞÞ

¼ ÿDðA0gð tðwðlÞ; rðlÞÞÞÞ þ ‘ðPgð tðwðlÞ; rðlÞÞÞÞ

¼ gð tðwðlÞ; rðlÞÞÞ ¼ 0;

‘ � wðlÞ ¼ ‘ � ðhwðlÞÞ ¼ ‘ � ðA0gð tðwðlÞ; rðlÞÞÞÞ ¼ 0;

which together with (3.23) implies

ÿDwðlÞ þ ‘rðlÞ ¼ 0 and ‘ � wðlÞ ¼ 0 in W; wðlÞ ¼ 0 on qW:ð3:27Þ

Moreover by (3.26)

wðlÞ ÿ E0ðxÞ ÿ
1

4p
ðcþ log

ffiffiffi

l
p

Þ
� �

Tgð tðwðlÞ; rðlÞÞÞ ! 0;

rðlÞ ¼ Oðjxjÿ1Þ as jxj ! y:

ð3:28Þ

By the definition of tðwðlÞ; rðlÞÞ, there exist an integer n, tðw0; r0Þ and tðw1; r1Þ such that
tðw0; r0Þ2 ð0; 0Þ and

wðlÞ
rðlÞ

� �

¼ ðlog lÞn w0

r0

� �

þ ðlog lÞnÿ1 w1

r1

� �

þOððlog lÞnÿ2Þ in Wb as jlj ! 0:ð3:29Þ

We multiply both sides of (3.27) by ðlog lÞÿn and take the limit as jlj ! 0, we have

ÿDw0 þ ‘r0 ¼ 0 and ‘ � w0 ¼ 0 in Wb; w0 ¼ 0 on qW:ð3:30Þ

Substituting (3.29) into (3.26) and equating the terms of ðlog lÞnþ1 and ðlog lÞn in both

sides, we have

0 ¼ ÿ 1

8p
Tgð tðw0; r0ÞÞ;ð3:31Þ

hw0 ¼ B½‘h � w0� þ A0 ÿ
c

4p
T

� �

gð tðw0; r0ÞÞ ÿ
1

8p
Tgð tðw1; r1ÞÞ;

hr0 ¼ Pgð tðw0; r0ÞÞ in Wb:

ð3:32Þ
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If we continue w0 and r0 to the whole domain W by (3.32) as in the same way of (3.26),

we have ÿDw0 þ ‘r0 ¼ 0 and ‘ � w0 ¼ 0 as jxj > bÿ 1, which combined with (3.30)

implies

ÿDw0 þ ‘r0 ¼ 0 and ‘ � w0 ¼ 0 in W; w0 ¼ 0 on qW:ð3:33Þ

By (3.31) and (3.32) for jxj > bÿ 1,

w0ðxÞ ¼
ð

R
2
ðE0ðxÿ yÞ ÿ E0ðxÞÞgð tðw0; r0ÞÞðyÞ dyÿ

1

8p
Tgð tðw1; r1ÞÞ ¼ Oð1Þ;

r0ðxÞ ¼ Pgð tðw0; r0ÞÞ ¼ Oðjxjÿ1Þ as jxj ! y:

ð3:34Þ

Thus from Proposition 2.5 it follows that ðw0; r0Þ ¼ ð0; 0Þ. This contradiction proves

that s ¼ 0. Now we have

u

p

� �

¼
wðlÞ
rðlÞ

� �

þOðlðlog lÞbÞ in Wb:

Let us determine n of (3.29). Employing the same argument as in (3.23)–(3.28), we

can continue wðlÞ and rðlÞ to W as follows:

hwðlÞ ¼ B½‘h � wðlÞ� þ A0 ÿ
1

4p
ðcþ log

ffiffiffi

l
p

ÞT
� �

ðhf þ gð tðwðlÞ; rðlÞÞÞÞ;

hrðlÞ ¼ Pðhf þ gð tðwðlÞ; rðlÞÞÞÞ in W;

ð3:35Þ

and we have

ÿDwðlÞ þ ‘rðlÞ ¼ f and ‘ � wðlÞ ¼ 0 in W; wðlÞ ¼ 0 on qW;ð3:36Þ

wðlÞ ÿ E0ðxÞ ÿ
1

4p
ðcþ log

ffiffiffi

l
p

Þ
� �

Tðhf þ gð tðwðlÞ; rðlÞÞÞÞ ! 0;

rðlÞ ¼ Oðjxjÿ1Þ as jxj ! y:

ð3:37Þ

If n < 0, taking a limit as jlj ! 0 leads a contradiction 0 ¼ f, which implies nZ 0. Sup-

pose that n > 0. If we multiply both sides of (3.36) by ðlog lÞÿn and take the limit as

jlj ! 0, we have (3.30). Substituting (3.29) into (3.35) and equating the terms of

ðlog lÞnþ1 and ðlog lÞn in both sides, we obtain (3.31) and

hw0 ¼ B½‘h � w0� þ A0 ÿ
c

4p
T

� �

gð tðw0; r0ÞÞ ÿ
1

8p
Tðhf n þ gð tðw1; r1ÞÞÞ;

hr0 ¼ Pgð tðw0; r0ÞÞ in Wb;

ð3:38Þ

where

f n ¼ f n ¼ 1,

0 nZ 2.

�

If we continue w0 and r0 to the whole domain W by (3.38), we have (3.33). Employing

the same argument as (3.34), by Proposition 2.5 we have ðw0; r0Þ ¼ ð0; 0Þ. This

contradiction implies n ¼ 0. Thus we have (3.21) and complete the proof of Proposition

3.6. r
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By u0 (2-dimensional column vector) and q0 (scalar) we denote the solution of the

problem:

ÿDu0 þ ‘q0 ¼ f and ‘ � u0 ¼ 0 in W; u0 ¼ 0 on qW;

u0 ¼ Oð1Þ; q0 ¼ Oðjxjÿ1Þ as jxj ! y;

ð3:39Þ

where f A Lq;bðWÞ. By U1 ¼ ðu11 u21Þ (2� 2 matrix) and q1 (2-dimensional row vector)

we denote the solution of the problem:

ÿDU1 þ ‘q1 ¼ ð0 0Þ and ‘ � u i
1 ¼ 0 ði ¼ 1; 2Þ in W; U1 ¼ ð0 0Þ on qW;

U1 ÿ E0 ¼ Oð1Þ; q1 ¼ Oðjxjÿ1Þ as jxj ! y:

ð3:40Þ

The uniqueness of (3.39) follows from Proposition 2.5 and the existence will be proved

below. The unique solvability of (3.40) follows from that of (3.39) (see [17]). Since we

can show that the solution u0 of (3.39) converges to some constant vector later on, we

define the constant vector and matrix as follows:

b ¼ lim
jxj!y

u0 and L ¼ lim
jxj!y

ðU1 ÿ E0Þ:ð3:41Þ

Corollary 3.8.

Rlf ¼ u0 þU1 ÿ 1

4p
ðcþ log

ffiffiffi

l
p

ÞI2 ÿ L

� �ÿ1

bþOðlðlog lÞbÞ;ð3:42Þ

for f A Lq;bðWÞ and l A St; e, where u0, U1, b and L are defined in (3.39)–(3.41), b is an

integer and the order symbol O is used in the sense that









Rlf ÿ u0 ÿU1 ÿ 1

4p
ðcþ log

ffiffiffi

l
p

ÞI2 ÿ L

� �ÿ1

b









q;2;Wb

YCq;bjlðlog lÞbj kfkq:

Proof. Since n ¼ 0 in (3.29) by (3.21), employing the same argument as in the

proof of Proposition 3.6, we have

ÿDw0 þ ‘r0 ¼ f and ‘ � w0 ¼ 0 in W; w0 ¼ 0 on qW;

w0 ! ÿ 1

8p
Tgð tðw1; r1ÞÞ and r0 ¼ Oðjxjÿ1Þ as jxj ! y:

Thus putting ðu0; q0Þ ¼ ðw0; r0Þ, we have the existence of the solution of (3.39) and w0

tends to a constant as jxj ! y. Hence as noted previously, the solution of (3.40):

ðU1; q1Þ also exists and the limits of (3.41) are constant. If we recall that tðwðlÞ; rðlÞÞ
satisfies (3.36) and (3.37), then

wðlÞ ÿU1Tðhf þ gð tðwðlÞ; rðlÞÞÞÞ

! ÿ 1

4p
ðcþ log

ffiffiffi

l
p

ÞI2 ÿ L

� �

Tðhf þ gð tðwðlÞ; rðlÞÞÞÞ;

rðlÞ ÿ q1Tðhf þ gð tðwðlÞ; rðlÞÞÞÞ ¼ Oðjxjÿ1Þ as jxj ! y:
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From Proposition 2.5 it follows that

wðlÞ ÿU1Tðhf þ gð tðwðlÞ; rðlÞÞÞÞ ¼ u0 and rðlÞ ÿ q1Tðhf þ gð tðwðlÞ; rðlÞÞÞÞ ¼ q0:

Since ðÿ1=4pÞðcþ log
ffiffiffi

l
p

ÞI2 ÿ L is invertible as jlj ! 0,

Tðhf þ gð tðwðlÞ; rðlÞÞÞÞ ¼ ÿ 1

4p
ðcþ log

ffiffiffi

l
p

ÞI2 ÿ L

� �ÿ1

b:

Thus we have u ¼ wðlÞ þOðl ðlog lÞbÞ ¼ u0 þU1ððÿ1=4pÞðcþ log
ffiffiffi

l
p

ÞI2 ÿ LÞÿ1
b þ

Oðlðlog lÞbÞ, which implies (3.42). r

§4. Proof of Theorem 1.1.

In this section, we shall obtain the order of local energy decay of eÿtAf. To this

end, we use the result of Proposition 3.6. Let t > 3p=4 and e ¼ eðtÞ be fixed in

Proposition 3.1.

Proof of Theorem 1.1. Let the curve G HC consist of three curves GG

1 and G0,

where

GG

1 ¼ fl A C j arg l ¼ G3p=4; jljZ eg;
G0 ¼ Gþ

2 UG3 UGÿ
2 ;

GG

2 ¼ fl A C j arg l ¼ G3p=4; 2=tY jljY eg;
G3 ¼ fl A C j jlj ¼ 2=t; ÿ3p=4Y arg lY 3p=4g

and 0 < 2=t < e. Then, by (3.1), the semigroup eÿtA admits the representation

eÿtA ¼ 1

2pi

ð

G

eltðlþ AÞÿ1
dl; t > 0ð4:1Þ

(cf. [15]). By (3.3) we shall estimate

JG

1 ðtÞf ¼ 1

2pi

ð

GG

1

eltðlþ AÞÿ1
f dl; J0ðtÞf ¼

1

2pi

ð

G0

eltRlf dl:

Since by (3.1) and Proposition 2.8

kðlþ AÞÿ1
fkq;2 YCq; ekfkq as l A GG

1 ;

we have

kqm
t J

G

1 ðtÞfkq;2 YCq;m; ee
ÿðe=2

ffiffi

2
p

Þtkfkq:

In view of (3.21) we have

qm
t J0ðtÞf ¼

1

2pi

ð

G0

eltlmðV0f þ ðlog lÞÿ1
V1fÞ dlþ

1

2pi

ð

G0

eltlmMlf dl

¼ K 1
0 ðtÞf þ K 2

0 ðtÞf;
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where

kMlfkq;2;Wb
YCq;m;bjlog ljÿ2kfkq:

On the term K 1
0 ðtÞ f, in view of Cauchy’s integral theorem we can replace G0 by ~GG0 ¼

~GG
þ
1 U ~GG2 U ~GG

ÿ
1 :

~GG
G
1 ¼ fl ¼ ÿe=

ffiffiffi

2
p

G il j 0Y lY e=
ffiffiffi

2
p

g;
~GG2 ¼ a smooth loop joining the points l ¼ ðe=

ffiffiffi

2
p

Þe ip and l ¼ ðe=
ffiffiffi

2
p

Þeÿip

and going around the cut in S and connecting ~GG
þ
1 and ~GG

ÿ
1 :

Then we have









ð

~GG
þ
1
U ~GG

ÿ
1

eltlmðV0 f þ ðlog lÞÿ1
V1 fÞ dl









q;2;Wb

YCq;m;b; ee
ÿðe=

ffiffi

2
p

Þtk fkq:

Since
Ð

~GG2
eltlm dl ¼ 0, if we apply Lemma 7 of [p. 369, 35] to

Ð

~GG2
eltlmðlog lÞÿ1

dl, we

obtain

kK 1
0 ðtÞ fkq;2;Wb

YCq;m;b; et
ÿmÿ1ðlog tÞÿ2k fkq as t ! y:

On the term K 2
0 ðtÞ f, employing the same argument as in the proof of Lemma 8 of [p.

370, 35], we have

kK 2
0 ðtÞ fkq;2;Wb

YCq;m;bt
ÿmÿ1ðlog tÞÿ2k fkq; as t ! y;

which completes the proof of Theorem 1.1. r

Corollary 4.1. Let 1 < q < y, b > b0 and m be a positive integer. Assume that

f A DqðAmÞV Jq;bðWÞ. Then,

keÿtA
fkq;2m;Wb

YCq;m;bð1þ tðlog tÞ2Þÿ1k fkq;2m for tZ 0;ð4:2Þ

kqteÿtA
fkq;2ðmÿ1Þ;Wb

YCq;m;bð1þ t2ðlog tÞ2Þÿ1k fkq;2m for tZ 0:ð4:3Þ

Proof. When t is bounded, by Proposition 2.8

keÿtA
fkq;2m;Wb

YCkeÿtA
fkq;2m

YCðkAmeÿtA
fkq þ keÿtA

fkqÞ

YCðkAm
fkq þ k fkqÞYCkfkq;2m;

kqteÿtA
fkq;2ðmÿ1Þ YCkAeÿtA

fkq;2ðmÿ1Þ YCk fkq;2m:

When l A G
G
1 , by Proposition 2.8 and (3.1) we have

kðlþ AÞÿ1
fkq;2mþ2 YCq;m; e; tk fkq;2mð4:4Þ

for f A DqðAmÞ. Therefore, by (4.4) and (3.21), if we employ the same argument as in

the proof of Theorem 1.1, we can prove (4.2) and (4.3) for t ! y. r
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§5. Proof of Theorem 1.2

We start with Lq ÿ Lr estimate in the whole space case. Put

EðtÞa ¼
1

4pt

ð
R

2
eÿjxÿyj2=4taðyÞ dy:ð5:1Þ

When a A JqðR
2Þ, vðtÞ ¼ EðtÞa solves the nonstationary Stokes equation in R

2:

qtvðtÞ ÿ DvðtÞ ¼ 0 and ‘ � vðtÞ ¼ 0 in ð0;yÞ � R
2;

vð0Þ ¼ a in R
2:

ð5:2Þ

By Young’s inequality and Sobolev’s imbedding theorem we have the following

estimates.

Lemma 5.1. Let 1Y qY rYy. Then,

kq j
tq

a

xvðtÞkr;R2 YCq; r; j;at
ÿð1=qÿ1=rÞÿjÿjaj=2kakq;R2 tZ 1;ð5:3Þ

kq j
tq

a

xvðtÞkr;R2 YCq; r; j;að1þ tÞÿð1=qÿ1=rÞÿjÿjaj=2kakq; ½2ð1=qÿ1=rÞ�þ1þjajþ2j;R2 tZ 0;ð5:4Þ

where ½ � � is the Gauss symbol.

Now we shall prove Theorem 1.2. Set b ¼ eÿA f for f A JqðWÞ. Then, b A DqðA
NÞ

for any integer NZ 0, and in view of Proposition 2.8 for any integer NZ 0,

kbkq;2N YCq;Nk fkq:ð5:5Þ

Put uðtÞ ¼ eÿtAb ¼ eÿðtþ1ÞA f. Then uðtÞ is smooth in t and x and satisfies the following

equations with some pðtÞ:

qtuðtÞ ÿ DuðtÞ þ ‘pðtÞ ¼ 0 and ‘ � uðtÞ ¼ 0 in ð0;yÞ �W;

uðtÞ ¼ 0 on ð0;yÞ � qW; uð0Þ ¼ b in W:

Obviously, the asymptotic behavior of eÿtA f for large t > 0 follows from that of uðtÞ, so

that we shall start with the following step.

1st step. For any integer mZ 0, we have the relations:

kuðtÞkq;2m;Wb
þ kqtuðtÞkq;2m;Wb

YCq;m;bð1þ tÞÿ1=qk fkqð5:6Þ

for any tZ 0. In fact, let N be a larger integer Zð½2=q� þ 2mþ 6Þ=2. Since by

Proposition 2.8 b A DqðA
NÞH JqðWÞV _WW

1
q ðWÞVW

2N
q ðWÞ, by Propositions 2.2(2) and 2.3

there exists a c A W
2N
q ðR2Þ such that b ¼ c in W, ‘ � c ¼ 0 in R

2 and

kckq;2N;R2 YCq;Nkbkq;2N YCq;Nk fkqð5:7Þ

(cf. (5.5)). Put vðtÞ ¼ EðtÞc, where EðtÞ is the operator defined by (5.1). By Lemma

5.1 and (5.7)

kq j
tvðtÞky;2mþ1;R2 YCq;mð1þ tÞÿ1=qÿjk fkq; tZ 0; j ¼ 0; 1; 2;ð5:8Þ
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because 2NZ ½2=q� þ 2mþ 6. Let j be a function of CyðR2Þ such that jðxÞ ¼ 1 for

jxjY b and jðxÞ ¼ 0 for jxjZ bþ 1, where b is a fixed number Zb0. In view of

Proposition 2.4, putting

wðtÞ ¼ uðtÞ ÿ ð1ÿ jÞvðtÞ ÿ B½ð‘jÞ � vðtÞ�;

we see that ‘ � wðtÞ ¼ 0 in W and wðtÞ ¼ 0 on qW for any tZ 0, and moreover by

Proposition 2.4 and (5.8) we have

kq j
tB½ð‘jÞ � vðtÞ�kq;2mþ2;R2 YCq;m;bð1þ tÞÿ1=qÿjk fkq; tZ 0; j ¼ 0; 1; 2:ð5:9Þ

Since suppB½ð‘jÞ � vðtÞ�HDbþ1 and since 1ÿ jðxÞ ¼ 0 for jxjY b, w ¼ u in Wb, so that

if we prove that

kwðtÞkq;2m;Wb
þ kqtwðtÞkq;2m;Wb

YCq;m;bð1þ tÞÿ1=qk fkq tZ 0;ð5:10Þ

then we have (5.6). To get (5.10) we set

d ¼ jbÿ B½ð‘jÞ � b�;

gðtÞ ¼ ÿf2ð‘j � ‘ÞvðtÞ þ DjvðtÞg ÿ ðqt ÿ DÞB½ð‘jÞ � vðtÞ�;

and then

qtwðtÞ ÿ DwðtÞ þ ‘pðtÞ ¼ gðtÞ and D � wðtÞ ¼ 0 in ð0;yÞ �W;

wðtÞ ¼ 0 on qW; wð0Þ ¼ d in W:

To represent wðtÞ by Duhamel’s principle and to estimate the resulting formula by using

Corollary 4.1, we need the following facts:

d A DqðA
NÞV Jq;bþ1ðWÞ;ð5:11Þ

q j
tgðtÞ A DqðA

mÞV Jq;bþ1ðWÞ; tZ 0; j ¼ 0; 1;ð5:12Þ

kdkq;2N YCq;Nk fkq;ð5:13Þ

kq j
tgðtÞkq;2m YCq;m;bð1þ tÞÿ1=qÿjk fkq; tZ 0; j ¼ 0; 1:ð5:14Þ

Since b A DqðA
NÞ ðNZ 1Þ, b A W

2N
q ðWÞV ŴW

1
q ðWÞV JqðWÞ, and hence by Proposition 2.4

‘ � d ¼ 0 in W and d ¼ b in Wbÿ1, and by (5.5), (5.13) holds. Moreover, (5.11) follows

from the following lemma.

Lemma 5.2. Let 1 < q < y. Let U be a neighborhood of �OO ðO ¼ R
2nWÞ in R

2

and N an integer Z 1. If a A W
2N
q ðWÞ satisfies the condition ‘ � a ¼ 0 in W and a ¼ 0 in

WVU , then a A DqðA
NÞ. As a result, if a A W

2N
q ðWÞV JqðWÞ coincides with some

b A DqðA
NÞ in WVU , then a A DqðA

NÞ.

Postponing a proof of Lemma 5.2, we shall show (5.12) and (5.14). By (5.8) and

(5.9) we have (5.14) as well as q j
tgðtÞ A W

2m
q ðWÞ for any t > 0 and j ¼ 0; 1. Moreover,

we see easily that ‘ � q j
tgðtÞ ¼ 0 in W and supp q j

tgðtÞHDbþ1 for any t > 0 and j ¼ 0; 1.

Hence by Lemma 5.2 we have (5.12) too.
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Proof of Lemma 5.2. For f A LqðWÞ, Pf is defined by Pf ¼ f ÿ ‘q, where q is

a solution of the boundary value problem:

Dq ¼ ‘ � f in W and ðn � ‘Þq ¼ n � f on qW;ð5:15Þ

where n is a unit exterior normal of qW and the trace to qW is justified for functions

belonging to the space fu A LqðWÞ j‘ � u A LqðWÞg by the same argument of Proposition

1.2 of [28]. If a A W
2N
q ðWÞ satisfies the condition: ‘ � a ¼ 0 in W and a ¼ 0 in WVU ,

then ‘ � fðÿDÞMag ¼ 0 in W and n � fðÿDÞMag ¼ 0 on qW for any M ¼ 0; 1; . . . ;N ÿ 1,

and hence by (5.15) PðÿDÞMa ¼ ðÿDÞMa. Therefore, by induction on M we see that

A
Ma ¼ ðÿDÞMa for M ¼ 0; 1; . . . ;N ÿ 1; which implies immediately that A

Ma A DqðAÞ

for M ¼ 0; 1; . . . ;N ÿ 1, that is a A DqðA
NÞ. This completes the proof of the first part

of the lemma. Putting w ¼ aÿ b and applying the first part to w, we also have the

second part, which completes the proof of the lemma. r

In view of (5.11) and (5.12), by Duhamel’s principle wðtÞ is described as the form:

wðtÞ ¼ eÿtAdþ

ð t

0

eÿðtÿsÞAgðsÞ ds:

By Corollary 4.1, (5.13) and (5.14), we have

kwðtÞkq;2m;Wb
YCq;m;bð1þ tðlog tÞ2Þÿ1k fkq

þ Cq;m;b

ð t

0

ð1þ ðtÿ sÞðlogðtÿ sÞÞ2Þÿ1ð1þ sÞÿ1=q
dsk fkq:

We split the above integral into two parts:

ð t=2

0

ð1þ ðtÿ sÞðlogðtÿ sÞÞ2Þÿ1ð1þ sÞÿ1=q
ds

Y 1þ
t

2
log

t

2

� �� �2
 !ÿ1

ð t=2

0

ð1þ sÞÿ1=q
dsYCð1þ tÞÿ1=q

ð t

t=2

ð1þ ðtÿ sÞðlogðtÿ sÞÞ2Þÿ1ð1þ sÞÿ1=q
ds

Y 1þ
t

2

� �ÿ1=qð t

t=2

ð1þ ðtÿ sÞðlogðtÿ sÞÞ2Þÿ1
dsYCð1þ tÞÿ1=q;

thus we have

kwðtÞkq;2m;Wb
YCq;m;bð1þ tÞÿ1=qk fkq; tZ 0:

Since

qt

ð t

0

eÿðtÿsÞAgðsÞ ds ¼ eÿtAgð0Þ þ

ð t

0

eÿðtÿsÞA
qsgðsÞ ds;
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by Corollary 4.1, (5.13) and (5.14) we have also

kqtwðtÞkq;2m;Wb
YCq;m;bð1þ tÞÿ1=qk fkq; tZ 0;

which completes the proof of (5.10). Therefore we have (5.6).

In view of (5.6), to complete the estimate of kuðtÞkq;m for large t > 0, it remains to

estimate kuðtÞkq;m;fjxjZbg. To this end, we start with the following lemma.

Lemma 5.3. Let pðtÞ be a certain pressure associated with uðtÞ. Then,

kpðtÞkq;2m;Wb
YCq;m;bð1þ tÞÿ1=qk fkq:ð5:16Þ

Proof. From (5.6) it follows that

k‘pðtÞkq;2mÿ1;Wb
Y kqtuðtÞkq;2mÿ1;Wb

þ kDuðtÞkq;2mÿ1;Wb

YCq;m;bð1þ tÞÿ1=qk fkq; tZ 0:

We can also take pðt; xÞ ÿ jWbj
ÿ1 Ð

Wb
pðt; xÞ dx, jWbj being the volume of Wb as a pressure

instead of pðt; xÞ, so that by applying Proposition 2.2(1), we are led to (5.16). r

2nd step. Choose c A CyðR2Þ so that cðxÞ ¼ 1 for jxjY bÿ 1 and cðxÞ ¼ 0 for

jxjZ b. Put

zðtÞ ¼ ð1ÿ cÞuðtÞ þ B½ð‘cÞ � uðtÞ�;

e ¼ ð1ÿ cÞbþ B½ð‘cÞ � b�;

hðtÞ ¼ 2ð‘c � ‘ÞuðtÞ þ DcuðtÞ þ ðqt ÿ DÞB½ð‘cÞ � uðtÞ� ÿ ð‘cÞpðtÞ;

and then

qtzðtÞ ÿ DzðtÞ þ ‘ðð1ÿ cÞpðtÞÞ ¼ hðtÞ and ‘ � zðtÞ ¼ 0 in ð0;yÞ � R
2;

zð0Þ ¼ e in R
2:

Moreover, by (5.6), (5.7), (5.16) and Proposition 2.4

khðtÞkq;2mÿ1;R2 YCq;m;bð1þ tÞÿ1=qk fkq; mZ 1;ð5:17Þ

kekq;2m;R2 YCq;m;bk fkq; mZ 0:ð5:18Þ

Since ‘ � e ¼ 0, zðtÞ is given by the formula:

zðtÞ ¼ EðtÞeþ z1ðtÞ; z1ðtÞ ¼

ð t

0

Eðtÿ sÞP
R

2hðsÞ ds:ð5:19Þ

Note that zðtÞ ¼ uðtÞ when jxjZ b, so that we shall estimate zðtÞ. At first, we have by

(5.4) and (5.18)

kEðtÞekr;R2 YCq; rð1þ tÞÿð1=qÿ1=rÞk fkq:ð5:20Þ

Let us estimate z1ðtÞ. Since supp hðtÞHDb for all tZ 0, by (5.4), Hölder’s inequality
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and (5.17), we have

kz1ðtÞkr;R2 YCr

ð t

0

ð1þ tÿ sÞÿð1ÿ1=rÞkhðsÞk1; ½2ð1ÿ1=rÞ�þ1;R2 ds

YCr;q

ð t

0

ð1þ tÿ sÞÿð1ÿ1=rÞkhðsÞkq; ½2ð1ÿ1=rÞ�þ1;R2 ds

YCr;q

ð t

0

ð1þ tÿ sÞÿð1ÿ1=rÞð1þ sÞÿ1=q
ds k fkq:

We split the above integral into two parts:

ð t=2

0

ð1þ tÿ sÞÿ1þ1=rð1þ sÞÿ1=q
ds

Y 1þ
t

2

� �ÿ1þ1=rð t=2

0

ð1þ sÞÿ1=q
ds YCð1þ tÞÿð1=qÿ1=rÞ;

ð t

t=2

ð1þ tÿ sÞÿ1þ1=rð1þ sÞÿ1=q
ds

Y 1þ
t

2

� �ÿ1=qð t

t=2

ð1þ tÿ sÞÿ1þ1=r
ds YCð1þ tÞÿð1=qÿ1=rÞ:

Thus we have

kz1ðtÞkr YCq; rð1þ tÞÿð1=qÿ1=rÞk fkq; 1 < qY r < y; tZ 0:ð5:21Þ

Since zðtÞ ¼ uðtÞ for jxjZ b and eÿtA
f ¼ uðtÿ 1Þ for tZ 1, by (5.6), (5.19), (5.20) and

(5.21) we have (1.2) for tZ 1.

3rd step. Let us prove (1.2) for t < 1. Let N ¼ ½2ð1=qÿ 1=rÞ�. If N is even, then

by Proposition 2.8 we have

keÿtA
fkq;N YCq; rðkA

N=2eÿtA
fkq þ keÿtA

fkqÞYCq; rt
ÿN=2k fkq:

Similarly, keÿtA
fkq;Nþ2 YCq; rt

ÿðNþ2Þ=2k fkq. Therefore, we have by Sobolev’s im-

bedding theorem and an interpolation method

keÿtA
fkr YCq; rke

ÿtA
fkq;2ð1=qÿ1=rÞ YCq; rðt

ÿN=2ÿ1Þ1ÿyðtÿN=2Þyk fkqð5:22Þ

¼ Cq; rt
ÿð1=qÿ1=rÞk fkq;

where y ¼ fN þ 2ÿ 2ð1=qÿ 1=rÞg=2. If N is odd, replace N by N ÿ 1 and employ the

same argument as (5.22). Thus we have (1.2).

Next, we shall prove (1.3) and (1.4). Since we have (1.3) and (1.4) for small t with

the same method as (5.22), it is su‰cient to prove (1.3) and (1.4) for large t. Let us

estimate uðtÞ for jxjZ b. Let zðtÞ be the same function as in the proof of Theorem 1.2.

Then,

‘zðtÞ ¼ ‘EðtÞeþ ‘z1ðtÞ; ‘z1ðtÞ ¼

ð t

0

‘Eðtÿ sÞP
R

2hðsÞ ds:
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Then we claim

k‘zðtÞkr;R2 Y
Cq; rð1þ tÞÿð1=qÿ1=rÞÿ1=2k fkq if 1 < r < 2,

Cq; rð1þ tÞÿ1=qk fkq if 2 < r.

(

ð5:23Þ

In fact, by (5.4) and (5.18) we have

k‘EðtÞekr;R2 YCq; rð1þ tÞÿð1=qÿ1=rÞÿ1=2k fkq:

So we shall estimate ‘z1ðtÞ. By (5.4), Hölder’s inequality and (5.17), we have

k‘z1ðtÞkr;R2 YCq; r

ð t

0

ð1þ tÿ sÞÿð1ÿ1=rÞÿ1=2khðsÞk1; ½2ð1ÿ1=rÞ�þ2;R2 ds

YCq; r

ð t

0

ð1þ tÿ sÞÿð1ÿ1=rÞÿ1=2khðsÞkq; ½2ð1ÿ1=rÞ�þ2;R2 ds

YCq; r

ð t

0

ð1þ tÿ sÞÿð3=2ÿ1=rÞð1þ sÞÿ1=q
dsk fkq:

We split the above integral into two parts. The first part is

ð t=2

0

ð1þ tÿ sÞÿð3=2ÿ1=rÞð1þ sÞÿ1=q
dsY 1þ

t

2

� �ÿð3=2ÿ1=rÞð t=2

0

ð1þ sÞÿ1=q
ds

YCð1þ tÞÿð1=qÿ1=rÞÿ1=2:

On the other part, if 1 < r < 2, then we have

ð t

t=2

ð1þ tÿ sÞÿð3=2ÿ1=rÞð1þ sÞÿ1=q
dsY 1þ

t

2

� �ÿ1=qð t

t=2

ð1þ tÿ sÞÿð3=2ÿ1=rÞ
ds

YCð1þ tÞÿð1=qÿ1=rÞÿ1=2:

If 2 < r < y, since we have

ð t

t=2

ð1þ tÿ sÞÿð3=2ÿ1=rÞ
dsYC;

then
ð t

t=2

ð1þ tÿ sÞÿð3=2ÿ1=rÞð1þ sÞÿ1=q
dsYCð1þ tÞÿ1=q:

Summing up the above results, we obtain (5.23), which implies that

k‘uðtÞkr;fjxjZ bg Y
Cq; rð1þ tÞÿð1=qÿ1=rÞÿ1=2k fkq; if 1 < r < 2,

Cq; rð1þ tÞÿ1=qk fkq; if 2 < r < y,

(

ð5:24Þ

for tZ 1. By (5.24) and (5.6) we have (1.3) and (1.4) for r 6¼ 2.

In the case that r ¼ 2, we use weighted L2-method. By the energy method,

1

2
kuðtÞk22 þ

ð t

0

k‘uðsÞk22 ds ¼
1

2
k fk22 :ð5:25Þ
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On the other hand,

d

dt
ðtk‘uðtÞk22Þ ¼ k‘uðtÞk22 þ 2tð‘uðtÞ;‘qtuðtÞÞ

¼ k‘uðtÞk22 ÿ 2tðDuðtÞ; qtuðtÞÞ:

Applying the equation (NS) to the right-hand side, ws have

d

dt
ðtk‘uðtÞk22Þ ¼ k‘uðtÞk22 ÿ 2tð‘pðtÞ; qtuðtÞÞ ÿ 2tkqtuðtÞk

2
2ð5:26Þ

Y k‘uðtÞk22 þ 2tðpðtÞ;‘ � qtuðtÞÞ ¼ k‘uðtÞk22 :

(5.25) and (5.26) imply that

k‘uðtÞk2 YCtÿ1=2k fk2 for t > 0:

For 1 < q < r ¼ 2, by (1.2) and the above we have

k‘uðtÞk2 ¼ k‘eÿðt=2ÞAðeÿðt=2ÞA
fÞk2

YCtÿ1=2keÿðt=2ÞA
fk2

YCtÿð1=qÿ1=2Þÿ1=2k fkq for t > 0;

which completes the proof.
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