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#### Abstract

This paper is devoted to the computation of the index of a critical point for nonlinear operators with strong coefficient growth. These operators are associated with boundary value problems of the type $$
\begin{gathered} \sum_{|\alpha|=1} \mathscr{D}^{\alpha}\left\{\rho^{2}(u) \mathscr{D}^{\alpha} u+a_{\alpha}\left(x, \mathscr{D}^{1} u\right)\right\}=\lambda a_{0}\left(x, u, \mathscr{D}^{1} u\right), \quad x \in \Omega, \\ u(x)=0, \quad x \in \partial \Omega, \end{gathered}
$$ where $\Omega \subset \boldsymbol{R}^{n}$ is open, bounded and such that $\partial \Omega \in \boldsymbol{C}^{2}$, while $\rho: \boldsymbol{R} \rightarrow \boldsymbol{R}_{+}$can have exponential growth. An index formula is given for such densely defined operators acting from the Sobolev space $W_{0}^{1, m}(\Omega)$ into its dual space. We consider different sets of assumptions for $m>2$ (the case of a real Banach space) and $m=2$ (the case of a real Hilbert space). The computation of the index is important for various problems concerning nonlinear equations: solvability, estimates for the number of solutions, branching of solutions, etc. The results of this paper are based upon recent results of the authors involving the computation of the index of a critical point for densely defined abstract operators of type $\left(S_{+}\right)$. The latter are based in turn upon a new degree theory for densely defined $\left(S_{+}\right)$-mappings, which has also been developed by the authors in a recent paper. Applications of the index formula to the relevant bifurcation problems are also included.


## 1. Introduction and preliminaries.

This paper is devoted to the computation of the index of a critical point for nonlinear elliptic operators with strong coefficient growth. It is well known [3], [10], [11] that the formula for the index plays a key role in problems of solvability, estimates for the number of solutions and branching of solutions of nonlinear equations. An application of this formula to the relevant bifurcation problem is also given herein. The simplest example of the type of equations included in the applications of this work is the following:

$$
\begin{equation*}
\sum_{i=1}^{n} \frac{\partial}{\partial x_{i}}\left\{\left[e^{u}+a(x)\right] \frac{\partial u}{\partial x_{i}}\right\}-\lambda q(x) u=0 \tag{1.1}
\end{equation*}
$$

where $a(x)$ is a positive, bounded and measurable function and $q \in L_{n / 2}(\Omega)$, for some $n>2$.

[^0]In what follows, $X$ is a real separable reflexive Banach space with dual space $X^{*}$. The norm of the space $X\left(X^{*}\right)$ will be denoted by $\|\cdot\|\left(\|\cdot\|_{*}\right)$. We let $\boldsymbol{R}^{n}$ denote the Euclidean space of dimension $n$ and set $\boldsymbol{R}=\boldsymbol{R}^{1}$. For $x_{0} \in X$ and $r>0$, we let $B_{r}\left(x_{0}\right)$ denote the open ball $\left\{x \in X:\left\|x-x_{0}\right\|<r\right\}$ of $X$. We use the same symbol for the open ball, with center at $x_{0}$ and radius $r$, of any other real Banach space. Unless otherwise stated, $N$ is the set of natural numbers. An operator $A: X \supset D(A) \rightarrow X^{*}$ is "bounded" if it maps bounded subsets of its domain onto bounded sets in $X^{*}$. It is "compact" if it is strongly continuous and maps bounded subsets of $D(A)$ onto relatively compact sets in $X^{*}$. In what follows, the single term "continuous" means "strongly continuous". We denote by " $\rightarrow$ " ("一") strong (weak) convergence. For $u \in X, h \in$ $X^{*}$, we denote by $\langle h, u\rangle$ the value of the functional $h$ at the element $u$.

Let $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ be a multi-index with nonnegative integer components. We let $|\alpha|=\alpha_{1}+\cdots+\alpha_{n}$ and set $\eta^{\alpha}=\eta_{1}^{\alpha_{1}} \cdots \eta_{n}^{\alpha_{n}}$ for a multi-index $\eta=\left(\eta_{1}, \ldots, \eta_{n}\right) \in \boldsymbol{R}^{n}$. Analogously, we define

$$
\mathscr{D}^{\alpha}=\frac{\partial^{|\alpha|}}{\partial x_{1}^{\alpha_{1}} \cdots \partial x_{n}^{\alpha_{n}}}, \quad \mathscr{D}^{k} u=\left\{\mathscr{D}^{\alpha} u:|\alpha|=k\right\},
$$

where $k$ is a nonnegative integer.
In Sections $1-5, \Omega$ denotes a bounded open subset of $\boldsymbol{R}^{n}$ with boundary $\partial \Omega \in C^{2}$. We consider the boundary value problem

$$
\begin{gather*}
\sum_{|\alpha|=1} \mathscr{D}^{\alpha}\left\{\rho^{2}(u) \mathscr{D}^{\alpha} u+a_{\alpha}\left(x, \mathscr{D}^{1} u\right)\right\}=\lambda a_{0}\left(x, u, \mathscr{D}^{1} u\right), \quad x \in \Omega,  \tag{1.2}\\
u(x)=0, \quad x \in \partial \Omega . \tag{1.3}
\end{gather*}
$$

From [5] we see that this problem can be reduced to an operator equation with a densely defined operator of type $\left(S_{+}\right)$if the following conditions are satisfied.
i) the real-valued functions $a_{\alpha}\left(x, \xi^{\prime}\right)(|\alpha|=1), a_{0}(x, \xi), \rho(u)$ are defined for $x \in \bar{\Omega}$, $\xi^{\prime}=\left\{\xi_{\gamma}:|\gamma|=1\right\} \in \boldsymbol{R}^{n}, \xi=\left\{\xi_{\gamma}:|\gamma| \leq 1\right\} \in \boldsymbol{R}^{n+1}$. They are continuous with respect to $\xi, \xi^{\prime}$ and $u$, respectively, while the functions $a_{\alpha}\left(x, \xi^{\prime}\right), a_{0}(x, \xi)$ are measurable with respect to $x$;
ii) there exist positive numbers $v_{1}, \nu_{2}, \mu$ such that, for $x \in \bar{\Omega}, \xi^{\prime}, \eta^{\prime} \in \boldsymbol{R}^{n}, \xi \in \boldsymbol{R}^{n+1}$ and $u \in \boldsymbol{R}$, the following inequalities

$$
\begin{gather*}
\sum_{|\alpha|=1}\left[a_{\alpha}\left(x, \xi^{\prime}\right)-a_{\alpha}\left(x, \eta^{\prime}\right)\right]\left(\xi_{\alpha}-\eta_{\alpha}\right) \geq v_{1}\left|\xi^{\prime}-\eta^{\prime}\right|^{m}  \tag{1.4}\\
\sum_{|\alpha|=1}\left|a_{\alpha}\left(x, \xi^{\prime}\right)\right|+\left|a_{0}(x, \xi)\right| \leq v_{2}\left(f(x)+\left|\xi_{0}\right|^{m_{1}}+\left|\xi^{\prime}\right|\right)^{m-1}  \tag{1.5}\\
0 \leq \rho(u) \leq \mu\left\{\left|\int_{0}^{u} \rho(s) d s\right|+1\right\} \tag{1.6}
\end{gather*}
$$

hold, where $2 \leq m<n, 0 \leq m_{1}<n /(n-m), f \in L_{m}(\Omega)$.
Definition 1.1. We say that the pair $\left\{\lambda_{0}, u_{0}\right\} \in \boldsymbol{R} \times W_{0}^{1, m}$ is a "solution" of the problem ((1.2), (1.3)) if

$$
\begin{equation*}
\rho^{2}\left(u_{0}\right) \mathscr{D}^{\alpha} u_{0} \in L_{m^{\prime}}(\Omega), \quad \text { for }|\alpha|=1, \quad m^{\prime}=\frac{m}{m-1} \tag{1.7}
\end{equation*}
$$

and, for every function $\phi \in W_{0}^{1, m}(\Omega)$, the integral identity

$$
\begin{equation*}
\sum_{|\alpha|=1} \int_{\Omega}\left\{\rho^{2}\left(u_{0}\right) \mathscr{D}^{\alpha} u_{0}+a_{\alpha}\left(x, \mathscr{D}^{1} u_{0}\right)\right\} \mathscr{D}^{\alpha} \phi d x+\lambda_{0} \int_{\Omega} a_{0}\left(x, u_{0}, \mathscr{D}^{1} u_{0}\right) \phi d x=0 \tag{1.8}
\end{equation*}
$$

holds.
Under the further assumptions

$$
\begin{equation*}
a_{\alpha}(x, 0)=0, \quad \text { for } \quad|\alpha|=1, a_{0}(x, 0,0)=0, \quad \text { for } x \in \Omega, \tag{1.9}
\end{equation*}
$$

we study the bifurcation points for the problem ((1.2), (1.3)).
Definition 1.2. We say that a real number $\lambda_{0}$ is a bifurcation point for the problem ((1.2), (1.3)) if there exists a sequence $\left\{\lambda_{j}, u_{j}\right\}$ of solutions of the problem ((1.2), (1.3)) such that

$$
\lambda_{j} \rightarrow \lambda_{0}, \quad u_{j} \rightarrow 0 \in W_{0}^{1, m}(\Omega) \quad \text { and } \quad u_{j} \neq 0
$$

We study the bifurcation problem by using our recent development of a new degree theory for densely defined operators of type $\left(S_{+}\right)$[5] and an index theory for such operators in [6].

We recall some definitions connected with densely defined $\left(S_{+}\right)$-operators. Consider an operator $A: X \supset D(A) \rightarrow X^{*}$ with $D(A)$ dense in some open set $D_{0} \subset X$. We assume that there exists a subspace $L$ of $X$ such that

$$
\begin{equation*}
D_{0} \cap L \subset D(A), \quad \bar{L}=X . \tag{1.10}
\end{equation*}
$$

Definition 1.3. We say that the operator $A$ satisfies Condition $\left(S_{+}\right)_{0, L}$ if for every sequence $\left\{u_{j}\right\} \subset D(A)$ such that

$$
\begin{equation*}
u_{j} \rightharpoonup u_{0}, \quad \limsup _{j \rightarrow \infty}\left\langle A u_{j}, u_{j}\right\rangle \leq 0, \quad \lim _{j \rightarrow \infty}\left\langle A u_{j}, v\right\rangle=0 \tag{1.11}
\end{equation*}
$$

for some $u_{0} \in X$ and every $v \in L$, we have

$$
\begin{equation*}
u_{j} \rightarrow u_{0}, \quad u_{0} \in D(A), \quad A u_{0}=0 \tag{1.12}
\end{equation*}
$$

We say that the operator $A$ satisfies Condition $\left(S_{+}\right)_{L}$ if the operator $A_{h}: D(A) \rightarrow X^{*}$, $A_{h} u=A u-h$, satisfies Condition $\left(S_{+}\right)_{0, L}$ for every $h \in X^{*}$. We say that the operator $A$ satisfies Condition $\left(S_{+}\right)$if it satisfies Condition $\left(S_{+}\right)_{L}$ with $L=X$.

In [5] we introduced the degree $\operatorname{Deg}(A, D, 0)$ of the operator $A$ with respect to an arbitrary open bounded subset $D$ of $X$ provided that

$$
\begin{equation*}
A u \neq 0, \quad \text { for } u \in D(A) \cap \partial D, \quad \bar{D} \subset D_{0}, \tag{1.13}
\end{equation*}
$$

and the operator $A$ satisfies the following conditions:
$A_{1}$ ) there exists a subspace $L$ of $X$ satisfying (1.10) and such that the operator $A$ satisfies Condition $\left(S_{+}\right)_{L}$;
$A_{2}$ ) for every $v \in L$ and every finite-dimensional subspace $F$ of $L$ the mapping $a(F, v): F \rightarrow \boldsymbol{R}$, defined by $a(F, v)(u)=\langle A u, v\rangle$, is continuous.

We define a nonlinear operator $A: W_{0}^{1, m}(\Omega) \supset D(A) \rightarrow\left[W_{0}^{1, m}(\Omega)\right]^{*}$, associated with the problem ((1.2), (1.3)), by

$$
\begin{equation*}
\langle A u, \phi\rangle=\sum_{|\alpha|=1} \int_{\Omega}\left\{\rho^{2}(u) \mathscr{D}^{\alpha} u+a_{\alpha}\left(x, \mathscr{D}^{1} u\right)\right\} \mathscr{D}^{\alpha} \phi(x) d x, \tag{1.14}
\end{equation*}
$$

for $u \in \mathscr{D}(A), \phi \in W_{0}^{1, m}(\Omega)$, where

$$
\begin{equation*}
D(A)=\left\{u \in W_{0}^{1, m}(\Omega): \rho^{2}(u) \mathscr{D}^{\alpha} u \in L_{m^{\prime}}(\Omega), \text { for }|\alpha|=1, m^{\prime}=\frac{m}{m-1}\right\} . \tag{1.15}
\end{equation*}
$$

From Theorem 5.1 in [5] we obtain the following result.
Theorem 1.1. Assume that Conditions i), ii) are satisfied. Then the operator $A$, defined by (1.14), satisfies Condition $\left(S_{+}\right)_{L}$ with respect to the space $L=C_{0}^{\infty}(\Omega)$.

We introduce a nonlinear operator $C: W_{0}^{1, m}(\Omega) \rightarrow\left[W_{0}^{1, m}(\Omega)\right]^{*}$ by the equality

$$
\begin{equation*}
\langle C u, \phi\rangle=\int_{\Omega} a_{0}\left(x, u, \mathscr{D}^{1} u\right) \phi(x) d x . \tag{1.16}
\end{equation*}
$$

Using Conditions i), ii) and the compactness of the embedding $W_{0}^{1, m}(\Omega) \subset L_{m}(\Omega)$, we obtain that the operator $C$ is compact. Then Theorem 1.1 implies that the operator $A+\lambda C$ satisfies Condition $\left(S_{+}\right)_{L}$ for every $\lambda$. Therefore, for every open and bounded set $D \subset W_{0}^{1, m}(\Omega)$, we can define $\operatorname{Deg}(A+\lambda C, D, 0)$ if

$$
A u+\lambda C u \neq 0, \quad \text { for } u \in D(A) \cap \partial D,
$$

where Deg is the degree function introduced in [5].
Using the degree of the operator $A+\lambda C$ we can define and evaluate the index of a critical point of it. This index computation allows us to study the bifurcation problem by using a topological approach.

In Section 2 we recall the conditions of the result in [6] concerning the computation of the index of a critical point for abstract operators. In that section we also formulate a result about the index of a critical point for the operator $A$ which is associated with the nonlinear elliptic boundary value problem. In Sections 2, 4 and 5 we consider the case of the Banach space $W_{0}^{1, m}(\Omega), m>2$.

The index theorem for nonlinear elliptic operators is proved in Section 4. This proof is essentially based upon the regularity of solutions of linear and nonlinear elliptic equations. Some auxiliary results connected with the regularity of solutions are given in Section 3.

In Section 5 we establish necessary conditions for the existence of a bifurcation point for the problem ((1.2), (1.3)) (Theorem 5.2). We also establish sufficient conditions in terms of the degree function (Theorem 5.1) and the characteristic values of some linear operator connected with a special linearization of the unbounded operator $A$ (Theorem 5.3). We show that every characteristic value of odd multiplicity is a point of bifurcation.

In the case of the Hilbert space $W_{0}^{1,2}(\Omega)$ we establish in Sections 6, 7 analogous results with weaker assumptions about the smoothness of the coefficients of the equation (1.2) than those of Section 5. In the particular case of the problem ((1.1), (1.3)) the associated linear equation is

$$
\begin{equation*}
\sum_{|x|=1} \mathscr{D}^{\alpha}\left\{[1+a(x)] \mathscr{D}^{\alpha} u\right\}-\lambda q(x) u=0, \quad x \in \Omega . \tag{1.17}
\end{equation*}
$$

Denote by $\lambda_{i}, i=1,2, \ldots$, the eigenvalues of the problem ((1.17), (1.3)) and let $v\left(\lambda_{i}\right)$ be the multiplicity of the eigenvalue $\lambda_{i}$. If $\lambda_{0}$ is not an eigenvalue of the problem ((1.17), (1.3)) then the index $\operatorname{Ind}\left(A+\lambda_{0} C, 0\right)$ of the operator $A+\lambda_{0} C$ with respect to zero is defined by

$$
\begin{equation*}
\operatorname{Ind}\left(A+\lambda_{0} C, 0\right)=\prod_{\lambda_{i}<\lambda_{0}}(-1)^{v\left(\lambda_{i}\right)} \tag{1.18}
\end{equation*}
$$

where the product on the right-hand side of (1.18) is taken over all $\lambda_{i}$ satisfying the inequality $\lambda_{i}<\lambda_{0}$. The operators $A, C$ in (1.18) are defined for the equation (1.1) as in the case of the equalities (1.14), (1.16).

Formula (1.18) implies that $\lambda_{i}$ is a bifurcation point of the problem ((1.1), (1.3)) if $v\left(\lambda_{i}\right)$ is an odd number.

Bifurcation problems have been studied with different assumptions than ours by many authors. The reader is referred, for example, to [2], [3], [4], [6], [10], [11], [12], where conditions for the existence of bifurcation points have been established via linearization or asymptotic behavior of nonlinear boundary value problems. All these results involve nonlinear operators which are defined everywhere on some neighborhood of the critical point. Such assumptions generate corresponding growth conditions for the coefficients of the relevant differential equations. We are not aware of studies of bifurcation problems with strong coefficient growth.

## 2. Index of a critical point for $m>2$.

We first recall some definitions involving the index of a critical point of densely defined operators. We also state the theorem for the computation of the index from 6].

Let $A: X \supset D(A) \rightarrow X^{*}$ satisfy Conditions $\left.A_{1}\right), A_{2}$ ) of Section 1.
Definition 2.1. A point $u_{0} \in D(A) \cap D_{0}$ is called a "critical point" of the operator $A$ if $A u_{0}=0$. A critical point $u_{0}$ is called "isolated" if there exists a ball $B_{r}\left(u_{0}\right) \subset X$ which does not contain any other critical point of $A$.

Definition 2.2. The number $\operatorname{Ind}\left(A, u_{0}\right)$, defined by

$$
\begin{equation*}
\operatorname{Ind}\left(A, u_{0}\right)=\lim _{\rho \rightarrow \infty} \operatorname{Deg}\left(A, B_{\rho}\left(u_{0}\right), 0\right) \tag{2.1}
\end{equation*}
$$

is called the "index" of the isolated critical point $u_{0}$ of the operator $A$.
We formulate below a particular case of the general theorem from [6] which corresponds to the case of a bounded operator of linearization. We may assume that $u_{0}=0$.

We first introduce some classes of operators. We consider a linear operator $A^{\prime}$ : $X \rightarrow X$ satisfying the following condition:
$A^{\prime}$ ) the equation $A^{\prime} u=0$ has only the zero solution. There exists a compact linear operator $\Gamma: X \rightarrow X^{*}$ such that

$$
\begin{equation*}
\left\langle\left(A^{\prime}+\Gamma\right) u, u\right\rangle>0, \quad \text { for } u \in X, u \neq 0 \tag{2.2}
\end{equation*}
$$

and the operator $T=\left(A^{\prime}+\Gamma\right)^{-1} \Gamma: X \rightarrow X$ is well defined and compact.
We consider an operator $A_{0}: D_{0} \rightarrow X^{*}$ which satisfies the following condition:
$\left.A_{0}\right) A_{0}$ is nonlinear, bounded, satisfies Conditions $\left.A_{1}\right), A_{2}$ ) and is such that

$$
\begin{equation*}
\frac{A_{0} u}{\|u\|} \rightarrow 0, \quad \text { as } u \rightarrow 0, \quad A_{0}(0)=0 \tag{2.3}
\end{equation*}
$$

We assume that there exist a linear operator $A^{\prime}: X \rightarrow X^{*}$ satisfying Condition $A^{\prime}$ ) and a nonlinear operator $A_{0}: D_{0} \rightarrow X^{*}$ satisfying Condition $A_{0}$ ) and such that the following condition holds:
$\omega)$ there exists a positive number $\varepsilon$ such that

$$
\begin{equation*}
\frac{A u-A^{\prime} u}{\|u\|}-0 \quad \text { as } u \rightarrow 0, \quad u \in Z_{\varepsilon}^{\prime} \tag{2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
Z_{\varepsilon}^{\prime}=\bigcup_{t \in[0,1]}\left\{u \in D(A): t A u+(1-t)\left(A_{0} u+A^{\prime} u\right)=0,0<\|u\| \leq \varepsilon\right\} \tag{2.5}
\end{equation*}
$$

We note that for the case of a bounded operator $A$, which is Fréchet differentiable at 0 , Condition $\omega$ ) is satisfied with $A^{\prime}=A^{\prime}(0)$, where $A^{\prime}(0)$ is the Fréchet derivative of $A$ at 0 . In the general case of an unbounded, or non-differentiable, operator $A$ Condition $\omega$ ) introduces a new and workable linear approximation to the operator $A$.

We denote by $F$ the direct sum of all invariant subspaces of the operator $T$, from Condition $A^{\prime}$ ), corresponding to the characteristic values of it lying in the interval $(0,1)$. Let $R$ be the closure of the direct sum of all those invariant subspaces of the operator $T$ which are not included in $F$. Then $F$ and $R$ are invariant subspaces of the operator $T, F$ is finite-dimensional and the splitting

$$
\begin{equation*}
X=F+R \tag{2.6}
\end{equation*}
$$

holds true. We introduce a projection $\Pi: X \rightarrow F$ as follows:

$$
\begin{equation*}
\Pi(f+r)=f, \quad \text { for } f \in F, r \in R \tag{2.7}
\end{equation*}
$$

Theorem $2.1[6]$. Let $A: X \supset D(A) \rightarrow X^{*}$ satisfy Conditions $\left.A_{1}\right), A_{2}$ ) and be such that $0 \in D(A) \cap D_{0}, \quad A(0)=0$ and

$$
\begin{equation*}
\langle A u, u-v\rangle \geq-c(v) \tag{2.8}
\end{equation*}
$$

for every $u, v \in L$ with $\|u\| \leq r_{0}$, where $r_{0}, c(v)$ are positive numbers with $c(v)$ depending only on $v$. Assume that there exist operators $A_{0}: D_{0} \rightarrow X^{*}, A^{\prime}: X \rightarrow X^{*}$ satisfying $\left.\left.A_{0}\right), A^{\prime}\right), \omega$, and such that the following conditions hold:

1) the operator $\Pi\left(A^{\prime}+\Gamma\right)^{-1}:\left(A^{\prime}+\Gamma\right) X \rightarrow X$ is bounded, where the operators $\Pi, \Gamma$ are defined by (2.7) and Condition $\left.A^{\prime}\right)$, respectively;
2) the weak closure of the set

$$
\begin{equation*}
\sigma_{\varepsilon}=\left\{v=\frac{u}{\|u\|}: u \in Z_{\varepsilon}^{\prime} \cup Z_{\varepsilon}^{\prime \prime}\right\} \tag{2.9}
\end{equation*}
$$

does not contain zero for a sufficiently small positive $\varepsilon$, where $Z_{\varepsilon}^{\prime}$ is defined by (2.5) and

$$
\begin{equation*}
Z_{\varepsilon}^{\prime \prime}=\bigcup_{t \in[0,1]}\left\{u \in X: t A_{0} u+A^{\prime} u=0,0<\|u\| \leq \varepsilon\right\} . \tag{2.10}
\end{equation*}
$$

Then zero is an isolated critical point of the operator $A$ and its index is equal to $(-1)^{v}$, where $v$ is the sum of the multiplicities of the characteristic values of the operator $T$ lying in the interval $(0,1)$.

We are now going to formulate our result about the index of the critical point of the operator $A: W_{0}^{1, m}(\Omega) \supset D(A) \rightarrow\left[W_{0}^{1, m}(\Omega)\right]^{*}$ defined by

$$
\begin{equation*}
\langle A u, \phi\rangle=\int_{\Omega}\left\{\rho^{2}(u) \sum_{|\alpha|=1} \mathscr{D}^{\alpha} u \cdot \mathscr{D}^{\alpha} \phi+\sum_{|\alpha| \leq 1} a_{\alpha}\left(x, u, \mathscr{D}^{1} u\right) \mathscr{D}^{\alpha} \phi\right\} d x, \tag{2.11}
\end{equation*}
$$

where $D(A)$ is defined by (1.15).
We assume that the following conditions are satisfied:
$\rho) \rho: \boldsymbol{R} \rightarrow \boldsymbol{R}$ is continuously differentiable on $\boldsymbol{R}$ and satisfies (1.6);
$\left.a_{1}\right)$ the real valued functions $a_{\alpha}(x, \xi),|\alpha| \leq 1$, are defined for $x \in \bar{\Omega}, \xi \in \boldsymbol{R}^{n+1}$ and are continuously differentiable with respect to $\xi$; moreover, $a_{\alpha}(x, 0)=0$ for $x \in \bar{\Omega}$, $|\alpha| \leq 1 ;$
$a_{2}$ ) there exist positive constants $v_{1}, v_{2}$ such that for all $x \in \bar{\Omega}, \xi \in \boldsymbol{R}^{n+1}, \eta^{\prime} \in \boldsymbol{R}^{n}$ the inequalities

$$
\begin{equation*}
\sum_{|\alpha|=|\beta|=1} a_{\alpha \beta}(x, \xi) \eta_{\alpha} \eta_{\beta} \geq v_{1}(1+|\xi|)^{m-2}\left|\eta^{\prime}\right|^{2}, \tag{2.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{|\alpha|,|\beta| \leq 1}\left|a_{\alpha \beta}(x, \xi)\right|(1+|\xi|)^{|\alpha|+|\beta|}+\sum_{|\alpha| \leq 1} \sum_{i=1}^{n}\left|a_{\alpha i}(x, \xi)\right|(1+|\xi|)^{|\alpha|} \leq v_{2}(1+|\xi|)^{m} \tag{2.13}
\end{equation*}
$$

hold with some integer $m$ from the interval $(2, n)$. In (2.12), (2.13)

$$
\begin{equation*}
a_{\alpha \beta}(x, \xi)=\frac{\partial}{\partial \xi_{\beta}} a_{\alpha}(x, \xi), \quad a_{\alpha i}=\frac{\partial}{\partial x_{i}} a_{\alpha}(x, \xi), \quad|\alpha|,|\beta| \leq 1, \quad i=1, \ldots, n . \tag{2.14}
\end{equation*}
$$

We introduce a linear operator $A^{\prime}: W_{0}^{1, m}(\Omega) \rightarrow\left[W_{0}^{1, m}(\Omega)\right]^{*}$ by

$$
\begin{equation*}
\left\langle A^{\prime} u, \phi\right\rangle=\sum_{|\alpha|,|\beta| \leq 1} \int_{\Omega}\left[\rho^{2}(0) \delta_{\alpha \beta}+a_{\alpha \beta}^{(0)}(x)\right] \mathscr{D}^{\beta} u \mathscr{D}^{\alpha} \phi d x \tag{2.15}
\end{equation*}
$$

where $a_{\alpha \beta}^{(0)}(x)=a_{\alpha \beta}(x, 0), \delta_{\alpha \beta}=1$ for $|\alpha|=|\beta|=1$ and $\alpha=\beta$, and $\delta_{\alpha \beta}=0$ for the rest of the values of $\alpha, \beta$.

Using Condition $a_{2}$ ) we have the following estimate for $u \in W_{0}^{1, m}(\Omega)$ :

$$
\begin{equation*}
\left\langle A^{\prime} u, u\right\rangle \geq \int_{\Omega}\left[c_{1}\left|\mathscr{D}^{1} u\right|^{2}-c_{2}|u|^{2}\right] d x \tag{2.16}
\end{equation*}
$$

where the positive constants $c_{1}, c_{2}$ depend only on $v_{1}, v_{2}$ and $\mu$.
We define an operator $\Gamma: W_{0}^{1, m}(\Omega) \rightarrow\left[W_{0}^{1, m}(\Omega)\right]^{*}$ by

$$
\begin{equation*}
\langle\Gamma u, \phi\rangle=\gamma \int_{\Omega} u(x) \phi(x) d x, \quad \gamma=c_{1}+c_{2}, \tag{2.17}
\end{equation*}
$$

where $c_{1}, c_{2}$ are the constants from (2.16). From (2.16) and (2.17) we have

$$
\begin{equation*}
\left\langle\left(A^{\prime}+\Gamma\right) u, u\right\rangle \geq c_{1} \int_{\Omega}\left[\left|\mathscr{D}^{1} u\right|^{2}+|u|^{2}\right] d x, \quad u \in W_{0}^{1, m}(\Omega) . \tag{2.18}
\end{equation*}
$$

Using regularity results for linear elliptic equations (see Theorem 3.2 in Section 3) we will establish that the operator

$$
\begin{equation*}
T=\left(A^{\prime}+\Gamma\right)^{-1} \Gamma: W_{0}^{1, m}(\Omega) \rightarrow W_{0}^{1, m}(\Omega) \tag{2.19}
\end{equation*}
$$

is well defined and compact.
We will formulate the index theorem in terms of the characteristic values of the equation

$$
\begin{equation*}
\sum_{|\alpha|,|\beta| \leq 1}(-1)^{|\alpha|} \mathscr{D}^{\alpha}\left\{\left[\rho^{2} \delta_{\alpha \beta}+a_{\alpha \beta}^{(0)}(x)\right] \mathscr{D}^{\beta} u\right\}+\lambda \gamma u=0 . \tag{2.20}
\end{equation*}
$$

We say that the pair $\left\{\lambda_{0}, u_{0}\right\} \in \boldsymbol{R} \times W_{0}^{1, m}(\Omega)$ is a "solution" of the problem ((2.20), (1.3)) if $A^{\prime} u_{0}+\lambda_{0} \Gamma u_{0}=0$.

Definition 2.3. A number $\lambda_{0} \in \boldsymbol{R}$ is a "characteristic value" of the problem ((2.20), (1.3)) if there exists a solution $\left\{\lambda_{0}, u_{0}\right\}$ of this problem with $u_{0} \neq 0$.

It is clear that $\lambda_{0}$ is a characteristic value of the problem ((2.20), (1.3)) if and only if $1-\lambda_{0}$ is a characteristic value of the operator $T$.

Definition 2.4. The "multiplicity" of the characteristic value $\lambda_{0}$ of the problem $((2.20),(1.3))$ is the multiplicity of the characteristic value $1-\lambda_{0}$ of the operator $T$ defined by (2.19).

Remark 2.1. If the equality

$$
\begin{equation*}
\left\langle A^{\prime} u, \phi\right\rangle=\left\langle A^{\prime} \phi, u\right\rangle \tag{2.21}
\end{equation*}
$$

is satisfied for every $u, \phi \in W_{0}^{1, m}(\Omega)$, then the multiplicity of the characteristic value $\lambda_{0}$ of the problem $((2.20),(1.3))$ coincides with the dimension of the space of solutions of the problem $((2.20),(1.3))$ for $\lambda=\lambda_{0}$.

Theorem 2.2. Assume that Conditions $\rho$ ), $\left.a_{1}\right), a_{2}$ ) are satisfied, $a_{\alpha \beta}^{(0)} \in C^{1}(\bar{\Omega})$, for $|\alpha|=|\beta|=1$, and the equation

$$
\begin{equation*}
\sum_{|\alpha|,|\beta| \leq 1}(-1)^{|\alpha|} \mathscr{D}^{\alpha}\left\{\left[\rho^{2}(0) \delta_{\alpha \beta}+a_{\alpha \beta}^{(0)}(x)\right] \mathscr{D}^{\beta} u\right\}=0 \tag{2.22}
\end{equation*}
$$

has only the zero solution in $W_{0}^{1, m}(\Omega)$. Then the index of the operator $A$ defined by (2.11) is computed by the formula

$$
\begin{equation*}
\operatorname{Ind}(A, 0)=(-1)^{v} \tag{2.23}
\end{equation*}
$$

where $v$ is the sum of the multiplicities of the characteristic values of the problem ((2.20), (1.3)) lying in the interval $(0,1)$.

The proof of this theorem is given in Section 4, where we verify that the operator $A$ defined by (2.11) satisfies all the conditions of Theorem 2.1.

## 3. Auxiliary regularity results.

In this section we state some auxiliary results about the regularity of solutions of linear and nonlinear elliptic equations.

Lemma 3.1. Let $g \in W^{1, p}(\Omega) \cap L_{\infty}(\Omega), 1<p<n$, be nonnegative and assume that for every number $r \geq 0$ the inequality

$$
\begin{equation*}
\int_{\Omega}[g(x)]^{r}\left|\mathscr{D}^{1} g(x)\right|^{p} d x \leq c(r+1)^{q} \int_{\Omega}[g(x)]^{r+p} d x \tag{3.1}
\end{equation*}
$$

holds for some positive number $q$, where the constant $c$ is independent of $r$. Then the estimate

$$
\begin{equation*}
\operatorname{ess} \sup \{g(x): x \in \Omega\} \leq M_{1}\left\{\int_{\Omega}[g(x)]^{n p /(n-p)} d x\right\} \tag{3.2}
\end{equation*}
$$

holds, where the constant $M_{1}$ depends only on $n, p, q, c, \Omega$.
The proof of this lemma can be found in [11, Chapter 8, Section 1].
We now formulate a regularity result for the solutions of the differential equation

$$
\begin{equation*}
-\sum_{|\alpha|=1} \mathscr{D}^{\alpha}\left\{\rho^{2}(u) \mathscr{D}^{\alpha} u\right\}+\sum_{|\alpha| \leq 1}(-1)^{|\alpha|} \mathscr{D}^{\alpha} a_{\alpha}\left(x, u, \mathscr{D}^{1} u\right)=0, \quad x \in \Omega . \tag{3.3}
\end{equation*}
$$

We understand that a solution $u \in D(A)$ of Equation (3.3) is in the sense of an integral identity analogous to that of (1.8), where $D(A)$ is defined by (1.15).

Theorem 3.1. Assume that Conditions $\rho$ ), $\left.a_{1}\right), a_{2}$ ) are satisfied and let $u_{0} \in D(A)$ be a solution of the equation (3.3). Then

$$
\begin{equation*}
u_{0} \in W^{2,2}(\Omega) \cap C^{1, \delta}(\bar{\Omega}), \tag{3.4}
\end{equation*}
$$

for some $\delta \in(0,1)$, and the estimate

$$
\begin{equation*}
\left\|u_{0}\right\|_{W^{2,2}(\Omega)}+\left\|u_{0}\right\|_{C^{1, \delta}(\bar{\Omega})} \leq M_{2} \tag{3.5}
\end{equation*}
$$

holds with a constant $M_{1}$ depending only on $v_{1}, v_{2}, \mu, m, n, \Omega$ and the norm of the function $u_{0} \in W_{0}^{1, m}(\Omega)$.

The assertions of this theorem follow from the results of Chapter 4, Sections 3-7, of the monograph $[\mathbf{8 ]}$.

We are also going to use a result concerning the regularity of solutions of linear elliptic equations. This result is for the equation

$$
\begin{equation*}
\sum_{|\alpha|,|\beta| \leq 1}(-1)^{|\alpha|} \mathscr{D}^{\alpha}\left\{a_{\alpha \beta}(x) \mathscr{D}^{\beta} u\right\}=\sum_{|\alpha| \leq 1}(-1)^{|\alpha|} \mathscr{D}^{\alpha} f_{\alpha}(x) \tag{3.6}
\end{equation*}
$$

with coefficients $a_{\alpha \beta}$ satisfying the inequalities

$$
\begin{gather*}
\sum_{|\alpha|=|\beta|=1} a_{\alpha \beta}(x) \xi_{\alpha} \xi_{\beta} \geq v^{(1)} \sum_{|\alpha|=1} \xi_{\alpha}^{2},  \tag{3.7}\\
\max _{x \in \bar{\Omega}}\left|a_{\alpha \beta}(x)\right| \leq v^{(2)}, \quad|\alpha|,|\beta| \leq 1, \tag{3.8}
\end{gather*}
$$

for $x \in \bar{\Omega}, \xi_{\alpha} \in \boldsymbol{R}$ and positive constants $v^{(1)}, v^{(2)}$.
Theorem 3.2. Assume that $a_{\alpha \beta} \in C(\bar{\Omega})$, for $|\alpha|=|\beta|=1$, and the conditions (3.7) and (3.8) are satisfied. Assume that the equation

$$
\begin{equation*}
\sum_{|\alpha|,|\beta| \leq 1}(-1)^{|\alpha|} \mathscr{D}^{\alpha}\left\{a_{\alpha \beta}(x) \mathscr{D}^{\beta} u\right\}=0 \tag{3.9}
\end{equation*}
$$

has only the zero solution in $W_{0}^{1,2}(\Omega)$. Then for every $p>1$ and $f_{\alpha} \in L_{p}(\Omega),|\alpha| \leq 1$, the equation (3.6) has a unique solution $u \in W_{0}^{1, p}(\Omega)$ and the following estimate holds:

$$
\begin{equation*}
\sum_{|\alpha| \leq 1} \int_{\Omega}\left|\mathscr{D}^{\alpha} u(x)\right|^{p} d x \leq M_{3} \sum_{|\alpha| \leq 1} \int_{\Omega}\left|f_{\alpha}(x)\right|^{p} d x \tag{3.10}
\end{equation*}
$$

where the constant $M_{3}$ depends only on $n, p, \nu^{(1)}, v^{(2)}, \Omega$ and the moduli of continuity of the functions $a_{\alpha \beta},|\alpha|=|\beta|=1$.

The assertions of this theorem follow from [1] (see also [9, Theorem 6.21]).

## 4. Proof of the index theorem for $m>2$.

We need to show that all the assumptions of Theorem 2.1 are satisfied for the operator $A$ which is defined in (2.11).

We denote the norms of the spaces $W_{0}^{1, m}(\Omega), L_{m}(\Omega),\left[W_{0}^{1, m}(\Omega)\right]^{*}$ by $\|\cdot\|_{1, m},\|\cdot\|_{m}$, $\|\cdot\|_{1, m}^{*}$, respectively. Choosing $D_{0}=W_{0}^{1, m}(\Omega), L=C_{0}^{\infty}(\Omega)$ we see that Condition (1.10) is clearly satisfied.

The proof of Condition $A_{1}$ ) for the operator $A$ is contained in [5]. The condition $A_{2}$ ) follows immediately from the assumptions $\rho$ ), $a_{1}$ ). Let us prove the inequality (2.8).

Lemma 4.1. Assume that the conditions of Theorem 2.2 are satisfied. Then the inequality (2.8) holds for $u, v \in C_{0}^{\infty}(\Omega),\|u\|_{1, m} \leq 1$, and the operator $A$ defined in (2.11).

Proof. Taking into account the condition $a_{2}$ ) we need to prove only the inequality

$$
\begin{equation*}
\sum_{|\alpha|=1} \int_{\Omega} \rho^{2}(u) \mathscr{D}^{\alpha} u \mathscr{D}^{\alpha}(u-v) d x \geq-c^{\prime}(v) \tag{4.1}
\end{equation*}
$$

where $c^{\prime}(v)$ depends only on $v$ and $u(x), v(x)$ satisfy the conditions of the lemma. Using the condition $\rho$ ), we estimate the left-hand side of (4.1) as follows:

$$
\begin{equation*}
\sum_{|\alpha|=1} \int_{\Omega} \rho^{2}(u) \mathscr{D}^{\alpha} u \mathscr{D}^{\alpha}(u-v) d x \geq \frac{1}{2} \int_{\Omega} \rho^{2}(u)\left|\mathscr{D}^{1} u\right|^{2} d x-c^{\prime \prime}(v) \int_{\Omega} \rho^{2}(u) d x, \tag{4.2}
\end{equation*}
$$

where

$$
c^{\prime \prime}(v)=\frac{1}{2} \max \left\{\left|\mathscr{D}^{1} v(x)\right|^{2}: x \in \bar{\Omega}\right\} .
$$

Let

$$
\begin{equation*}
\tilde{\rho}(u)=\int_{0}^{u} \rho(s) d s \tag{4.3}
\end{equation*}
$$

By the embedding theorem, we have

$$
\begin{equation*}
\int_{\Omega}|\tilde{\rho}(u)|^{p} d x \leq c_{0}\left\{\int_{\Omega} \rho^{2}(u)\left|\mathscr{D}^{1} u\right|^{2} d x\right\}^{p / 2}, \quad p=\frac{2 n}{n-2} \tag{4.4}
\end{equation*}
$$

where $c_{0}$ depends only on $n$.
For a function $u \in C_{0}^{\infty}(\Omega)$ and any positive number $N$ we define

$$
\begin{equation*}
E_{N}(u)=\{x \in \Omega:|u(x)|>N\} . \tag{4.5}
\end{equation*}
$$

From $\|u\|_{1, m} \leq 1$ we have

$$
\begin{equation*}
\operatorname{meas} E_{N}(u) \leq \frac{1}{N^{m}} \tag{4.6}
\end{equation*}
$$

We estimate the second integral in the right-hand side of (4.2) by using (1.6), (4.4), (4.6) and Hölder's inequality. We set $\rho_{N}=\max \{\rho(s):|s| \leq N\}$ to obtain

$$
\begin{align*}
\int_{\Omega} \rho^{2}(u) d x & =\int_{E_{N}(u)} \rho^{2}(u) d x+\int_{\Omega \backslash E_{N}(u)} \rho^{2}(u) d x  \tag{4.7}\\
& \leq 2\left(\mu^{2}+\rho_{N}^{2}\right) \operatorname{meas} \Omega+2 \mu^{2}\left[\int_{\Omega}|\tilde{\rho}(u)|^{p} d x\right]^{(n-2) / n}\left\{\operatorname{meas} E_{N}(u)\right\}^{2 / n} \\
& \leq 2\left(\mu^{2}+\rho_{N}^{2}\right) \operatorname{meas} \Omega+2 \mu^{2} c_{0}^{(n-2) / n}\left(\frac{1}{N^{m}}\right)^{2 / n} \int_{\Omega} \rho^{2}(u)\left|\mathscr{D}^{1} u\right|^{2} d x
\end{align*}
$$

Inequality (2.8) follows now from (4.2) and (4.7) with $N$ defined by

$$
4 c^{\prime \prime}(v) \mu^{2} c_{0}^{(n-2) / n}\left(\frac{1}{N}\right)^{2 m / n}=1
$$

This completes the proof of Lemma 4.1.

We define the operator $A_{0}: W_{0}^{1, m}(\Omega) \rightarrow\left[W_{0}^{1, m}(\Omega)\right]^{*}$ by the equality

$$
\begin{equation*}
\left\langle A_{0} u, \phi\right\rangle=\sum_{|\alpha|=1} \int_{\Omega}\left|\mathscr{D}^{1} u\right|^{m-2} \mathscr{D}^{\alpha} u \mathscr{D}^{\alpha} \phi d x . \tag{4.8}
\end{equation*}
$$

Lemma 4.2. The operator $A_{0}$ defined by (4.8) satisfies Condition $A_{0}$ ) of Section 2.
Proof. From (4.8) we obtain

$$
\left\|A_{0} u\right\|_{1, m}^{*}=\|u\|_{1, m}^{m-1}
$$

and, consequently, Condition (2.3) is satisfied. It is well known that the operator $A_{0}$ is continuous and satisfies Condition $\left(S_{+}\right)$(see, e.g., [11, Chapter 1, Theorem 2.1]. This completes the proof.

Lemma 4.3. Assume that the conditions of Theorem 2.2 are satisfied. Then the operator $A^{\prime}$, defined by (2.15), satisfies Condition $A^{\prime}$ ) of Section 2.

Proof. Taking into account the fact that the equation (2.22) has only the zero solution in $W_{0}^{1,2}(\Omega)$ and Theorem 3.2, we obtain that the equation $A^{\prime} u=0$ has also only the zero solution. The operator $\Gamma$, which satisfies the relevant assumptions in Condition $A^{\prime}$ ), is defined now by (2.17). The compactness of this operator follows from the compactness of the embedding $W_{0}^{1, p}(\Omega) \subset L_{p}(\Omega)$. The inequality (2.2) is a consequence of (2.18).

We need to prove only the fact that the operator $T=\left(A^{\prime}+\Gamma\right)^{-1} \Gamma: W_{0}^{1, m}(\Omega) \rightarrow$ $W_{0}^{1, m}(\Omega)$ is well defined and compact. For $v \in W_{0}^{1, m}(\Omega)$, we define $u \in W_{0}^{1, m}(\Omega)$ as a solution of the equation

$$
\begin{equation*}
\sum_{|\alpha|,|\beta| \leq 1}(-1)^{|\alpha|} \mathscr{D}^{\alpha}\left\{\left[\rho^{2}(0) \delta_{\alpha \beta}+a_{\alpha \beta}^{(0)}(x)\right] \mathscr{D}^{\beta} u\right\}+\gamma u=\gamma v . \tag{4.9}
\end{equation*}
$$

From Theorem 3.2 we have the uniqueness of $u(x)$ and the a priori estimate

$$
\begin{equation*}
\|u\|_{1, m} \leq K_{1}\|v\|_{m}, \tag{4.10}
\end{equation*}
$$

where the constant $K_{1}$ is independent of $v$. Taking into account the definition of the operators $A^{\prime}, \Gamma$, we obtain $\left(A^{\prime}+\Gamma\right) u=\Gamma v$. This means that $u=T v$. We have established that the operator $T$ is defined on the space $W_{0}^{1, m}(\Omega)$. The compactness of $T$ follows from the estimate (4.10) and the compactness of the embedding $W_{0}^{1, m}(\Omega) \subset$ $L_{m}(\Omega)$. The proof is complete.

Lemma 4.4. Assume that the conditions of Theorem 2.2 are satisfied. Then the operators $A, A^{\prime}, A_{0}$, defined by (2.11), (2.15) and (4.8), respectively, satisfy Condition $\omega$ ) of Section 2.

Proof. We will prove that the set $Z_{\varepsilon}^{\prime}$, defined in (2.5), is empty for sufficiently small $\varepsilon$. Assume that the contrary is true. Then $Z_{\varepsilon}^{\prime} \neq \varnothing$ for every $\varepsilon>0$. Thus, there exist sequences $\left\{t_{j}\right\},\left\{u_{j}\right\}$ such that

$$
\left\{t_{j}\right\} \subset[0,1], \quad\left\{u_{j}\right\} \subset D(A), \quad 0<\left\|u_{j}\right\|_{1, m}<\frac{1}{j}, \quad t \rightarrow t_{0}
$$

and

$$
\begin{equation*}
t_{j} A u_{j}+\left(1-t_{j}\right)\left(A_{0} u_{j}+A^{\prime} u_{j}\right)=0 . \tag{4.11}
\end{equation*}
$$

This means that the function $u_{j} \in W_{0}^{1, m}(\Omega)$ is the solution of the equation

$$
\begin{equation*}
-\sum_{|\alpha|=1} \mathscr{D}^{\alpha}\left[\rho_{j}^{2}(u) \mathscr{D}^{\alpha} u\right]+\sum_{|\alpha| \leq 1}(-1)^{|\alpha|} \mathscr{D}^{\alpha} a_{j, \alpha}\left(x, u, \mathscr{D}^{1} u\right)=0 \tag{4.12}
\end{equation*}
$$

where

$$
\begin{align*}
\rho_{j}^{2}(u) & =t_{j} \rho^{2}(u)+\left(1-t_{j}\right) \rho^{2}(0) \\
a_{j, \alpha}(x, \xi) & =t_{j} a_{\alpha}(x, \xi)+\left(1-t_{j}\right)\left\{\left|\xi^{\prime}\right|^{m-2} \xi_{\alpha}^{\prime}+\sum_{|\beta| \leq 1} a_{\alpha \beta}^{(0)}(x) \xi_{\beta}\right\} \tag{4.13}
\end{align*}
$$

and $\xi_{\alpha}^{\prime}=\xi_{\alpha}$ for $|\alpha|=1, \xi_{\alpha}^{\prime}=0$ for $\alpha=0$. It is easy to check that the functions $\rho_{j}(u)$, $a_{j, \alpha}(x, \xi)$ satisfy Conditions $\left.\left.\rho\right), a_{1}\right), a_{2}$ ), with some positive constants $\bar{v}_{1}, \bar{v}_{2}, \bar{\mu}$, instead of $v_{1}, v_{2}, \mu$, respectively. These constants $\bar{v}_{1}, \bar{v}_{2}, \bar{\mu}$ are independent of $j$. Thus, by Theorem 3.1, we have the a priori estimate

$$
\begin{equation*}
\left\|u_{j}\right\|_{C^{1, \delta}(\Omega)} \leq M \tag{4.14}
\end{equation*}
$$

where the positive numbers $\delta, M$ are independent of $j$. By the compactness of the embedding $C^{1, \delta}(\bar{\Omega}) \subset C^{1}(\bar{\Omega})$ and $\left\|u_{j}\right\|_{1, m} \rightarrow \infty$ we get

$$
\begin{equation*}
\lim _{j \rightarrow \infty}\left\|u_{j}\right\|_{C^{1}(\bar{\Omega})}=0 \tag{4.15}
\end{equation*}
$$

We rewrite $a_{j, \alpha}(x, \xi)$ in the form

$$
a_{j, \alpha}(x, \xi)=\sum_{|\beta| \leq 1} a_{\alpha \beta}^{(j)}(x, \xi) \xi_{\beta}+\left(1-t_{j}\right)\left|\xi^{\prime}\right|^{m-2} \xi_{\alpha}^{\prime},
$$

where

$$
a_{\alpha \beta}^{(j)}(x, \xi)=t_{j} \int_{0}^{1} a_{\alpha \beta}(x, s \xi) d s+\left(1-t_{j}\right) a_{\alpha \beta}^{(0)}(x)
$$

with $a_{\alpha \beta}(x, \xi)$ defined in (2.14). By the definition of a solution of the equation (4.12) we have the following integral identity for $u_{j}(x)$ :

$$
\begin{equation*}
\sum_{|\alpha|,||\beta| \leq 1} \int_{\Omega}\left[\rho^{(2)}\left(u_{j}\right) \delta_{\alpha \beta}+\left|\mathscr{D}^{1} u_{j}\right|^{m-2} \delta_{\alpha \beta}+a_{\alpha \beta}^{(j)}\left(x, u_{j}, \mathscr{D}^{1} u_{j}\right)\right] \mathscr{D}^{\beta} u_{j} \mathscr{D}^{\alpha} \phi d x=0 \tag{4.16}
\end{equation*}
$$

for an arbitrary $\phi \in W_{0}^{1, m}(\Omega)$ and the same $\delta_{\alpha \beta}$ as in (2.15). From (4.16) with $\phi(x)=$ $u_{j}(x)$, the estimate (4.14) and Conditions (1.6), (2.12), (2.13) we obtain the estimate

$$
\begin{equation*}
\left\|u_{j}\right\|_{1,2} \leq c\left\|u_{j}\right\|_{2} \tag{4.17}
\end{equation*}
$$

with a positive constant $c$ independent of $j$.

The sequence $v_{j}(x)=u_{j}(x) /\left\|u_{j}\right\|_{2}^{-1}$ is bounded in $W^{1,2}(\Omega)$. By passing to a subsequence, if necessary, we may assume that $v_{j}(x)$ converges to some function $v_{0}(x)$ weakly in $W_{0}^{1,2}(\Omega)$ and strongly in $L_{2}(\Omega)$. Since $\left\|v_{j}\right\|_{2}=1$, we have $v_{0} \neq 0$.

Dividing (4.16) by $\left\|u_{j}\right\|_{2}$ and then taking the limit as $j \rightarrow \infty$ we obtain by virtue of (4.15)

$$
\sum_{|\alpha|,|\beta| \leq 1} \int_{\Omega}\left[\rho^{2}(0) \delta_{\alpha \beta}+a_{\alpha \beta}^{(0)}(x)\right] \mathscr{D}^{\beta} v_{0}(x) \mathscr{D}^{\alpha} \phi d x=0, \quad \phi \in W_{0}^{1, m}(\Omega) .
$$

The last equality is obviously true for every $\phi \in W_{0}^{1,2}(\Omega)$, which establishes the fact that $v_{0}(x)$ is a solution of the equation (2.22) in $W_{0}^{1,2}(\Omega)$. Since $v_{0} \neq 0$, we obtain a contradiction with the assumption of Theorem 2.2. Consequently, $Z_{\varepsilon}^{\prime}=\varnothing$ for a sufficiently small $\varepsilon$ and the assertion of Lemma 4.4 has been proved.

We consider the splitting

$$
\begin{equation*}
W_{0}^{1, m}(\Omega)=F+R \tag{4.18}
\end{equation*}
$$

as we did in (2.6) for the operator $T$ defined by (2.19). Let $\Pi$ be the projection of $W_{0}^{1, m}(\Omega)$ onto $F$ associated with the splitting (4.18).

Lemma 4.5. Assume that the conditions of Theorem 2.2 are satisfied. Then the operator $\Pi\left(A^{\prime}+\Gamma\right)^{-1}:\left(A^{\prime}+\Gamma\right) W_{0}^{1, m}(\Omega) \rightarrow W_{0}^{1, m}(\Omega)$ is bounded.

Proof. Let $\lambda_{1}, \ldots, \lambda_{I}$ be the characteristic values of the operator $T$ defined by (2.19), and let $v_{i}$ be the multiplicity of the characteristic value $\lambda_{i}$. Define, for the natural number $N$, the space

$$
\begin{equation*}
F_{i}(N)=\left\{u \in W_{0}^{1, m}(\Omega):\left(I-\lambda_{i} T\right)^{N} u=0\right\} \tag{4.19}
\end{equation*}
$$

It is well known [13] that $F_{i}(N)$ is a finite-dimensional subspace of $W_{0}^{1, m}(\Omega)$ and there exists a number $N_{i}$ such that

$$
\begin{equation*}
F_{i}(N)=F_{i}\left(N_{i}\right), \quad \text { for } \quad N \geq N_{i}, \quad \operatorname{dim} F_{i}\left(N_{i}\right)=v_{i} \tag{4.20}
\end{equation*}
$$

Now, the space $F$ corresponding to the operator $T$ is the direct sum of the spaces $F_{i}\left(N_{i}\right)$, $i=1, \ldots, I$, and $F$ can be defined (see [13, p. 317]) by

$$
\begin{equation*}
F=\left\{u \in W_{0}^{1, m}(\Omega):(I-\tilde{T}) u=0\right\} \tag{4.21}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{T}=I-\prod_{i=1}^{I}\left(I-\lambda_{i} T\right)^{N_{i}} \tag{4.22}
\end{equation*}
$$

Analogously, the space $R$ from the splitting (4.18) can be given by

$$
\begin{equation*}
R=\left\{(1-\tilde{T}) u: u \in W_{0}^{1, m}(\Omega)\right\} \tag{4.23}
\end{equation*}
$$

where the operator $\tilde{T}$ is defined by (4.22).

Let $f_{j}(x), j=1, \ldots, v$, be a basis for the space $F$. The projection $\Pi: W_{0}^{1, m}(\Omega) \rightarrow F$ can be defined by

$$
\begin{equation*}
\Pi u=\sum_{i=1}^{v}\left\langle\zeta_{i}, u\right\rangle f_{i}(x) \tag{4.24}
\end{equation*}
$$

where $\zeta_{j} \in\left[W_{0}^{1, m}(\Omega)\right]^{*}$ and satisfies

$$
\begin{equation*}
\left\langle\zeta_{j}, f_{i}\right\rangle=\delta_{i j}, \quad\left\langle\zeta_{j}, r\right\rangle=0 \tag{4.25}
\end{equation*}
$$

for $i, j=1, \ldots, v$, and any function $r(x)$ from $R$. In (4.25) $\delta_{i j}$ is the Kronecker delta symbol.

Using the representation of a functional from $\left[W_{0}^{1, m}(\Omega)\right]^{*}$ we can find functions $z_{\alpha, j} \in L_{m^{\prime}}(\Omega)$, such that, for $|\alpha|=1$ and $m^{\prime}=m /(m-1)$, we have

$$
\begin{equation*}
\left\langle\zeta_{j}, \phi\right\rangle=\sum_{|\alpha|=1} \int_{\Omega} z_{\alpha, j}(x) \mathscr{D}^{\alpha} \phi(x) d x, \quad \phi \in W_{0}^{1, m}(\Omega) \tag{4.26}
\end{equation*}
$$

Define a function $v \in W_{0}^{1, m^{\prime}}$ as the solution of the equation

$$
\begin{equation*}
\Delta v_{j}(x)=\sum_{|\alpha|=1} \mathscr{D}^{\alpha} z_{\alpha, j}(x), \tag{4.27}
\end{equation*}
$$

where $\Delta$ is the Laplace operator. The existence of such a function $v_{j}(x)$ follows from Theorem 3.2. From (4.26), (4.27) we obtain

$$
\begin{equation*}
\left\langle\zeta_{j}, \phi\right\rangle=\sum_{|\alpha|=1} \int_{\Omega} \mathscr{D}^{\alpha} v_{j}(x) \mathscr{D}^{\alpha} \phi(x) d x, \quad \phi \in W_{0}^{1, m}(\Omega) \tag{4.28}
\end{equation*}
$$

We will prove that for every $p>1$ we have

$$
\begin{equation*}
v_{j} \in W_{0}^{1, p}(\Omega) \tag{4.29}
\end{equation*}
$$

Using (4.23) and the second equality in (4.25) we obtain

$$
\begin{equation*}
\sum_{|\alpha|=1} \int_{\Omega} \mathscr{D}^{\alpha} v_{j}(x) \mathscr{D}^{\alpha} \phi(x) d x=\sum_{|\alpha|=1} \int_{\Omega} \mathscr{D}^{\alpha} v_{j}(x) \mathscr{D}^{\alpha} \tilde{T} \phi(x) d x \tag{4.30}
\end{equation*}
$$

for every $\phi \in W_{0}^{1, m}(\Omega)$.
Inclusion (4.29) is certainly true for $p=m^{\prime}$. Let us assume that it is true for some $p=p_{1} \geq m^{\prime}$. Consider the functional

$$
\begin{equation*}
I_{j}(\phi)=\sum_{|\alpha|=1} \int_{\Omega} \mathscr{D}^{\alpha} v_{j}(x) \mathscr{D}^{\alpha} \tilde{T} \phi(x) d x \tag{4.31}
\end{equation*}
$$

for $\phi \in C_{0}^{\infty}(\Omega)$. By Hölder's inequality and (4.29) we have the estimate

$$
\begin{equation*}
\left|I_{j}(\phi)\right| \leq c_{1}\|\tilde{T} \phi\|_{1, p_{1}^{\prime}}, \quad p_{1}^{\prime}=\frac{p_{1}}{p_{1}-1} \tag{4.32}
\end{equation*}
$$

for some constant $c_{1}$ independent of $\phi$.

As in (4.10), we have the estimate

$$
\begin{equation*}
\|T \phi\|_{1, p_{1}^{\prime}} \leq c_{2}\|\phi\|_{p_{1}^{\prime}} \tag{4.33}
\end{equation*}
$$

with a constant $c_{2}$ independent of $\phi$. From (4.22), (4.33) we have the analogous inequality for the operator $\tilde{T}$ :

$$
\begin{equation*}
\|\tilde{T} \phi\|_{1, p_{1}^{\prime}} \leq c_{3}\|\phi\|_{p_{1}^{\prime}} \tag{4.34}
\end{equation*}
$$

Using the estimates (4.32), (4.33) we obtain

$$
\begin{equation*}
\left|I_{j}(\phi)\right| \leq c_{4}\|\phi\|_{p_{1}^{\prime}} \tag{4.35}
\end{equation*}
$$

which says that the functional $I(\phi)$ can be extended to a continuous functional $I_{j}$ : $L_{p_{1}^{\prime}}(\Omega) \rightarrow \boldsymbol{R}$. From the representation of such a functional follows the existence of a function $h_{j} \in L_{p_{1}}(\Omega)$ such that

$$
\begin{equation*}
I_{j}(\phi)=\int_{\Omega} h_{j}(x) \phi(x) d x \tag{4.36}
\end{equation*}
$$

for $\phi \in L_{p_{1}^{\prime}}(\Omega)$.
From (4.30), (4.31) and (4.36) we obtain that $v_{j}(x)$ is a solution to the equation

$$
\begin{equation*}
-\Delta v_{j}(x)=h_{j}(x) \tag{4.37}
\end{equation*}
$$

Thus, from (4.29), (4.37) and a priori estimates for solutions of linear elliptic equations [1] we have $v_{j} \in W^{2, p_{1}}(\Omega)$. By the embedding theorem,

$$
\begin{equation*}
v_{j} \in W_{0}^{1, \tilde{p}}(\Omega) \tag{4.38}
\end{equation*}
$$

where $\tilde{p}$ is an arbitrary number if $p_{1} \geq n$ and $\tilde{p}=p_{1} n /\left(n-p_{1}\right)$ if $p_{1}<n$. Starting from (4.29) with $p=m^{\prime}$ and using (4.38) we can establish after finitely many steps that the final value of $\tilde{p}$ satisfies $\tilde{p}>n$. Thus, (4.29) holds for every $p>1$.

We are now able to estimate the operator $\Pi\left(A^{\prime}+\Gamma\right)^{-1}$. Let $g=\left(A^{\prime}+\Gamma\right) w$ be a functional in $\left[W_{0}^{1, m}(\Omega)\right]^{*}$, for some $w \in W_{0}^{1, m}(\Omega)$. Using the representation of the functional $g$ we can define functions $g_{\alpha} \in L_{m^{\prime}}(\Omega),|\alpha|=1$, such that

$$
\begin{equation*}
\langle g, \phi\rangle=\sum_{|\alpha|=1} \int_{\Omega} g_{\alpha}(x) \mathscr{D}^{\alpha} \phi(x) d x, \quad \phi \in W_{0}^{1, m}(\Omega) \tag{4.39}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{|\alpha|=1}\left\|g_{\alpha}\right\|_{m^{\prime}} \leq c_{5}\|g\|_{1, m}^{*}, \tag{4.40}
\end{equation*}
$$

where $c_{5}$ is some positive constant independent of $g$. Using (4.39), (4.40) and Theorem 3.2 we have the estimate

$$
\begin{equation*}
\|w\|_{1, m^{\prime}} \leq C_{6}\|g\|_{1, m}^{*} \tag{4.41}
\end{equation*}
$$

where the function $w \in W_{0}^{1, m}(\Omega)$ satisfies the equation $\left(A^{\prime}+\Gamma\right) w=g$.

Using (4.24), (4.28) we obtain

$$
\Pi\left(A^{\prime}+\Gamma\right)^{-1} g=\sum_{j=1}^{v} \sum_{|\alpha|=1} \int_{\Omega} \mathscr{D}^{\alpha} v_{j}(x) \mathscr{D}^{\alpha} w(x) d x \cdot f_{j}(x)
$$

From (4.29) with $p=m$, (4.41) and Hölder's inequality we get the estimate

$$
\left\|\Pi\left(A^{\prime}+\Gamma\right)^{-1} g\right\|_{1, m} \leq c_{7}\|g\|_{1, m}^{*}
$$

where the positive constant $c_{7}$ is independent of $g$. This ends the proof.
Lemma 4.6. Assume that the conditions of Theorem 2.2 are satisfied. Then there exists a positive number $\varepsilon$ such that for $t \in[0,1]$ the equation

$$
\begin{align*}
t \sum_{|\alpha|=1} & \mathscr{D}^{\alpha}\left\{\left|\mathscr{D}^{1} u\right|^{m-2} \mathscr{D}^{\alpha} u\right\}  \tag{4.42}\\
& -\sum_{|\alpha|,|\beta| \leq 1}(-1)^{|\alpha|} \mathscr{D}^{\alpha}\left\{\left[\rho^{2}(0) \delta_{\alpha \beta}+a_{\alpha \beta}^{(0)}(x)\right] \mathscr{D}^{\beta} u\right\}=0
\end{align*}
$$

has only the zero solution in the ball $B_{\varepsilon}(0)$.
Proof. Denote by $N_{1}(t)$ the set of solutions of (4.42) in the ball $B_{1}(0)$ and let $N_{1}=$ $\bigcup_{t \in[0,1]} N_{1}(t)$. At first, we are going to establish a priori estimates for an arbitrary $u \in N_{1}$. There exists a constant $M^{(0)}$ independent of $u$ such that

$$
\begin{equation*}
\max _{x \in \bar{\Omega}}|u(x)| \leq M^{(0)}, \quad u \in N_{1} . \tag{4.43}
\end{equation*}
$$

Taking into account the fact that the equation (4.42) with $t=0$ has only the zero solution in $B_{1}(0)$ we consider heretofore only the case where $u \in N_{1}(t)$ for $t>0$. By Theorem 3.1 $u \in W^{2,2}(\Omega) \cap C^{1, \delta}(\bar{\Omega})$ with $\delta>0$.

In the integral identity

$$
\begin{equation*}
\int_{\Omega}\left\{t \sum_{|\alpha|=1}\left|\mathscr{D}^{1} u\right|^{m-2} \mathscr{D}^{\alpha} u \mathscr{D}^{\alpha} \phi+\sum_{|\alpha|,|\beta| \leq 1}\left[\rho^{2}(0) \delta_{\alpha \beta}+a_{\alpha \beta}^{(0)}(x)\right] \mathscr{D}^{\beta} u \mathscr{D}^{\alpha} \phi\right\} d x=0 \tag{4.44}
\end{equation*}
$$

which is valid for $\phi \in W_{0}^{1, m}(\Omega)$, we let $\phi$ be the test function

$$
\phi(x)=[1+|u(x)|]^{r} u(x),
$$

where $r$ is an arbitrary positive number. After some standard calculations we obtain the inequality

$$
\int_{\Omega}\left\{t\left|\mathscr{D}^{1} u\right|^{m}+\left|\mathscr{D}^{1} u\right|^{2}\right\}[1+|u(x)|] d x \leq c_{8}(1+r) \int_{\Omega}[1+|u(x)|]^{r+2} d x
$$

and the estimate (4.43) from it and Lemma 3.1 with $q=0$. By $c_{j}, j=8, \ldots$, we denote constants independent of the function $u$.

Now, we will show the estimate

$$
\begin{equation*}
\max _{x \in \bar{\Omega}}\left|\mathscr{D}^{1} u(x)\right| \leq M^{(1)}, \quad u \in N_{1}, \tag{4.45}
\end{equation*}
$$

under the assumption that $u \in N_{1}(t), t>0$. As in the proof of Lemma 2.1 [8, Chapter 6], we can establish the estimate

$$
\begin{equation*}
\max _{x \in \partial \Omega}\left|\mathscr{D}^{1} u(x)\right| \leq M^{\prime}, \quad u \in N_{1} \tag{4.46}
\end{equation*}
$$

with a constant $M^{\prime}$ independent of $u$.
Letting in (4.44) $\phi(x)=\left(\partial / \partial x_{i}\right) \psi(x)$, with $\psi \in C_{0}^{\infty}(\Omega)$, we obtain the equality

$$
\begin{align*}
& \int_{\Omega}\left\{t \sum_{|\alpha|=1} \frac{\partial}{\partial x_{i}}\left(\left|\mathscr{D}^{1} u\right|^{m-2} \mathscr{D}^{\alpha} u\right) \mathscr{D}^{\alpha} \psi\right.  \tag{4.47}\\
& \left.\quad+\sum_{|\alpha|,|\beta| \leq 1} \frac{\partial}{\partial x_{i}}\left(\left[\rho^{2}(0) \delta_{\alpha \beta}+a_{\alpha \beta}^{(0)}(x)\right] \mathscr{D}^{\alpha} u\right) \mathscr{D}^{\alpha} \psi\right\} d x=0 .
\end{align*}
$$

It is easy to verify that this equality is also true for an arbitrary function $\psi \in W_{0}^{1,2}(\Omega)$.
We will now obtain an $L_{2}$-estimate for the second derivatives of $u \in N_{1}$. Namely, we are going to establish the following inequality

$$
\begin{align*}
& \int_{\Omega}\left[t\left|\mathscr{D}^{1} u\right|^{m-2}+1\right]\left|\mathscr{D}^{\alpha} u\right|^{2} \phi^{2}(x) d x  \tag{4.48}\\
& \quad \leq c_{9} \int_{\Omega}\left[t\left|\mathscr{D}^{1} u\right|^{m-2}+1\right]\left|\mathscr{D}^{1} u\right|^{2}\left(\phi^{2}(x)+\left|\mathscr{D}^{1} \phi\right|^{2}\right) d x
\end{align*}
$$

for $|\alpha|=2$ and some function $\phi \in C^{\infty}(\bar{\Omega})$. Letting $\psi(x)=\left(\partial / \partial x_{i}\right) u(x) \phi_{0}^{2}(x)$, with $\phi_{0} \in$ $C_{0}^{\infty}(\Omega)$, in (4.47) we obtain after a simple calculation the inequality (4.48) with $\phi(x)=$ $\phi_{0}(x)$. If in some neighborhood $\mathscr{U}(\bar{x})$ of a point $\bar{x} \in \partial \Omega$ the equation of $\mathscr{U}(\bar{x}) \cap \partial \Omega$ is given by the equality $x_{n}=0$, then we let in (4.47) $\psi(x)=\left(\partial / \partial x_{i}\right) u(x) \bar{\phi}(x)$, with $i<n$, $\bar{\phi} \in C_{0}^{\infty}(\mathscr{U}(\bar{x}))$, to obtain the inequality (4.48) with $|\alpha|=2, \alpha_{n} \neq 2, \phi(x)=\bar{\phi}(x)$. Using this estimate and the equation (4.42) we get the inequality (4.48) with $|\alpha|=2, \alpha_{n}=2$, $\phi(x)=\bar{\phi}(x)$. Passing to local coordinates near the boundary $\partial \Omega$ and choosing a corresponding partition of unity, we derive the estimate (4.48) with $\phi(x) \equiv 1$. Thus, we have proved the inequality

$$
\begin{equation*}
\int_{\Omega}\left[t\left|\mathscr{D}^{1} u\right|^{m-2}+1\right]\left|\mathscr{D}^{2} u\right|^{2} d x \leq M^{(2)}, \quad u \in N_{1} \tag{4.49}
\end{equation*}
$$

where the constant $M^{(2)}>0$ is independent of $u, t$.
We define the function $w$ as follows:

$$
\begin{equation*}
w(x)=\max \left\{\left|\mathscr{D}^{1} u(x)\right|^{2}-\left(M^{\prime}\right)^{2}, 0\right\}, \tag{4.50}
\end{equation*}
$$

where $M^{\prime}$ is the number from the estimate (4.46), and let in (4.47)

$$
\psi(x)=\omega_{r}(w(x)) \frac{\partial u(x)}{\partial x_{i}}, \quad \text { where } \omega_{r}(s)=\frac{s^{r+1}}{1+s}, \quad r \geq 0
$$

After some standard calculations we derive the inequality

$$
\begin{align*}
& \int_{\Omega}\left\{t\left|\mathscr{D}^{1} u(x)\right|^{m-2}+1\right\} \omega_{r}(w(x))\left|\mathscr{D}^{2} u(x)\right|^{2} d x  \tag{4.51}\\
& \quad \leq c_{10} \int_{\Omega}\left\{\omega_{r}(w(x))\left(\left|\mathscr{D}^{1} u\right|^{2}+1\right)+\omega_{r}^{\prime}(w(x))\left(\left|\mathscr{D}^{1} u\right|^{4}+1\right)\right\} d x,
\end{align*}
$$

where $\omega_{r}^{\prime}(s)=(d / d s) \omega_{r}(s)$. Define

$$
\bar{w}(x)=\max \{\sqrt{w(x)}, 1\}, \quad E=\{x \in \Omega ; \bar{w}(x)>1\}
$$

and note that the following estimates hold:

$$
\begin{gather*}
\omega_{r}(w(x)) \geq c_{11}\left|\mathscr{D}^{1} u(x)\right|^{2 r}, \quad w(x) \geq c_{11}\left|\mathscr{D}^{1} u(x)\right|^{2}, \quad x \in E  \tag{4.52}\\
\left|\mathscr{D}^{1} u(x)\right| \leq c_{11} \bar{w}(x), \quad \omega_{r}(w(x)) \leq c_{11}[\bar{w}(x)]^{2 r}  \tag{4.53}\\
\omega_{r}^{\prime}(w(x)) \leq c_{11}(r+1)[\bar{w}(x)]^{2 r-2}, \quad x \in \Omega .
\end{gather*}
$$

Using the inequalities (4.51)-(4.53) we deduce

$$
\begin{align*}
\int_{\Omega}[\bar{w}(x)]^{2 r}\left|\mathscr{D}^{1} \bar{w}(x)\right|^{2} d x & =\int_{E}[\bar{w}(x)]^{2 r}\left|\mathscr{D}^{1} \bar{w}(x)\right|^{2} d x  \tag{4.54}\\
& \leq c_{12} \int_{E} \omega_{r}(w(x))\left|\mathscr{D}^{2} u(x)\right|^{2} d x \\
& \leq c_{13}(r+1) \int_{\Omega}[\bar{w}(x)]^{2 r+2} d x
\end{align*}
$$

From the estimates (4.49), (4.53) we have the following inequality:

$$
\begin{equation*}
\int_{\Omega}\left|\mathscr{D}^{1} \bar{w}(x)\right|^{2} d x \leq c_{14} \int_{\Omega}\left|\mathscr{D}^{2} u(x)\right|^{2} d x \leq c_{14} M^{(2)} \tag{4.55}
\end{equation*}
$$

The estimate (4.45) follows immediately from (4.54), (4.55) and Lemma 3.1.
Let us now show that $N_{\varepsilon}=\{0\}$ for sufficiently small $\varepsilon$. Assume that this is not true. Then there exist sequences $\left\{t_{j}\right\},\left\{u_{j}(x)\right\}$ such that $u_{j} \in N_{1}\left(t_{j}\right), u_{j} \neq 0,\left\|u_{j}\right\|_{1, m} \rightarrow 0$. From (4.44) with $t=t_{j}, u(x)=u_{j}(x), \phi(x)=u_{j}(x)$ we obtain the estimate

$$
\begin{equation*}
\left\|u_{j}\right\|_{1,2} \leq c_{15}\left\|u_{j}\right\|_{2} \tag{4.56}
\end{equation*}
$$

with a constant $c_{15}$ independent of $j$.
Taking into account (4.56) we may assume that the sequence $v_{j}(x)=u_{j}(x) /\left\|u_{j}\right\|_{2}$ converges weakly in $W_{0}^{1,2}(\Omega)$ to some function $v_{0}(x)$ such that $v_{0} \neq 0$. Dividing the equality (4.44), with $t=t_{j}, u(x)=u_{j}(x)$, by $\left\|u_{j}\right\|_{2}$ and passing to the limit at $j \rightarrow \infty$ we obtain by virtue of (4.45)

$$
\sum_{|\alpha|,|\beta| \leq 1} \int_{\Omega}\left[\rho^{2}(0) \delta_{\alpha \beta}+a_{\alpha \beta}^{(0)}(x)\right] \mathscr{D}^{\beta} v_{0}(x) \mathscr{D}^{\alpha} \phi(x) d x=0, \quad \phi \in W_{0}^{1, m}(\Omega) .
$$

This contradicts with our assumptions of Theorem 2.2 and completes the proof of the lemma.

We have verified that the operator $A$, defined by (2.11) satisfies all the assumptions of Theorem 2.1. Consequently, (2.23) follows from Theorem 2.1. This is the end of the proof of Theorem 2.2.

## 5. Bifurcation of solutions for $m>2$.

We consider in this section the bifurcation of solutions of the problem ((1.2), (1.3)) for the case of the Banach space $W_{0}^{1, m}(\Omega), m>2$. We first assume that the functions $\rho(u), a_{\alpha}\left(x, \xi^{\prime}\right)(|\alpha|=1), a_{0}(x, \xi)$ satisfy (1.9) and Conditions i), ii) of Section 1. Let the operators $A, C$ be defined by (1.14), (1.16) and let $\lambda_{0}$ be some real number. We assume that, for some $\delta_{0}>0$, zero is an isolated critical point of the operator $A+\lambda C$ for every $\lambda$ from the interval $\left(\lambda_{0}-\delta_{0}, \lambda_{0}+\delta_{0}\right)$. If this is not the case, then $\lambda_{0}$ would be a bifurcation point. Taking into account Theorem 1.1 and Definition 2.2 we can define the index $\operatorname{Ind}(A+\lambda C, 0)$ of the operator $A+\lambda C$ at zero for $\left|\lambda-\lambda_{0}\right|<\delta_{0}$.

Let

$$
\begin{equation*}
\bar{i}_{ \pm}\left(\lambda_{0}\right)=\limsup _{\lambda \rightarrow \lambda_{0} \pm} \operatorname{Ind}(A+\lambda C, 0), \quad \underline{i}^{ \pm}\left(\lambda_{0}\right)=\liminf _{\lambda \rightarrow \lambda_{0} \pm} \operatorname{Ind}(A+\lambda C, 0) . \tag{5.1}
\end{equation*}
$$

Theorem 5.1. Assume that Conditions i), ii) of Section 1 and (1.9) are satisfied and assume that at least two of the numbers

$$
\begin{equation*}
\underline{i}^{-}\left(\lambda_{0}\right), \quad \underline{i}^{+}\left(\lambda_{0}\right), \quad \dot{i}_{-}\left(\lambda_{0}\right), \quad \dot{i}_{+}\left(\lambda_{0}\right), \quad \operatorname{Ind}\left(A+\lambda_{0} C, 0\right) \tag{5.2}
\end{equation*}
$$

are distinct for the operators $A, C$ defined by (1.14), (1.16), respectively. Then $\lambda_{0}$ is a bifurcation point of the problem ((1.2), (1.3)).

The assertion of Theorem 5.1 follows immediately from Theorem 5.1 of the paper (6].

Now, we will establish a necessary condition for the bifurcation point in terms of the linearized boundary value problem. We assume that the coefficients of the equation (1.2) satisfy Conditions $\rho$ ), $a_{1}$ ), $a_{2}$ ) of Section 2 and introduce the operators $A^{\prime}$ : $W_{0}^{1, m}(\Omega) \rightarrow\left[W_{0}^{1, m}(\Omega)\right]^{*}, C^{\prime}: W_{0}^{1, m}(\Omega) \rightarrow\left[W_{0}^{1, m}(\Omega)\right]^{*}$ by

$$
\begin{gather*}
\left\langle A^{\prime} u, \phi\right\rangle=\sum_{|\alpha|=|\beta|=1} \int_{\Omega}\left[\rho^{2}(0) \delta_{\alpha \beta}+a_{\alpha \beta}^{(0)}(x)\right] \mathscr{D}^{\beta} u \mathscr{D}^{\alpha} \phi d x  \tag{5.3}\\
\left\langle C^{\prime} u, \phi\right\rangle=\sum_{|\alpha| \leq 1} \int_{\Omega} a_{0 \alpha}^{(0)}(x) \mathscr{D}^{\alpha} u \phi(x) d x, \tag{5.4}
\end{gather*}
$$

where

$$
a_{\alpha \beta}^{(0)}(x)=a_{\alpha \beta}(x, 0), \quad a_{\alpha \beta}(x, \xi)=\frac{\partial}{\partial \xi_{\beta}} a_{\alpha}(x, \xi),
$$

$\delta_{\alpha \beta}=1$ for $\alpha=\beta$ and $\delta_{\alpha \beta}=0$ otherwise.

From (2.12) we have

$$
\begin{equation*}
\left\langle A^{\prime} u, u\right\rangle \geq v_{0}\|u\|_{1,2}^{2}, \quad u \in W_{0}^{1, m}(\Omega), \tag{5.5}
\end{equation*}
$$

where $v_{0}$ is a positive constant independent of $u$. As in the proof of Lemma 4.3, we see that the operator

$$
\begin{equation*}
T=-\left(A^{\prime}\right)^{-1} C^{\prime}: W_{0}^{1, m}(\Omega) \rightarrow W_{0}^{1, m}(\Omega) \tag{5.6}
\end{equation*}
$$

is well defined and compact.
We introduce the linearized equation

$$
\begin{equation*}
\sum_{|\alpha|=|\beta|=1} \mathscr{D}^{\alpha}\left\{\left[\rho^{2}(0) \delta_{\alpha \beta}+a_{\alpha \beta}^{(0)}(x)\right] \mathscr{D}^{\beta} u\right\}-\lambda \sum_{|\alpha| \leq 1} a_{0 \alpha}^{(0)}(x) \mathscr{D}^{\alpha} u, \quad x \in \Omega, \tag{5.7}
\end{equation*}
$$

and define a pair $\left\{\lambda_{0}, u_{0}\right\} \in \boldsymbol{R} \times W_{0}^{1, m}(\Omega)$ to be a "solution" of the problem ((5.7), (1.3)) if $A^{\prime} u_{0}+\lambda C^{\prime} u_{0}=0$.

Definition 5.1. A number $\lambda_{0} \in \boldsymbol{R}$ is said to be a "characteristic value" of the problem ((5.7), (1.3)) if there exists a solution $\left\{\lambda_{0}, u_{0}\right\}$ of this problem such that $u_{0} \neq 0$.

Definition 5.2. The "multiplicity" of the characteristic value $\lambda_{0}$ of the problem $((5.7),(1.3))$ is the multiplicity of the characteristic value $\lambda_{0}$ of the operator $T$ defined by (5.6).

We note that the characteristic values of the problem ((5.7), (1.3)) and the operator $T$ coincide.

Lemma 5.1. Assume that the coefficients $\rho(u), a_{\alpha}\left(x, \xi^{\prime}\right)(|\alpha|=1), a_{0}(x, \xi)$ of the equation (1.2) satisfy the relevant conditions $\left.\rho), a_{1}\right), a_{2}$ ) of Section 2. Let $\left[\lambda_{1}, \lambda_{2}\right]$ be a closed interval which does not contain any characteristic values of the problem ((5.7), (1.3)). Then there exists a positive number $\varepsilon$, depending only on $\lambda_{1}, \lambda_{2}$, such that for every $\lambda \in\left[\lambda_{1}, \lambda_{2}\right]$ the boundary value problem ((1.2), (1.3)) has only the zero solution in the ball $B_{\varepsilon}(0) \subset W_{0}^{1, m}(\Omega)$.

The proof of this lemma is similar to that of Lemma 4.4. It is therefore omitted.
Theorem 5.2. Assume that Conditions $\rho$ ), $a_{1}$ ), $a_{2}$ ) of Section 2 are satisfied by the coefficients of the equation (1.2). A necessary condition that $\lambda_{0}$ be a bifurcation point of the problem $((1.2),(1.3))$ is that $\lambda_{0}$ is a characteristic value of the problem ((5.7), (1.3)).

Proof. Assume that $\lambda_{0}$ is not a characteristic value of the problem ((5.7), (1.3)). We need to show that $\lambda_{0}$ is not a bifurcation point of the problem ((1.2), (1.3)). We know that the characteristic values of the problem (5.7), (1.3)) and the operator $T$ coincide and that the set of characteristic values of the compact operator $T$ is discrete. Consequently, there exists $\delta_{1}>0$ such that some interval $\left(\lambda_{0}-\delta_{1}, \lambda_{0}+\delta_{1}\right)$ contains no characteristic values of the problem ((1.2), (1.3)). Thus, by Lemma 5.1, there is some ball $B_{\varepsilon_{1}}(0) \subset W_{0}^{1, m}(\Omega)$ which contains only the zero solution of the boundary value problem ((1.2), (1.3)) for $\left|\lambda-\lambda_{0}\right| \leq \delta_{1}$. This says that $\lambda_{0}$ is not a bifurcation point of the problem ((1.2), (1.3)) and completes the proof of Theorem 5.2.

Theorem 5.3. Assume that the conditions of Theorem 5.2 are satisfied and let $\lambda_{0}$ be a characteristic value of the problem ((5.7), (1.3)) of odd multiplicity. Then $\lambda_{0}$ is a bifurcation point of the problem ((1.2), (1.3)).

Proof. Choose a positive number $\delta_{1}$ such that the interval $\left(\lambda_{0}-\delta_{1}, \lambda_{0}+\delta_{1}\right)$ contains only one characteristic value of the operator $T$ which is defined by (5.6). Let $\lambda_{-}, \lambda_{+}$be arbitrary numbers from the intervals $\left(\lambda_{0}-\delta_{1}, \lambda_{0}\right)$, $\left(\lambda_{0}, \lambda_{0}+\delta_{1}\right)$, respectively. Then the operators $A_{-}=A+\lambda_{-} C, A_{+}=A+\lambda_{+} C$ satisfy all the assumptions on $A$ of Theorem 2.2. Thus, by that theorem,

$$
\begin{equation*}
\operatorname{Ind}\left(A_{-}, 0\right)=(-1)^{v_{-}}, \quad \operatorname{Ind}\left(A_{+}, 0\right)=(-1)^{v_{+}}, \tag{5.8}
\end{equation*}
$$

where $v_{ \pm}$is the sum of the multiplicities of the characteristic values of the operator $T$ on the interval $\left(0, \lambda_{ \pm}\right)$. If $v_{0}$ is the multiplicity of the characteristic value $\lambda_{0}$, then $v_{+}=$ $v_{-}+v_{0}$ and, by the condition of the theorem, we have from (5.8)

$$
\begin{equation*}
\operatorname{Ind}\left(A+\lambda_{-} C, 0\right)=-\operatorname{Ind}\left(A+\lambda_{+} C, 0\right) \tag{5.9}
\end{equation*}
$$

for any $\lambda_{-} \in\left(\lambda_{0}-\delta_{1}, \lambda_{0}\right), \lambda_{+} \in\left(\lambda_{0}, \lambda_{0}+\delta_{1}\right)$.
From (5.9) we have

$$
\lim _{\lambda \rightarrow \lambda_{0}-} \operatorname{Ind}(A+\lambda C, 0)=-\lim _{\lambda \rightarrow \lambda_{0}+} \operatorname{Ind}(A+\lambda C, 0)
$$

and the assertion of Theorem 5.3 follows from Theorem 5.1.

## 6. Bifurcation of solutions for $m=2$.

We formulate first a result about the computation of the index of a critical point for abstract operators in the case of a real separable Hilbert space $H$ instead of the Banach space $X$. We denote by $\langle\cdot, \cdot\rangle$ the scalar product in the space $H$. The conditions $A_{1}$ ), $\left.\left.\left.\left.A_{2}\right), A^{\prime}\right), A_{0}\right), \omega\right), C$, which we will use below, are given in Sections $1,2$.

Theorem 6.1. Let $H$ be a real separable Hilbert space and let $A: H \supset D(A) \rightarrow H$ satisfy (2.8), Conditions $\left.A_{1}\right), A_{2}$ ) and be such that $0 \in D(A) \cap D_{0}, A(0)=0$. Assume that there exist a bounded linear operator $A^{\prime}: H \rightarrow H$ and compact linear operators $\Gamma_{0}: H \rightarrow$ $H, \Gamma: H \rightarrow H$ such that

$$
\begin{gathered}
\left\langle\left(A+\Gamma_{0}\right) u, u\right\rangle \geq c\|u\|^{2}, \quad u \in D(A), \quad\|u\| \leq 1, \\
\left\langle\left(A^{\prime}+\Gamma\right) u, u\right\rangle \geq c\|u\|^{2}, \quad u \in H
\end{gathered}
$$

where $c$ is a positive constant. Assume that the equation $A^{\prime} u=0$ has only the zero solution and the condition $\omega$ ) is satisfied with $A_{0} u=\|u\| A^{\prime} u$. Then zero is an isolated critical point of the operator $A$ and its index equals $(-1)^{v}$, where $v$ is the sum of the multiplicities of the characteristic values of the operator $T=\left(A^{\prime}+\Gamma\right)^{-1} \Gamma$ lying in the interval $(0,1)$.

Proof. We note that from the second inequality in (6.1) it follows that the operator $\left(A^{\prime}+\Gamma\right)^{-1} \Gamma$ is well defined on all of $H$ and compact. Similarly, the operator $A_{0}: H \rightarrow H$, defined by $A_{0} u=\|u\| A^{\prime} u$, satisfies the condition $A_{0}$ ). We are going to
verify that the conclusion of Theorem 6.1 follows from that of Theorem 2.1. From (6.1) we have the boundedness of the operator $\left(A^{\prime}+\Gamma\right)^{-1}: H \rightarrow H$ and, consequently, Condition 1) of Theorem 2.1 is satisfied.

Let us verify that Condition 2) of Theorem 2.1 is satisfied. From the choice of $A_{0}$ and the conditions for the operator $A^{\prime}$ we have that the set $Z_{1}^{\prime \prime}$, defined by (2.10), is empty. Let $\left\{t_{j}\right\},\left\{u_{j}\right\}$ be two sequences such that $t_{j} \in[0,1], u_{j} \in D(A)$ and

$$
\begin{equation*}
t_{j} A u_{j}+\left(1-t_{j}\right)\left(A_{0} u_{j}+A^{\prime} u_{j}\right)=0, \quad 0<\left\|u_{j}\right\| \leq 1 . \tag{6.2}
\end{equation*}
$$

We may assume that the sequence $v_{j}=u_{j} /\left\|u_{j}\right\|$ converges weakly to some $v_{0}$. From (6.1), (6.2) we have

$$
c\left[t_{j}+\left(1-t_{j}\right)\left(\left\|u_{j}\right\|+1\right)\right]\left\|u_{j}\right\|^{2} \leq t_{j}\left\langle\Gamma_{0} u_{j}, u_{j}\right\rangle+\left(1-t_{j}\right)\left(\left\|u_{j}\right\|+1\right)\left\langle\Gamma u_{j}, u_{j}\right\rangle
$$

which says that $v_{0} \neq 0$. This establishes the validity of Condition 2) of Theorem 2.1 and finishes the proof of Theorem 6.1.

Throughout this and the following sections we assume that $\Omega$ is an open and bounded subset of $\boldsymbol{R}^{n}$. Before we state and prove the index result of this section, we go over some auxiliary facts and assumptions. The operator $A: W_{0}^{1,2}(\Omega) \supset D(A) \rightarrow$ $W_{0}^{1,2}(\Omega)$ is defined by

$$
\begin{equation*}
\langle A u, \phi\rangle=\int_{\Omega}\left\{\rho^{2}(u) \sum_{|\alpha|=1} \mathscr{D}^{\alpha} u \mathscr{D}^{\alpha} \phi+\sum_{|\alpha| \leq 1} a_{\alpha}\left(x, u, \mathscr{D}^{1} u\right) \mathscr{D}^{\alpha} \phi\right\} d x \tag{6.3}
\end{equation*}
$$

where

$$
\begin{equation*}
D(A)=\left\{u \in W_{0}^{1,2}(\Omega): \rho^{2}(u) \mathscr{D}^{\alpha} u \in L_{2}(\Omega) \text { for }|\alpha|=1\right\} \tag{6.4}
\end{equation*}
$$

We assume the following conditions.
$\tilde{\rho}) \rho: \boldsymbol{R} \rightarrow \boldsymbol{R}$ is continuous and satisfies (1.6);
$\left.\tilde{a}_{1}\right)$ the real valued functions $a_{\alpha}(x, \xi),|\alpha| \leq 1$, are defined on $\bar{\Omega} \times \boldsymbol{R}^{n+1}$ and are measurable with respect to $x$ and continuously differentiable with respect to $\xi$; moreover, $a_{\alpha}(x, 0)=0$, for $x \in \Omega,|\alpha|=1$;
$\tilde{a}_{2}$ ) there exist positive constants $v_{1}, v_{2}$ such that for $x \in \bar{\Omega}, \xi \in \boldsymbol{R}^{n+1}, \eta_{\alpha} \in \boldsymbol{R}$ the inequalities

$$
\begin{equation*}
\sum_{|\alpha|=|\beta|=1} a_{\alpha \beta}(x, \xi) \eta_{\alpha} \eta_{\beta} \geq v_{1} \sum_{|\alpha|=1} \eta_{\alpha}^{2}, \tag{6.5}
\end{equation*}
$$

and

$$
\sum_{|\alpha|,|\beta| \leq 1}\left|a_{\alpha \beta}(x, \xi)\right| \leq v_{2}
$$

hold, where $a_{\alpha \beta}(x, \xi)=\left(\partial / \partial \xi_{\beta}\right) a_{\alpha}(x, \xi)$.
We introduce a linear operator $A^{\prime}: W_{0}^{1,2}(\Omega) \rightarrow W_{0}^{1,2}(\Omega)$ by (2.15). As in Section 2, we define an operator $\Gamma: W_{0}^{1,2}(\Omega) \rightarrow W_{0}^{1,2}(\Omega)$ by (2.17) and then establish (2.18).

Using Condition $\tilde{a}_{2}$ ), it is easy to verify the estimate

$$
\begin{equation*}
\left\langle\left(A+\Gamma_{0}\right) u, u\right\rangle \geq \kappa_{1}\|u\|_{1,2}^{2}, \quad u \in D(A) \tag{6.6}
\end{equation*}
$$

where $\kappa_{1}>0$ and

$$
\left\langle\Gamma_{0} u, \phi\right\rangle=\gamma_{0} \int_{\Omega} u(x) \phi(x) d x
$$

with the constant $\gamma_{0}$ sufficiently large. From the compactness of the embedding $W_{0}^{1,2}(\Omega) \subset L_{2}(\Omega)$ we have that the operators $\Gamma, \Gamma_{0}$ are compact. As in Lemma 5.3, we can verify that the operator

$$
\begin{equation*}
T=\left(A^{\prime}+\Gamma\right)^{-1} \Gamma: W_{0}^{1,2}(\Omega) \rightarrow W_{0}^{1,2}(\Omega) \tag{6.7}
\end{equation*}
$$

is well defined and compact.
We consider the linearized equation

$$
\begin{equation*}
\sum_{|\alpha|,|\beta| \leq 1}(-1)^{|\alpha|} \mathscr{D}^{\alpha}\left\{\left[\rho^{2}(0) \delta_{\alpha \beta}+a_{\alpha \beta}^{(0)}(x)\right] \mathscr{D}^{\beta} u\right\}+\lambda \gamma u=0 \tag{6.8}
\end{equation*}
$$

with the same $\delta_{\alpha \beta}, a_{\alpha \beta}^{(0)}$ as in (2.15). In view of Definitions 2.3, 2.4, we define analogously the characteristic value and the multiplicity of the characteristic value of the problem ((6.8), (1.3)).

Theorem 6.2. Assume that Conditions $\left.\tilde{\rho}), \tilde{a}_{1}\right), \tilde{a}_{2}$ ) are satisfied and that the equation (6.8) has only the zero solution in $W_{0}^{1,2}(\Omega)$ for $\lambda=0$. Then the index of the operator $A$, defined by (6.3), is computed by the formula

$$
\begin{equation*}
\operatorname{Ind}(A, 0)=(-1)^{v} \tag{6.9}
\end{equation*}
$$

where $v$ is the sum of the multiplicities of the characteristic values of the problem ((6.8), $(1.3))$ lying in the interval $(0,1)$.

Proof. We need to prove that the operator $A$, defined by (6.3), satisfies all the conditions of Theorem 6.1. The inequality (2.8) follows immediately from Lemma 4.1, while the inequalities (6.1) follow from (2.18) and (6.6).

We need to check only Condition $\omega$ ). Let $\left\{u_{j}\right\} \subset D(A),\left\{t_{j}\right\} \subset[0,1]$ be such that

$$
\begin{equation*}
t_{j} A u_{j}+\left(1-t_{j}\right)\left[A_{0} u_{j}+A^{\prime} u_{j}\right]=0, \quad 0<\left\|u_{j}\right\|_{1,2}<\frac{1}{j}, \quad t_{j} \rightarrow t_{0} \tag{6.10}
\end{equation*}
$$

for some $t_{0} \in[0,1]$. The function $u_{j}(x)$ satisfies the following integral identity:

$$
\begin{align*}
& \int_{\Omega}\left\{t_{j}\left[\sum_{[\alpha \mid \leq 1} a_{\alpha}\left(x, u_{j}, \mathscr{D}^{1} u_{j}\right) \mathscr{D}^{\alpha} \phi(x)+\sum_{|\alpha|=1} \rho^{2}\left(u_{j}\right) \mathscr{D}^{\alpha} u_{j}(x) \mathscr{D}^{\alpha} \phi(x)\right] d x\right.  \tag{6.11}\\
& \left.\quad+\left(1-t_{j}\right)\left(1+\left\|u_{j}\right\|_{1,2}\right) \sum_{|\alpha|,|\beta| \leq 1}\left[\rho^{2}(0) \delta_{\alpha \beta}+a_{\alpha \beta}^{(0)}(x)\right] \mathscr{D}^{\beta} u_{j} \mathscr{D}^{\alpha} \phi(x)\right\} d x \\
& \quad=0
\end{align*}
$$

for every $\phi \in W_{0}^{1,2}(\Omega)$. It is well known that Condition $\tilde{a}_{2}$ ) guarantees the boundedness of the function $u_{j}(x)$ (see [8, Chapter 4, Section 7]). We estimate the maximum of $\left|u_{j}(x)\right|$. Letting $\phi(x)=\left|u_{j}(x)\right|^{r} u_{j}(x)$ in (6.11) with $r \geq 0$ and repeating standard calculations we obtain the inequality

$$
\begin{equation*}
\int_{\Omega}\left|u_{j}(x)\right|^{2}\left|\mathscr{D}^{1} u_{j}(x)\right|^{2} d x \leq \kappa_{2}(1+r) \int_{\Omega}\left|u_{j}(x)\right|^{2+r} d x \tag{6.12}
\end{equation*}
$$

where the constant $\kappa_{2}$ is independent of $j, r$. Thus, from (6.10), (6.12) and Lemma 3.1 we have

$$
\begin{equation*}
\max \left\{\left|u_{j}(x)\right|: x \in \Omega\right\} \rightarrow 0 \quad \text { as } j \rightarrow \infty \tag{6.13}
\end{equation*}
$$

For $\phi \in W_{0}^{1,2}(\Omega)$ we have

$$
\begin{align*}
& \left\langle\left\|u_{j}\right\|_{1,2}^{-1}\left[A u_{j}-A^{\prime} u_{j}\right], \phi\right\rangle=\int_{\Omega}\left\{\sum_{|\alpha|=1}\left[\rho^{2}\left(u_{j}\right)-\rho^{2}(0)\right] \mathscr{D}^{\alpha} v_{j}(x) \mathscr{D}^{\alpha} \phi(x)\right.  \tag{6.14}\\
& \left.\quad+\sum_{|\alpha|,|\beta| \leq 1} \int_{0}^{1}\left[a_{\alpha \beta}\left(x, s u_{j}, s \mathscr{D}^{1} u_{j}\right)-a_{\alpha \beta}(x, 0)\right] \mathscr{D}^{\beta} v_{j}(x) \mathscr{D}^{\alpha} \phi(x) d s\right\} d x
\end{align*}
$$

where $v_{j}(x)=u_{j}(x) /\left\|u_{j}\right\|_{1,2}^{-1}$, and the convergence of the right-hand side of (6.14) to zero follows from (6.10), (6.13), Conditions $\left.\left.\tilde{\rho}), \tilde{a}_{1}\right), \tilde{a}_{2}\right)$ and the continuity of the Nemytskii operator. We have shown the convergence in (2.4) and the proof is complete.

Now, we consider the bifurcation of the solutions of the boundary value problem ((1.2), (1.3)) when the coefficients of the equation (1.3) satisfy the conditions $\left.\tilde{\rho}), \tilde{a}_{1}\right)$, $\tilde{a}_{2}$ ). We introduce the operators $A^{\prime}: W_{0}^{1,2}(\Omega) \rightarrow W_{0}^{1,2}(\Omega), C^{\prime}: W_{0}^{1,2}(\Omega) \rightarrow W_{0}^{1,2}(\Omega)$ and $T: W_{0}^{1,2}(\Omega) \rightarrow W_{0}^{1,2}(\Omega)$ by (5.3), (5.4) and (5.6), respectively, and define a linearized equation in accordance with (5.7). Note that the inequality (5.5) for the operator $A^{\prime}$ is satisfied. We maintain the validity of Definitions [5.1, 5.2 for the boundary value problem ((5.7), (1.3)) under consideration.

Theorem 6.3. Assume that the coefficients $\rho(u), a_{\alpha}\left(x, \xi^{\prime}\right)(|\alpha|=1), a_{0}(x, \xi)$ of the equation (1.2) satisfy the relevant conditions $\left.\tilde{\rho}), \tilde{a}_{1}\right), \tilde{a}_{2}$ ) and let $\lambda_{0}$ be a bifurcation point of the problem ((1.2), (1.3)). Then $\lambda_{0}$ is a characteristic value of the problem (5.7), (1.3).

Proof. Let $\left\{\lambda_{j}, u_{j}\right\}$ be a sequence of solutions of the problem ((1.2), (1.3)) with

$$
\begin{equation*}
\lambda_{j} \rightarrow \lambda_{0}, \quad\left\|u_{j}\right\|_{1,2} \rightarrow 0, \quad u_{j} \neq 0 \tag{6.15}
\end{equation*}
$$

The function $u_{j}(x)$ satisfies the following integral identity:

$$
\begin{align*}
& \sum_{|\alpha|=1} \int_{\Omega}\left\{\rho^{2}\left(u_{j}\right) \mathscr{D}^{\alpha} u_{j}+a_{\alpha}\left(a, \mathscr{D}^{1} u_{j}\right)\right\} \mathscr{D}^{\alpha} \phi(x) d x  \tag{6.16}\\
& \quad+\lambda_{j} \int_{\Omega} a_{0}\left(u, u_{j}, \mathscr{D}^{1} u_{j}\right) \phi d x=0, \quad \phi \in W_{0}^{1,2}(\Omega)
\end{align*}
$$

We let $\phi=u_{j}$ above and obtain, after some standard calculations,

$$
\begin{equation*}
\left\|u_{j}\right\|_{1,2} \leq \kappa_{3}\left\|u_{j}\right\|_{2}, \tag{6.17}
\end{equation*}
$$

with the constant $k_{3}$ independent of $j$. We may thus assume that the sequence $v_{j}(x)=$ $u_{j}(x) /\left\|u_{j}\right\|_{2}$ converges weakly in $W_{0}^{1,2}(\Omega)$ to $v_{0}(x)$ and $v_{0} \neq 0$ by virtue of (6.17). As in the proof of Theorem 6.2, we can establish that (6.13) holds for the sequence $u_{j}(x)$. From (6.16) we have

$$
\begin{gather*}
\sum_{|\alpha|=1} \int_{\Omega}\left\{\rho^{2}\left(u_{j}\right) \mathscr{D}^{\alpha} v_{j}+\sum_{|\beta|=1} \int_{0}^{1} a_{\alpha \beta}\left(x, s \mathscr{D}^{1} u_{j}\right) \mathscr{D}^{\beta} v_{j} d s\right\} \mathscr{D}^{\alpha} \phi(x) d x  \tag{6.18}\\
\quad+\lambda_{j} \sum_{|\alpha| \leq 1} \int_{\Omega} \int_{0}^{1} a_{0 \alpha}\left(x, s u_{j}, s \mathscr{D}^{1} u_{j}\right) \mathscr{D}^{\alpha} v_{j}(x) \phi(x) d s d x=0 .
\end{gather*}
$$

Using (6.13) and (6.15) we can pass to the limit in (6.18) to obtain that $\left\{\lambda_{0}, v_{0}\right\}$ is a solution of the problem ((5.7), (1.3)). Taking into account that $v_{0} \neq 0$, we see that the proof of the theorem is complete.

Theorem 6.4. Assume that the conditions of Theorem 6.3 are satisfied and let $\lambda_{0}$ be a characteristic value of the problem ((5.7), (1.3)) of odd multiplicity. Then $\lambda_{0}$ is a bifurcation point of the problem ((1.2), (1.3)).

The proof follows from Theorem 6.2 by repeating the arguments of the proof of Theorem 5.3.

## 7. Bifurcation of unbounded solutions.

In this section we demonstrate the possibility to study the bifurcation problem for the equation (1.2) even if the solutions of the problem ((1.2), (1.3)) are unbounded. We consider the case of the Hilbert space $W_{0}^{1,2}(\Omega)$ and let, for simplicity, $a_{0}(a, \xi)$ be the linear function defined by

$$
\begin{equation*}
a_{0}(x, \xi)=\sum_{|\alpha| \leq 1} q_{\alpha}(x) \xi_{\alpha}, \tag{7.1}
\end{equation*}
$$

where

$$
\begin{equation*}
q_{\alpha} \in L_{n}(\Omega) \quad \text { for }|\alpha|=1, \quad q_{0}(x) \in L_{n / 2}(\Omega) \tag{7.2}
\end{equation*}
$$

It is known that the solutions of the problem ((1.2), (1.3)) can be unbounded under the assumptions (7.1), (7.2) (see, e.g., [8, Chapter 1, Section 2]).

In order to study the bifurcation problem with the function $a_{0}(x, \xi)$, defined by (7.1), (7.2), we will use a weak variant of Condition $\omega$ ) that is suggested from a careful examination of the proof of Theorem 2.1 in [6].

Remark 7.1. Assume that all the conditions of Theorem 2.1 are satisfied, except Condition $\omega$ ). Then the conclusion of this theorem is true if the following modified condition $\tilde{\omega}$ is satisfied:
$\tilde{\omega})$ there exists a positive number $\varepsilon$ such that for every sequence $\left\{u_{j}\right\}$ such that $u_{j} \in$ $Z_{\varepsilon}^{\prime}\left(t_{j}\right), u_{j} \rightarrow 0$ we have

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \frac{t_{j}}{\left\|u_{j}\right\|}\left\langle A u_{j}-A^{\prime} u_{j}, v\right\rangle=0 \tag{7.3}
\end{equation*}
$$

for each $v \in L$, where, for $t \in[0,1]$,

$$
\begin{equation*}
Z_{\varepsilon}^{\prime}(t)=\left\{u \in D(A): t A u+(1-t)\left(A_{0} u+A^{\prime} u\right)=0,0<\|u\| \leq \varepsilon\right\} . \tag{7.4}
\end{equation*}
$$

Define a linear operator $C: W_{0}^{1,2}(\Omega) \rightarrow W_{0}^{1,2}(\Omega)$ by

$$
\begin{equation*}
\langle C u, \phi\rangle=\sum_{|\alpha| \leq 1} \int_{\Omega} q_{\alpha}(x) \mathscr{D}^{\alpha} u(x) \phi(x) d x \tag{7.5}
\end{equation*}
$$

where $q_{\alpha}(x)$ satisfies (7.2).
Lemma 7.1. Assume that $n>2$ and (7.2) is satisfied. Then the operator $C$, defined by (7.5), is compact.

Proof. We only check that if $\left\{u_{j}\right\},\left\{\phi_{j}\right\} \subset W_{0}^{1,2}(\Omega)$ converge weakly to $u_{0}, \phi_{0}$, respectively, then we have

$$
\begin{equation*}
\lim _{j \rightarrow \infty}\left\langle C u_{j}, \phi_{j}\right\rangle=\left\langle C u_{0}, \phi_{0}\right\rangle . \tag{7.6}
\end{equation*}
$$

By Hölder's inequality, we estimate

$$
\begin{align*}
\left|\left\langle C u_{j}, \phi_{j}-\phi_{0}\right\rangle\right| \leq & \kappa_{4}\left\|u_{j}\right\|_{1,2}\left\{\sum_{|\alpha|=1}\left[\int_{\Omega}\left|q_{\alpha}(x)\left[\phi_{j}(x)-\phi_{0}(x)\right]^{2}\right| d x\right]\right.  \tag{7.7}\\
& \left.+\left[\int_{\Omega}\left|q_{0}(x)\left[\phi_{j}(x)-\phi_{0}(x)\right]\right|^{p_{0}} d x\right]^{1 / p_{0}}\right\}
\end{align*}
$$

where $p_{0}=2 n /(n+2)$ and $\kappa_{4}$ is a constant independent of $j$. From the embedding theorem we have that the sequences $\left\{q_{\alpha}(x)\left[\phi_{j}(x)-\phi_{0}(x)\right]\right\},|\alpha| \leq 1$, converge to zero in measure as $j \rightarrow \infty$. Using (7.2) and Hölder's inequality we obtain that the integrals in the right-hand side of (7.7) are uniformly absolutely continuous. Consequently, the right-hand side of (7.7) tends to zero as $j \rightarrow \infty$. Thus, (7.6) is true and the proof is complete.

Lemma 7.2. Assume that $n>2$ and that the functions $\rho(u), a_{\alpha}(x, \xi)(|\alpha|=1)$ satisfy the conditions $\left.\tilde{\rho}), \tilde{a}_{1}\right), \tilde{a}_{2}$ ) of Section 6. Assume that the function $a_{0}(x, \xi)$ satisfies Conditions (7.1), (7.2). Let $A, A^{\prime}, C$ be the operators defined by (1.14), (5.3) and (7.5), respectively. Then for every $\lambda \in \boldsymbol{R}$ the operators $\tilde{A}=A+\lambda C, \tilde{A}^{\prime}=A^{\prime}+\lambda C$ and $\tilde{A}_{0}$ (defined by $\tilde{A}_{0} u=\|u\|_{1,2} A^{\prime} u$ ) satisfy Condition $\tilde{\omega}$ ) with $\varepsilon=1$.

Proof. Let $\left\{u_{j}\right\} \subset W_{0}^{1,2}(\Omega)$ be such that

$$
\begin{equation*}
\int_{\Omega} \rho^{2}\left(u_{j}\right)\left|\mathscr{D}^{1} u_{j}\right|^{2} d x<+\infty, \quad\left\|u_{j}\right\|_{1,2} \rightarrow 0, \quad 0<\left\|u_{j}\right\|_{1,2} \leq 1 \tag{7.8}
\end{equation*}
$$

and, for some $t_{j} \in[0,1]$ and every $\phi \in W_{0}^{1,2}(\Omega)$,

$$
\begin{align*}
& \int_{\Omega}\left\{t_{j} \sum_{|\alpha|=1}\left(\rho^{2}\left(u_{j}\right) \mathscr{D}^{\alpha} u_{j}+a_{\alpha}\left(x, \mathscr{D}^{1} u_{j}\right)\right) \mathscr{D}^{\alpha} \phi\right.  \tag{7.9}\\
& \quad+\left(1-t_{j}\right) \sum_{|\alpha|=|\beta|=1}\left(1+\left\|u_{j}\right\|_{1,2}\right)\left(\rho^{2}(0) \delta_{\alpha \beta}+a_{\alpha \beta}^{(0)}(x)\right) \mathscr{D}^{\beta} u_{j} \mathscr{D}^{\alpha} \phi \\
& \left.\quad+\lambda \sum_{|\alpha| \leq 1} q_{\alpha}(x) \mathscr{D}^{\alpha} u_{j} \phi\right\} d x=0 .
\end{align*}
$$

From (7.9) with $\phi=u_{j}$ we have

$$
\begin{equation*}
t_{j} \int_{\Omega} \rho^{2}\left(u_{j}\right)\left|\mathscr{D}^{1} u_{j}\right|^{2} d x \leq \kappa_{5}\left\|u_{j}\right\|_{1,2}^{2} \tag{7.10}
\end{equation*}
$$

Using the notation (4.3) and the inequalities (4.4) and (7.10) we have

$$
\begin{equation*}
t_{j}^{p / 2} \int_{\Omega}\left|\tilde{\rho}\left(u_{j}\right)\right|^{p} d x \leq \kappa_{6}\left\|u_{j}\right\|_{1,2}^{p} . \tag{7.11}
\end{equation*}
$$

For $\phi \in C_{0}^{\infty}(\Omega)$ we have

$$
\begin{align*}
t_{j}\left\|u_{j}\right\|_{1,2}^{-1} & \left\langle\tilde{A} u_{j}-\tilde{A}^{\prime} u_{j}, \phi\right\rangle  \tag{7.12}\\
= & t_{j}\left\|u_{j}\right\|_{1,2}^{-1} \int_{\Omega} \sum_{|\alpha|=1}\left[\rho^{2}\left(u_{j}\right)-\rho^{2}(0)\right] \mathscr{D}^{\alpha} u_{j}(x) \mathscr{D}^{\alpha} \phi(x)+t_{j}\left\|u_{j}\right\|_{1,2}^{-1} \\
& \quad \times \sum_{|\alpha|=|\beta|=1} \int_{0}^{1} \int_{\Omega}\left[a_{\alpha \beta}\left(x, s \mathscr{D}^{1} u_{j}\right)-a_{\alpha \beta}^{(0)}(x)\right] \mathscr{D}^{\beta} u_{j}(x) \mathscr{D}^{\alpha} \phi(x) d x .
\end{align*}
$$

The convergence to zero of the second summand above follows from (7.8) and the continuity of the Nemytskii operator.

We see that the first summand of (7.12) is bounded above by

$$
\begin{align*}
\kappa_{7}\|\phi\|_{C^{1}(\bar{\Omega})} & \cdot\left\{\int_{\Omega} \frac{t_{j}}{\left\|u_{j}\right\|_{1,2}^{2}}\left|\rho^{2}\left(u_{j}\right)-\rho^{2}(0) \| \mathscr{D}^{1} u_{j}\right|^{2}\right\}^{1 / 2}  \tag{7.13}\\
& \cdot\left\{\int_{\Omega} t_{j}\left|\rho^{2}\left(u_{j}\right)-\rho^{2}(0)\right| d x\right\}
\end{align*}
$$

The first integral in (7.13) is bounded above by virtue of (7.10). The integrand in the second integral of (7.13) converges to zero in measure by virtue of (7.8) and the embedding theorem. The sequence of the second integrals in (7.13) satisfies the condition of uniform absolute continuity. This follows from the condition $\rho$ ), (7.8) and (7.11). Consequently, the right-hand side of (7.12) tends to zero and the proof of the lemma is complete.

We consider the linearized equation

$$
\begin{equation*}
\sum_{|\alpha|=|\beta|=1} \mathscr{D}^{\alpha}\left\{\left[\rho^{2}(0) \delta_{\alpha \beta}+a_{\alpha \beta}^{(0)}(x)\right] \mathscr{D}^{\beta} u\right\}-\lambda \sum_{|\alpha| \leq 1} q_{\alpha}(x) \mathscr{D}^{\alpha} u=0, \quad x \in \Omega . \tag{7.14}
\end{equation*}
$$

Using Lemmas 7.1, 7.2 and Remark 7.1 we establish the following results in a manner analogous to that of Theorems 6.3 and 6.4 .

Theorem 7.1. Assume that $n>2$ and the functions $\rho(u), a_{\alpha}(x, \xi)(|\alpha|=1), a_{0}(x, \xi)$ satisfy the conditions of Lemma 7.2. Let $\lambda_{0}$ be a bifurcation point of the problem ((1.2), (1.3)). Then $\lambda_{0}$ is a characteristic value of the problem ((7.14), (1.3)).

Theorem 7.2. Assume that $n>2$ and the functions $\rho(u), a_{\alpha}(x, \xi)(|\alpha|=1), a_{0}(x, \xi)$ satisfy the conditions of Lemma 7.2. Let $\lambda_{0}$ be a characteristic value of the problem ((7.14), (1.3)) of odd multiplicity. Then $\lambda_{0}$ is a bifurcation point of the problem ((1.2), (1.3)).
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