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Abstract. In this paper, we consider the realization problem of amenable

bicategories by using AFD-bimodules. As a corollary, we can realize an amenable

standard lattice as that of an AFD II1-subfactor. This gives another proof of S. Popa's

theorem. Weak amenability of fusion algebras is also discussed.

0. Introduction.

The index theory of subfactors was begun by V. Jones in his celebrated

paper [J ]. One of the most important problems in this theory is the classi®-

cation of subfactors. In this respect, the standard invariant (or the standard

lattice) is useful and important. A. Ocneanu introduced this kind of invariants

as paragroups and announced that it is a complete invariant for isomorphism

classes of ®nite depth subfactors. The announcement was shown by S. Popa in

[P1]. Moreover, in [P2] he proved that strongly amenable subfactors are classi-

®ed by standard invariants, and recently he showed that the invariant remains

complete for amenable subfactors (see [P7]). In [P2] the notion of amenability

for subfactors was introduced by S. Popa with some equivalent conditions (also

see [P4], [P6], [P7]). In [HI ] F. Hiai and M. Izumi studied amenability by using

fusion algebras.

Another important invariant for subfactors is a tensor category. For a II1-

subfactor NHM, the bimodule NL
2�M�M generates a (graded) tensor category

and it includes all information of the standard invariant ([O1], [O2]). In [Y1],

S. Yamagami proved that tensor categories consisting of bimodules have some

rigidity which he called e-structures. In our previous paper [HY ], we studied

tensor categories by using e-structures and showed that (non-graded) amenable

C �-tensor categories can be realized by AFD-bimodules, where AFD-bimodules

mean bimodules with two-side action of AFD II1-factors. In this paper, we will

show the graded version of this theorem. This type theorem for standard lattices

was already established by S. Popa. In [P5], he proved that any given standard
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lattice can be realized by some subfactor which may be non-AFD, and he

announced that if standard lattices are amenable, they can be realized by AFD-

subfactors. We can give another proof of this theorem as a corollary of the

main result in this paper, i.e., we can construct an AFD II1-subfactor which has a

preassigned amenable standard lattice as its higher relative commutants. Here it

should be remarked that we cannot realize amenable bicategory only by applying

the theorem of [HY ]. For example, let NHM be an extremal non-AFD II1-

subfactor with ®nite index such that NFM. If NHM has amenable graphs,

its bicategory C is amenable in our sense. On the other hand, since N is

isomorphic to M, we can imbed this bicategory into some non-graded C �-tensor

category C
0. Indeed, by using an automorphism a : N ! M, N-M bimodules

can be regarded as N-N ones. Hence if it is possible to choose a so that C 0

becomes amenable in the sense of [HY ], we can realize it by AFD-bimodules as

well as the bicategory C. But it is not known whether such a choice of a is

possible or not.

This paper is organized as follows. In Section 1 we review the notion of

C �-bicategories according to [Y4]. This is a graded version of C �-tensor cat-

egory de®ned in [HY ]. A typical example of C �-bicategories is a bicategory

generated by subfactors. In Section 2 we construct commuting squares of

AFD II1-factors from a C �-bicategory C � 6
i; j A f1;2g Cij by using an ergodic

probability measure on the associated fusion algebra, and in Section 3 we

construct bimodules. These constructions are essentially same as those of [HY ],

but some di¨erences occur. For example, thanks to the ergodicity, Ay�X�

becomes a factor for any X A Object�C11�. But if X is in C12, Ay�X � may not

be a factor. (In fact, this can occur.) This corresponds to the fact that the

ergodicity of the principal graph of a subfactor does not always imply that of

dual one. This kind of examples were found by U. Haagerup ([Ha], also see

[HI, Example 8.11]). S. Popa showed in [P2] that the ergodicity of two graphs

are mutually equivalent if they are amenable. This fact holds in our situation as

well, i.e., if C is amenable, Ay�X� is a factor for any X in C12. In Section 5 this

fact is studied in detail and we show that for a probability measure n on S12, n � �n

is ergodic if and only if �n � n is ergodic under the assumption of amenability. In

Section 4 we investigate the weak amenability of fusion algebras. The notion of

weak amenability was introduced by F. Hiai and M. Izumi in [HI ] as a natural

generalization of the amenability for groups. They showed that weak ame-

nability is strictly weaker than amenability and they asked ``Find a suitable

condition under which weak amenability and amenability are equivalent.'' We

give a partial answer to this problem, i.e., it is shown that for a fusion algebra

coming from a C �-tensor category (in particular, coming from bimodules), if it

has ``amenable generators'', weak amenability and amenability are equivalent.
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1. Preliminaries and notations.

In this section, we de®ne C �-bicategories and introduce some notations. See

[M, Chap. XII, Sec. 6] for the de®nition of abstract bicategories.

1.1. C �-bicategories.

Definition 1.1.1. A category C is called a C �-bicategory if it satis®es the

following conditions:

(1) The category C is a disjoint union of categories fCijgi; j A L where L is a

set.

(2) Hom-sets are considered only for two objects in the same Cij, i.e.,

Hom�X ;Y� is de®ned if X and Y are objects in the same Cij.

(3) The category Cij is a C �-category. i.e., each hom-set Hom�X ;Y � (X ;

Y are objects in the same Cij) is a Banach space and there exists a *-operation

� : Hom�X ;Y� C f 7! f �
A Hom�Y ;X � such that k f � f k � k f k2 and � f ��� � f .

In particular, End�X � � Hom�X ;X � is a C �-algebra.

(4) For each i; j; k A L, there exist a *-preserving bivariant functor

n : Cij � Cjk ! Cik and natural families of unitary isomorphisms faX ;Y ;Z :

�X nY �nZ ! X n �Y nZ�g (called associativity) which satisfy the following

pentagonal identity:

��X nY�nZ�nW ���!
a

�X nY�n �ZnW� bbbbb �X nY�n �ZnW�

an1

?
?
?
y

?
?
?
y
a

�X n �Y nZ��nW ���!
a

X n ��Y nZ�nW� ���!
1na

X n �Y n �ZnW��:

(5) For each i A L, there exist an object Ii in Cii (called the unit object) and

natural families of unitary isomorphisms flX : Ii nX 7! X where X in Cijg,

frX : X n Ij 7! X where X in Cijg (called left and right unit constraints re-

spectively) satisfying the triangle identity as follows:

�X n Ii�nY ���!
a

X n �Ii nY�

rXn1Y

?
?
?
y

?
?
?
y
1XnlY

X nY bbbbb X nY :

In the rest of this paper, we always assume without loss of generality that

L � f1; 2g. In the obvious way, we can extend the notations de®ned in [HY,
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Section 1] (C �-tensor functors, conjugations, isomorphisms, strict, simple, semi-

simple, etc.) to C �-bicategories. We will freely use them.

Remark. (1) As in [HY ], for each object X, we denote its conjugation

by X �.

(2) For each intertwiner f A Hom�X ;Y �, we use the notation tf � f � �

� f �� A Hom�Y �
;X ��, where f A Hom�X �

;Y �� is the conjugation of f.

(3) We use the same notation ``I '' for unit objects I1 and I2 if no confusions

occur.

(4) For X, Y A Object�Cij�, if there exists u A Hom�X ;Y� such that

u�u � 1X , we write X � Y .

As pointed out in [HY, Theorem 1.2], we have the following coherence

theorem (see [Y6] for details).

Theorem 1.1.2. Let C be a C �-bicategory with conjugation. Then there

exists a C �-tensor bicategory C 0 with conjugation such that C 0 is strict and CGC
0.

According to [Y1], [Y4], we shall work with the following notion as in [HY,

De®nition 1.6].

Definition 1.1.3. Let C � 6
ij
Cij be a strict, semisimple C �-bicategory

with conjugation. A family of self-conjugate morphisms feX � eX : X nX � !

IgX AObject is called a Frobenius duality (or e-structure) if they satisfy the

followings:

(1) (Multiplicativity)

X nY nY � nX �
���!
eXnY

I

1neYn1

?
?
?
y






X nX �
���!

eX

I :

(2) (Naturality) For a morphism f : X ! Y ,

X nY �
���!
fn1

Y nY �

1n t f

?
?
?
y

?
?
?
y
eY

X nX �
���!

eX

I :

(3) (Faithfulness) The map

Hom�X ;Y � C f 7! eY � � f n 1� A Hom�X nY �
; I�

is injective.
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(4) (Minimality) For a morphism f A End�X �, we have

keX � f n 1�e�Xk � keX ��1n f �e�X �k:

Remark. In [Y5] Yamagami proved that a rigid C �-bicategory has a

Frobenius duality uniquely.

Example 1.1.4. Let NHM be a II1-subfactor with ®nite Jones index.

From this inclusion, we can construct a semisimple C �-bicategory with conju-

gation as follows: Let NX0M � NL
2�M�M . We consider all unitary equivalence

classes of irreducible bimodules which appear as irreducible components of

N�X0 nM X �
0 �

n
N for some n A N (where X �

0 is a conjugate bimodule of X0) and

denote it by SN;N . Let CN;N be a category consisting of all ®nite-type (®nite

index) N-N bimodules whose irreducible components are contained in SN;N .

Similarly, by using bimodules N�X0 nM X �
0 �

n
N nN X0M , �N�X0 nM X �

0 �
n
N nN

X0M�� and M�X �
0 nN X0�

n
M , we get categories CN;M , CM;N and CM;M . Then it is

easy to see that the category C � 6
A;B A fN;Mg CA;B forms a semisimple C �-

bicategory with conjugation. Moreover, if we apply the coherence theorem to C,

C is isomorphic to a strict one C 0, which has Frobenius duality (see [Y1] for the

proof ). This bicategory is an invariant for the conjugation classes of NHM

and is stronger than the standard invariant, i.e., a bicategory includes all the

information of standard invariants.

1.2. Minimal traces, quantum dimensions and Frobenius reciprocity.

Let C be a strict, semisimple C �-bicategory with conjugation and Frobenius

duality.

Definition 1.2.1. For each object X in C, de®ne a linear functional on

End�X � by

End�X � C f 7! h f iX A C

where h f iX1I � eX � f n IX ��e�X A End�I� � C .

We call this functional a minimal trace.

As in [HY, Proposition 1.8], the next proposition holds.

Proposition 1.2.2. (1) For f A Hom�X ;Y� and g A Hom�Y ;X �, we have

h f giY � hg f iX :

(2) For f A End�X� and g A End�Y�,

h f n giX nY � h f iXhgiY :

(3) For f A End�X�,

h tf iX � � h f iX :
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Definition 1.2.3. For each object X in C, de®ne

d�X� � h1XiX

�or equivalently; d�X �1I � eX e
�
X �:

d is called a quantum (or statistical ) dimension.

Proposition 1.2.4. (1) d�X nY � � d�X �d�Y�.

(2) d�X lZ� � d�X� � d�Z�.

Proof. See [Y4]. r

Definition 1.2.5. For f A Hom�X nY ;Z�, we de®ne Frobenius trans-

formations of f by

�1X � n f � � �e�X � n 1Y � A Hom�Y ;X � nZ�

� f n 1Y �� � �1X n e
�
Y � A Hom�X ;ZnY ��:

1.3. Fusion algebras and amenability.

Fusion algebras were systematically studied by F. Hiai and M. Izumi in

[HI ]. We recall some notations and properties of fusion algebras.

Let S be a countable set. An algebra C �S � � 0
s AS

Cs is called a fusion

algebra if it satis®es the followings:

(1) The product unit I is contained in the base set S.

(2) There exists a family of non-negative integers fN u
s; tgs; t;u A S such that

s � t �
X

u AS

N u
s; tu:

(3) There exists a map S C s 7! s� A S, called conjugation, which is extended

to a *-operation in C �S � so that

�s � t�� � t� � s�;

where s; t A S.

(4) N u
s; t � N t

s �;u � N s
u; t � .

(5) There exists a map d : S ! �1;y�, called a dimension, such that

d�s� � d�s�� and its linear extension satis®es

d�s � t� � d�s�d�t�:

Definition 1.3.1. Let m be a probability measure on S. (1) The

probability measure m is said to be symmetric if m�s� � m�s�� for any s A S.

(2) The probability measure m is said to be generating if its support

generates C �S �.
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(3) For each probability measures m; n on S, we de®ne a convolution of

them by

m � n�u� �
X

s; t A S

m�s�n�t�N u
s; t

d�u�

d�s�d�t�
:

Here we remark that m � n is also a probability measure on S.

(4) The probability measure m is ergodic if

lim
n!y

kmn � ds ÿ mnk1 � 0

for any s A S, where mn denotes the n-fold convolution m � � � � � m.

The next lemma is useful (see [F ] and [HI, Lemma 3.2] for the proof ).

Lemma 1.3.2 (Foguel). Let m be a probability measure on S such that mk ^

mk�1
0 0 for some k A N (in particular, I A support�m�). Then we have

lim
n!y

kmn ÿ mn�1k1 � 0:

Definition 1.3.3. Let C �S � be a fusion algebra. For each s A S, de®ne a

densely de®ned linear map on the Hilbert space l2�S� by

Ls�dt� �
X

u AS

N u
s; t du:

We also de®ne Lx (x �
P

s AS x�s�s A C �S �, x�s� A C) by

Lx �
X

s AS

x�s�Ls:

The fusion algebra C �S � is said to be amenable if for a �
P

s AS a�s�s A C �S � with

a�s� non-negative integers, we have

kLak � d�a� �
X

s AS

a�s�d�s�:

Here we remark that the inequality kLakU d�a� holds in general.

Let C be a strict, semisimple C �-bicategory with conjugation and Frobenius

duality. We denote the set of unitary equivalence classes of objects in Cij by

Sij (called the spectrum set) and assume that each Sij is countable or ®nite.

(Throughout this paper, we always assume this.) Then as pointed out in [HY,

Section 2], C �Sii� has a fusion algebra structure, where C �Sij � is a free vector space

over the set Sij . We say that C is amenable if the fusion algebra C �S11� is

amenable as in the sense of De®nition 1.3.3. Then we have

Proposition 1.3.4. The fusion algebra C �S11� is amenable if and only if

C �S22� is amenable.
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Proof. Assume that C �S11� is amenable. Take an arbitrary X A

Object�C12�. Consider the subfusion algebra of C �S11� generated by XX � and

denote it by X�XX ��. Similarly, de®ne X�X �X�HC �S22�. By the amenability

of C �S11�, we have

d�X �2 V kLX �Xk � lim
n!y

�N I
�X �X� n�

1=n

� lim
n!y

�N I

X ��XX �� nÿ1
X
�1=n

� lim
n!y

�N XX �

�XX �� nÿ1�
1=n

V lim
n!y

�N I

�XX �� nÿ1�
1=n � d�X �2

where NZ
Y � dimHom�Y ;Z� (Y ;Z A Cij). Then we get kLX �Xk � d�X�2 and

this implies that X�X �X � is amenable. For any Y A Object�C22�, we can take

X A Object�C12� such that Y � X �X (for example, take Z A Object�C12� and

de®ne X � Z�I � Y�). Since Y A X�X �X� and this fusion algebra is amenable,

we have kLYk � d�Y �. This means that C �S22� is amenable. The reverse

implication can be shown similarly. r

The disjoint union 6
ij
C �Sij � forms a graded fusion algebra in the following

sense. For each s A Sij and t A Sjk,

(1) s � tF lu ASik
dimHom�s � t; u�u (s � t means sn t),

(2) Sij C s 7! s� A Sji,

(3) �s � t�� F t� � s�, s A Sijt A Sjk,

(4) dimHom�s � t; u� � dimHom�s� � u; t� � dimHom�u � t�; s�, s A Sij , t A Sjk,

u A Sik,

(5) d�s�d�t� �
P

u ASik
dimHom�s � t; u�d�u�,

(6) d�s�� � d�s�.

For each two probability measures m on Sij and n on Sjk, we de®ne a

probability measure m � n on Sik by

m � n�u� �
X

s ASij ; t A Sjk

m�s�n�t� dimHom�s � t; u�
d�u�

d�s�d�t�

where u A Sik.

1.4. Some notations.

(1) Let X, Y and Z be objects of Cij , Cjk and Cij, respectively. We write

XY � X nY ;

X

Z

� �

� Hom�Z;X�;

NZ
X � dim

X

Z

� �

:
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(2) For each object X in Cij, we de®ne a probability measure dX on the

spectrum set Sij by

dX �
1

d�X�

X

s ASij

N s
Xd�s�ds:

(3) For a subset WHObject�C11�, de®ne

X0�W� � fs A S11 : s � X1 � � �Xn for some X1; . . . ;Xn A WUW�g

and let X�W� be the free vector space over X0�W�. Then X�W� is closed under

multiplication and conjugation, and it becomes a subfusion algebra of C �S11�.

We call this the subfusion algebra generated by W.

2. Construction of commuting squares.

In this section, we construct commuting squares of AFD II1-factors from an

abstract C �-bicategory by using a probability measure.

Let C be a semisimple, strict C �-bicategory with conjugation and Frobenius

duality consisting of C11, C12, C21 and C22. Take a symmetric generating

probability measure m on S11 such that I A support�m� � S�m� and ®x it

throughout this section (m may not be ergodic). By taking representing elements

of Sij , we freely identify elements of Sij with some irreducible objects.

Let R be an AFD II1-factor and let t be the unique tracial state on R.

Then we can take a mutually orthogonal family of projections fesgs AS11
of R such

that

t�es� �
m�s�

d�s�

for each s A S11 because of the inequality
P

s AS11
m�s�=�d�s��U

P

s AS11
m�s� � 1.

For each integer n and element x � �x1; . . . ; xn� A S n
11 � S11 � � � � � S11

(n-times), we de®ne a projection ex A Rnn by

ex � ex1 n � � � n exn :

For each x; y A S n
11, we set

xRy � exR
nney:

Definition 2.1. (1) For a positive integer n and an object X in C1i

�i � 1; 2�, de®ne a von Neumann algebra An�X� by

An�X� � 0
x;y A S n

11

xn � � � x1X

yn � � � y1X

� �

n xRy:

Realization of amenable bicategories 155



For n � 0, A0�X� is de®ned to be A0�X � �
X

X

� �

. We often use the

notation An � An�I�.

(2) For each s A S1i, de®ne

As
n�X � � 0

x;y A S n
11

xn � � � x1X

s

� �

n
yn � � � y1X

s

� ��

n xRy:

Notice here the following facts:

(1) An�X �F 0
s AS1i

As
n�X�.

(2) For each s A S1i, if s � xn � � � x1X for some x A S�m�n, then As
n�X �GR.

Otherwise, A s
n�X� � f0g.

Hence we can de®ne a normal tracial state tnX on An�X � by

tnX �IA s
n�X �� � mn � dX �s�:

It is easy to check the following.

Lemma 2.2. Let X be an object in C1i. Then for each n A N , r A

xn � � � x1X

yn � � � y1X

� �

and a A xRy, we have rn a A An�X� and the identity

tnX �rn a� �
1

d�X �
dx;yhriyn���y1Xt�a�:

Definition 2.3. Let X A Object�C1i� and Y A Object�Cij�. De®ne an em-

bedding from An�X � to An�1�X� by

xn � � � x1X

yn � � � y1X

� �

n xRy C rn a 7!
X

s AS

�1s n r�n �es n a� A An�1�X �:

We also de®ne an embedding from An�X� to An�XY � by

xn � � � x1X

yn � � � y1X

� �

n xRy C rn a 7! �rn 1Y �n a A An�XY �:

Next three lemmas are easily checked and we omit their proofs (see [HY,

Section 3]).

Lemma 2.4. The above two embeddings are mutually compatible and they are

also compatible with respect to the tracial states ftnXgn and ftnXYgn.

By this lemma, 6
n
An�X� has a tracial state tX induced by ftnXgn. We

denote by Ay�X � the weak closure of the GNS-representation of 6
n
An�X� with

respect to tX . Here we remark that the de®nition of tX is slightly di¨erent from

that of [HY ] (in [HY ], tX is not a state).
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Let X be an object in C1i and a A Z�Ay�X�� (the center of Ay�X�). Since

EAn�X��a� A Z�An�X �� � 0
s AS1i

CIA s
n�X �

(where ``E '' means the trace-preserving conditional expectation), we can write

EAn�X��a� �
X

s AS1i

fn�s� � IA s
n�X �

with fn�s� A C .

Lemma 2.5. The sequence f fngn of functions on S1i satis®es the following

properties.

fn�s� �
X

t AS1i

m � ds�t� fn�1�t��1�

for any s A S�mn � dX �.

(2) supnk fnky < y.

On the other hand, if f fngn � fn A ly�S�mn � dX �� nV 0� satis®es (1) and (2),

we can ®nd an element a A Z�Ay�X�� such that f fngn is associated to a.

A sequence f fngn in the above lemma is called a harmonic sequence (see

Section 5).

Lemma 2.6. Let X and Y be objects in C1i and Cij , respectively. Then the

square

An�X� H An�1�X �

V V

An�XY � H An�1�XY �

is commuting with respect to tXY .

By the above lemma, we obtain an increasing sequence of commuting

squares as follows:

A0�X� H A1�X� H A2�X � H � � � H Ay�X �

V V V V

A0�XY� H A1�XY � H A2�XY � H � � � H Ay�XY �

3. Realization of an amenable bicategory.

Let C be a strict, semisimple, amenable C �-bicategory with conjugation and

Frobenius duality. Then the tensor category C11 is amenable by de®nition and
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we can ®nd a symmetric ergodic probability measure m on S11 such that m does

not vanish everywhere (see [HY, Theorem 2.5]).

Since C11 is an amenable C �-tensor category in the sense of [HY ], the

following holds ([HY, Section 3 and Section 4]).

Theorem 3.1. Let X be an object in C11. Then the following holds:

(1) For each object X in C11, Ay�X � is a factor.

(2) We have a standard inclusion of subfactors

Ay HAy�X�HAy�XX ��

with the Jones projection given by

1

d�X�
e
�
X eX A

XX �

XX �

� �

� A0�XX
��HAy�XX ��;

and the Jones index by �Ay�X � : Ay� � d�X�2.

(3) A 0
y
VAy�X� � End�X � � A0�X�.

By using this theorem, we can prove the next proposition.

Proposition 3.2. For each object X in C12, Ay�X� is a factor and

A 0
y
VAy�X � � A0�X� �� End�X��:

Proof. By Theorem 3.1, we have

A 0
y
VAy�XX �� � End�XX ��

because XX � is an object in C11. Then, since the squares

A0 H Ay

V V

A0�X� H Ay�X�

V V

A0�XX
�� H Ay�XX ��

are commuting, we get

A 0
y
VAy�X � � EAy�X ��A

0
y
VAy�XX ���

� EAy�X ��A0�XX
���

� EA0�X ��A0�XX
���

� End�X�

where ``E '' is the trace-preserving conditional expectation. In particular, if X is
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irreducible, the relative commutant A 0
y VAy�X� is trivial. Then Z�Ay�X��H

A 0
y VAy�X � implies Z�Ay�X�� � C . That is, Ay�X � is factor if X is irre-

ducible. On the other hand, if Ay�X� is a factor for some object in C12, Ay�Y�

is also a factor for all objects Y in C12 because of Lemma 2.5. Hence the proof

is completed. (Any harmonic sequence comes from a harmonic function, see

Section 5.) r

Remark. The factoriality of Ay�X � (X is an object in C12) is non-trivial

without amenability. If we remove the assumption ``amenability'', we cannot get

the factoriality of Ay�X� because the ergodicity of m is only for C11. (In fact,

there exists such an example due to U. Haagerup [Ha], also see [HI, Example

8.11].)

S. Popa proved in [P2, Corollary 5.4.5] that if a subfactor is amenable and

the canonical probability measure d
NL2�M�N

of the fusion algebra generated by

NL
2�M�N is ergodic, then the probability measure d

ML2�M�nNL
2�M�M

is also ergodic

in the fusion algebra generated by ML2�M�nN L2�M�M . The above proposition

can be considered as an extension of this result (see Section 5 for more details).

We de®ne bimodules as follows.

Definition 3.3. Take an object X0 in C12 and ®x it.

(1) For each object X in C11 and n A N , de®ne

Xn � 0
x;y A S n

11

xn � � � x1X

yn � � � y1

� �

n xRy:

(2) For each object X in C12 and n A N , de®ne

Xn � 0
x;y A S n

11

xn � � � x1X

yn � � � y1X0

� �

n xRy:

(3) For each object X in C21 and n A N , de®ne

Xn � 0
x;y A S n

11

xn � � � x1X0X

yn � � � y1

� �

n xRy:

(4) For each object X in C22 and n A N , de®ne

Xn � 0
x;y A S n

11

xn � � � x1X0X

yn � � � y1X0

� �

n xRy:

As observed in [HY ], for each object X in C11, Xn is an An-An bimodule

where two side actions are de®ned by
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�an b� � �rn a� � �bn c� � �an 1X � � r � bn bac

a A
xn � � � x1
yn � � � y1

� �

; r A
yn � � � y1X

zn � � � z1

� �

; b A
zn � � � z1
wn � � �w1

� �

; b A xRy; a A yRz; c A zRw:

Analogously, for each object Y in C1i, Z in Ci1 and W in Ci2, we can construct

bimodules

An�Y��YZ�nAn�Z ��

and

An�Y��YW �nAn�X0W ��:

Remark. (1) For X A C12, by using the Frobenius reciprocity, we have

XnF �XX �
0 �n:

(2) For X A C21, since X0X A Object�C11�, we have

Xn � �X0X �n:

(3) For X A C22, by using the Frobenius reciprocity, we have

XnF �X0XX
�
0 �n:

Definition 3.4. For each object X in C11 and n A N , de®ne an inner

product on Xn by

�rn ajr 0 n a 0� � dx;x 0dy;y 0hr�r 0��ixn���x1X t�a�a
0���

where x; x 0
; y; y 0 A S n

11, r A
xn � � � x1X

yn � � � y1

� �

, r 0 A
x 0
n � � � x

0
1X

y 0
n � � � y

0
1

� �

and a A xRy, a
0 A x 0Ry 0 .

Similarly, by using minimal traces and t, we de®ne an inner product on Xn for

each object X in C.

Definition 3.5. For each object X in C11 and n A N , de®ne an embedding

map from Xn to Xn�1 by

xn � � � x1X

yn � � � y1

� �

n xRy C rn a 7!
X

s AS11

�1s n r�n �es n a� A Xn�1:

Similarly, we de®ne embeddings from Xn to Xn�1 for each object X in C.

For the proofs of the next two lemmas, see [HY, Section 3].

Lemma 3.6. Embeddings de®ned in De®nition 3.5 preserve inner products

de®ned in De®nition 3.4.

Lemma 3.7. Above embeddings are compatible with two side actions.
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By completion, for each object X in C, we can de®ne a bimodule Xy. The

next lemma can be shown in the same way as [HY, Proposition 3.9].

Lemma 3.8. For each object Y in C1i, Z in Ci1 and W in Ci2, we have

End��YZ�yAy�Z ��� � Ay�Y�

and
End��YW�yAy�X0W ��� � Ay�Y�:

Lemma 3.9. For each object X in C12 and Y in C2i, the inclusion of factors

Ay�X�HAy�XY �HAy�XYY ��

is standard with the Jones projection

1X n
1

d�Y�
e
�
Y eY A

XYY �

XYY �

� �

� A0�XYY
��HAy�XYY ��;

and the Jones index is given by �Ay�XY � : Ay�X�� � d�Y�2.

Proof. Thanks to Proposition 3.2, Ay�X�, Ay�XY � and Ay�XYY �� are

factors. In the canonical way, we can identify

Ay�X �L
2�Ay�XY ��Ay�X� F Ay�X��XYY

�X ��yAy�X�:

(See [HY, arguments before Lemma 3.6]).

It is easy to see that under this identi®cation, the Jones projection

eAy�X � : L2�Ay�XY �� ! L2�Ay�X ��

corresponds to d�Y�ÿ1
e
�
Y eY . Moreover, by Lemma 3.8, we have

End��XYY �X ��yAy�X�� � Ay�XYY ��:

Consequently, we get the assertion. r

By the same argument as in [HY ], it is easy to see that X 7! Xy is an

involutive C �-tensor functor. To prove that this functor is fully faithful (i.e., this

functor is an isomorphism), we need the next proposition.

Proposition 3.10. For each object X in C1i and Y in Cij , the equality we

have

Ay�X � 0 VAy�XY � � 1X nEnd�Y�HA0�XY �:

For the proof, we use the following simple fact.

Lemma 3.11. For objects X in Cij , Y in Cjk , and Z in Ckl , we have

�End�XY �n 1Z�V �1X nEnd�YZ�� � 1X nEnd�Y�n 1Z:
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Proof. For each element x A �End�XY �n 1Z�V �1X nEnd�YZ��, there

exist f A End�XY� and g A End�YZ� such that

x � f n 1Z � 1X n g:

We compute

f �
1

d�Z�
f n eZe

�
Z � �1XY n eZ� � �1X n gn 1Z �� � �1XY n e

�
Z�:

Let ~g be �1Y n eZ� � �gn 1Z �� � �1Y n e
�
Z�, then ~g A End�Y � and the relation

f � 1=�d�Z��1X n ~g holds. Hence we get

x �
1

d�Z�
1X n ~gn 1Z A 1X nEnd�Y�n 1Z

and

�End�XY �n 1Z�V �1X nEnd�YZ��H 1X nEnd�Y �n 1Z:

The reverse inclusion is obvious. r

Proof of Proposition 3.10. We assume X in C12 and Y in C22. Consider the

bimodule Ay
�XY �yAy�X0�

. Then End�Ay�X��XY �yAy�X0�
� � Ay�X � 0 VAy�XY �

holds because End��XY �yAy�X0�
� � Ay�XY �. Moreover by Proposition 3.2, we

have

End�Ay�X ��XY �yAy�X0�
�HEnd�Ay

�XY �yAy�X0�
�

� A 0
y VAy�XY � � End�XY �

since XY is an object in C12. On the other hand, via the Frobenius reciprocity,

we have

Ay�X��XY �yAy
F Ay�X ��XYX

�
0 �yAy

:

Thus we get

Ay�X� 0 VAy�XY �HEnd�Ay�X��XY�yAy
�

FEnd�Ay�X��XYX
�
0 �yAy

�:

Then by Lemma 3.8, we have

End�Ay�X ��XYX
�
0 �y�FEnd��X0Y

�X ��yAy�X ��

� Ay�X0Y
��

and
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End�Ay�X��XYX
�
0 �yAy

�FA 0
y VAy�X0Y

��

� End�X0Y
��:

This implies that

Ay�X� 0 VAy�XY�H 1X nEnd�YX �
0 �

on �XYX �
0 �y. Then we get

Ay�X� 0 VAy�XY �H �End�XY �n 1X �
0
�V �1X nEnd�YX �

0 ��:

Therefore by using the previous lemma, we get the assertion. In a similar way,

we can prove the statement in the case where Y belongs to C21. r

We now get the next theorem.

Theorem 3.12. A strict, semisimple, amenable C �-bicategory with conjuga-

tion and Frobenius duality can be realized as AFD-bimodules.

Proof. Thanks to Proposition 3.10, for each object X in C1i, Y in Cij , Z in

Cj1, we have

End�Ay�X ��XYZ�yAy�Z ��� � Ay�X� 0 VAy�XY �

� End�Y �:

This fact and [HY, Proposition 1.1] imply that the functor X 7! Xy is an

isomorphism. Here we remark that [HY, Proposition 1.1] also holds for

C �-bicategories. r

As an application to subfactor, the following corollary holds.

Corollary 3.13. Let NHM be a II1-subfactor with ®nite index and

amenable graph. Then there exists an AFD II1-subfactor AHB such that its

bicategory is isomorphic to that of NHM. In particular, their standard invariants

( paragroups or standard lattices) are isomorphic.

Proof. Let C � CN;N UCN;M UCM;N UCM;M be a C �-bicategory associated

with NHM. Then by the coherence theorem, it is isomorphic to strict one.

By applying Theorem 3.12 to this category, we get a C �-bicategory consisting of

AFD-bimodules. Moreover, if we take X0 � NL
2�M�M , X0 corresponds to

Ay
L2�Ay�X0��Ay�X0�

. Thus Ay HAy�X0� is a desired subfactor. r

In [P5], S. Popa characterized standard invariants of subfactors by some

axioms and he called them standard lattices. In [P5] he proved that any abstract

standard lattice comes from some (not necessarily AFD) subfactor. Further-
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more, if the standard lattice is amenable, it gives a complete invariant for

amenable AFD II1-subfactors (see [P7]). He also announced that if a given

standard lattice is amenable, it can be realized by some AFD-subfactor. We can

give an another proof of this fact by using Popa's result in [P5] and the above

corollary as follows:

Corollary 3.14. For each amenable standard lattice, there exists an AFD

II 1-subfactor which realizes it as higher relative commutants.

Proof. Let fAijgij be an amenable standard lattice. By [P5], there exists a

(non-AFD) II1-subfactor NHM which realizes this lattice. Applying Corollary

3.13 to this inclusion, we get an AFD II1-subfactor AHB whose C �-bicategory is

isomorphic to that of NHM. If bicategories are isomorphic, standard lattices

are also isomorphic. So AHB realizes fAijgij. r

4. Some remarks on weak amenability of fusion algebras.

In the paper [HI ], F. Hiai and M. Izumi introduced the concept of weak

amenability to fusion algebras. The original de®nition of weak amenability is

de®ned by the existence of an invariant mean and this is equivalent to the

existence of a symmetric ergodic probability measure whose support is the whole

set (see [HI, Proposition 4.2] and [HY, the proof of Theorem 2.5] for the proof ).

In [HI ], they proved that weak amenability is strictly weaker than amenability

and raised the following question: ``Find a suitable condition under which weak

amenability and amenability are equivalent.'' In this section, we will prove that

if a fusion algebra which comes from a C �-tensor category (in particular, if it

comes from bimodules, or subfactors) has ``amenable generators'', weak ame-

nability and amenability are equivalent. This is a partial answer to the above

question. Throughout this section, tensor categories are non-graded.

Let C be a strict semisimple C �-tensor category with conjugation and

Frobenius duality (see [HY ] for the de®nition of a C �-tensor category). We

denote the associated fusion algebra of C by C �S � and assume that C �S � is

weakly amenable. Thus there exists a symmetric, ergodic probability measure m

on S such that support�m� � S. By using m, we de®ne Ay�X �, Xy, etc. as in

[HY ].

For each object X in C, we have a standard inclusion of subfactors

Ay HAy�X�HAy�XX ��

with the Jones projection given by

1

d�X�
e
�
X eX A

XX �

XX �

� �

� A0�XX
��HAy�XX ��;

T. Hayashi164



and the Jones index by �Ay�X� : Ay� � d�X�2. First we consider a criterion for

the extremality of this inclusion. Recall that a II1-subfactor NHM with ®nite

index is called extremal if EM 0VM1
�eN� � �M : N �ÿ1

I where NHMHM1 is a

basic extension with the Jones projection eN ([PP ]).

Lemma 4.1. The next equality holds.

1

d�X�
EAn�X� 0VAn�XX ���e

�
X eX � �

1

d�X�2

X

s; t AS

mn�t�

mn � dX �s�

d�s�2

d�t�2
IA s

n�X� � IA t
n�XX

��:

Proof. By the same argument as in the proof of [HY, Lemma 4.6], it is

easy to see that An�X � 0 VAn�XX
�� is spanned by the set

0
x;r

�r� n 1X ��a�b�rn 1X ��n ex j a; b : sX � ! t s; t A S

( )

where xn; . . . ; x1, x � xn . . . x1, and fr : xX ! sg is a family of coisometries with

mutually orthogonal initial spaces. Thus, it su½ces to show that

tXX �

1

d�X �
e�X eX 0

x;r

�r� n 1X ��a�b�rn 1X ��n ex

( ) !

� tXX �

1

d�X �2

X

s; t A S

mn�t�

mn � dX �s�

d�s�2

d�t�2
IA s

n�X�

 

� IA t
n�XX

�� 0
x;r

�r� n 1X ��a�b�rn 1X ��n ex

( )!

:

More explicitly, we will show that both two sides are equal to

ha�bisX ��d�s�
2
mn�t��=�d�X�3d�t�2�, where a; b : sX � ! t are coisometries.

The left hand side is computed as follows:

X

x;r

h�1x n eX ��r
� n 1X ��a�b�rn 1X ���1x n e�X �ix

m�x1� � � � m�xn�

d�X �3d�x1� � � � d�xn�

�
X

x;u;s; t

h�1x n eX ��s
� n 1XX ���t� n 1X ��a�b�tn 1X ���sn 1XX ���1x n e�X �ix

�
m�x1� � � � m�xn�

d�X�3d�x1� � � � d�xn�

(where u A S, s : x ! u, t : uX ! s are coisometries)

Realization of amenable bicategories 165



�
X

x;u; t

h�1u n eX ��t
� n 1X ��a�b�tn 1X ���1u n e�X �iuN

u
x

m�x1� � � � m�xn�

d�X �3d�x1� � � � d�xn�

�
X

u; t

h�1u n eX ��t
� n 1X ��a�b�tn 1X ���1u n e�X �iu

mn�u�

d�X�3d�u�

�
X

u; g

h�1u n eX ��gn 1XX ���1s n e�X � n 1X ��

� a�b�1s n eX � n 1X ���g� n 1XX ���1u n e�X �iu

�
d�s�mn�u�

d�X�3d�u�2

(where g : sX � ! u is a coisometry, then d�s�1=2=�d�u�1=2��1s n eX ���g� n 1X � :

uX ! s is also coisometry)

�
X

u; g

hga�bg�iu
d�s�mn�u�

d�X �3d�u�2

(here we use the hook identity: �eX � n 1X ���1X � n e�X � � 1X ��

� ha�bisX �

d�s�mn�t�

d�X �3d�t�2
:

On the other hand, the right hand side is equal to

X

x;r

h�r� n 1X ��a�b�rn 1X ��ixXX �

mn�t�d�s�2m�x1� � � � m�xn�

d�X�4mn � dX �s�d�t�
2
d�x1� � � � d�xn�

�
X

x

ha�bisX �N s
xX

mn�t�d�s�2m�x1� � � � m�xn�

d�X�4mn � dX �s�d�t�
2
d�x1� � � � d�xn�

� ha�bisX �

d�s�mn�t�

d�X �3d�t�2
: r

By this lemma, we get the criterion of extremality.

Proposition 4.2. The subfactor Ay HAy�X� is extremal if and only if

lim
n!y

X

s; t A S

d�s�

d�t�
mn�t� ÿ

d�t�

d�s�
mn�s�

�

�

�

�

�

�

�

�

N s
tX � 0:
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Proof. By the previous lemma, we get

EAn�X� 0VAn�XX ��

1

d�X�
e�X eX

� �

ÿ
1

d�X�2
I





















1; tXX �

�
X

s; t A S

d�s�

d�t�
mn�t� ÿ

d�t�

d�s�
mn � dX �s�

�

�

�

�

�

�

�

�

N s
tX :

On the other hand, Ay HAy�X � is extremal if and only if

EAy�X� 0VAy�XX ��

1

d�X�
e�X eX

� �

�
1

d�X�2
I :

Thus we see that this equality is equivalent to

lim
n!y

X

s; t A S

d�s�

d�t�
mn�t� ÿ

d�t�

d�s�
mn � dX �s�

�

�

�

�

�

�

�

�

N s
tX � 0:

Hence the result follows because

lim
n!y

X

s; t A S

d�t�

d�s�
mn � dX �s� ÿ mn�s�j jN s

tX

� lim
n!y

X

s AS

X

t AS

N s
tXd�t�

( )

1

d�s�
mn � dX �s� ÿ mn�s�j j

� d�X� lim
n!y

X

s AS

mn � dX �s� ÿ mn�s�j j � 0

by the ergodicity of m. r

Lemma 4.3. For an object X of C, if the fusion algebra X�fXX �g� generated

by XX � is amenable, the subfactor Ay HAy�X � is extremal.

Proof. Since the fusion algebra generated by XX � is amenable, by the

same argument of [P2, Theorem 5.3.1, the proof (vi) ) (iv)], we get the ex-

tremality of Ay HAy�XX ��. In fact, since

End��XX ��n� � A0��XX
��n�HA 0

y VAy��XX ��n�;

we get

kLXX �k � lim
n!y

�N I

�XX ��2n
�1=2n

� lim
n!y

�N
�XX ��n

�XX �� n
�1=2n
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� lim
n!y

�dimA0��XX
��n��1=2n

U lim
n!y

�dimA 0
y VAy��XX ��n��1=2n

� kGAy;Ay�XX ��kU d�X �2:

By the amenability of X�fXX �g�, we have

d�X �2 � kLXX �k:

Thus kGAy;Ay�XX ��kis equal to the Jones index d�X �2 of Ay HAy�XX ��. This

implies that Ay HAy�XX �� is an amenable inclusion, in particular, it is extremal

([P2, Corollary 1.3.6 (i)]). Then the extremality of Ay HAy�X� follows because

Ay HAy�X� is an intermediate subfactor of Ay HAy�XX �� ([P2, 1.2.5]). r

Theorem 4.4. Let C be a strict semisimple C �-tensor category with con-

jugation and Frobenius duality. Suppose that there exists a sequence fXkg
y

k�1

(Xk A Object�C�, Xk may be 0) such that for each k, X�fXkX
�
k g� is amenable.

Then in the fusion algebra X�fXkg
y

k�1�, weak amenability and amenability are

equivalent.

Proof. We shall prove that in the above setting, weak amenability implies

amenability for the fusion algebra X�fXkg
y

k�1�.

Let S be the spectrum set of X�fXkg
y

k�1�. We write

C �S � � X�fXkg
y

k�1�:

Since C �S � is weakly amenable, there exists a symmetric ergodic probability

measure m on S with the whole support.

Now, we apply the previous considerations to m and the tensor category

generated by fXkg
y

k�1.

By the previous lemma, we see that each subfactor Ay HAy�Xi� is ex-

tremal. Then by using Proposition 4.2, we have for each i,

lim
n!y

X

s; t A S

d�s�

d�t�
mn�t� ÿ

d�t�

d�s�
mn�s�

�

�

�

�

�

�

�

�

N s
tXi

� 0:

From this equation, letting Zm � I lX1 l � � � lXm, we get

lim
n!y

X

s; t A S

d�s�

d�t�
mn�t� ÿ

d�t�

d�s�
mn�s�

�

�

�

�

�

�

�

�

N s
tZm

� 0

which in turn implies the extremality of Ay HAy�Zm� by Proposition 4.2.

Since

Ay HAy�Zm�HAy�ZmZ
�
m�HAy�ZmZ

�
mZm�H � � �
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is the Jones tower (see [HY ]), we see that for any integer k, Ay HAy��ZmZ
�
m�

k�

is extremal and the equality

lim
n!y

X

s; t A S

d�s�

d�t�
mn�t� ÿ

d�t�

d�s�
mn�s�

�

�

�

�

�

�

�

�

N s

t�ZmZ �
m�

k � 0

holds by using Proposition 4.2 again.

On the other hand, for any s0 A S, there is an integer m and k such that

s0 � �ZmZ
�
m�

k. Hence we get

lim
n!y

X

s; t A S

d�s�

d�t�
mn�t� ÿ

d�t�

d�s�
mn�s�

�

�

�

�

�

�

�

�

N s
ts0

U lim
n!y

X

s; t A S

d�s�

d�t�
mn�t� ÿ

d�t�

d�s�
mn�s�

�

�

�

�

�

�

�

�

N s

t�ZmZ �
m�

k � 0:

This implies that the condition (D1) of [HI, p. 698] holds for m. It is easy to see

that (D1) implies the condition (NW1) [HI, p. 688]. Since the implication

``�NW1� ) amenability'' remains valid in the case of probability measures with

in®nite supports, C �S � is amenable. ([HI, Theorem 4.6, the proof of �NW1� )

�A�] works for probability measures with in®nite supports.) r

Remark. For an object X, if X�fXg� is amenable, then by the hereditability

of amenability ([HI, Proposition 4.8]), X�fXX �g� is also amenable since

X�fXX �g�HX�fXg�. But the reverse implication is not true. For example, let

F2 be a free group with 2-generators g and h and let a be an outer action of F2

on an AFD II1-factor R. De®ne

RXR � RagL
2�R�R l RahL

2�R�R:

Then X�fXg� is isomorphic to the group algebra C �F2� and hence it is non-

amenable, whereas

RXX
�
R � 2I l Raghÿ1L2�R�R l Ra

ÿ1
ghÿ1L

2�R�R

shows that X�fXX �g� is isomorphic to the group algebra C �hghÿ1i�. Here

hghÿ1i denotes the cyclic group generated by ghÿ1 in F2. Thus X�fXX �g� is

amenable.

Example 4.6. Let NHPHM be an inclusion of II1-factors with ®nite

Jones index and we assume both NHP and PHM are amenable. Then both

X�fPL
2�P�nN L2�P�Pg� and X�fPL

2�M�Pg� are amenable. Thanks to the above

theorem, we see that weak amenability and amenability are equivalent in

X�fPL
2�P�nN L2�P�P; PL

2�M�Pg�. Therefore NHM is amenable if and only if
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X�fPL
2�P�nN L2�P�P; PL

2�M�Pg� is weakly amenable (i.e., has an ergodic

probability measure).

If NHPHM is a free composition subfactor ([BJ ]), except for �P : N� �

�M : P� � 2, NHM is not amenable ([HI, Proposition 8.7]). From this fact and

the above argument, we see that if NHPHM is a free composition subfactor,

except for �P : N� � �M : P� � 2, X�fPL
2�P�nN L2�P�P; PL

2�M�Pg� is not weakly

amenable.

5. Relations between ergodicity and amenability.

In [P2], S. Popa proved that ``For a II1-subfactor NHM with amenable

graph, the ergodicity of the principal graph is equivalent to that of the dual

principal graph.'' In this section, we generalize this result to the one in

C �-bicategories.

Let C be a strict, semisimple C �-bicategory with conjugation and Frobenius

duality and 6
ij
C �Sij� be the associated graded fusion algebra. Let m be a

symmetric generating probability measure on S11 such that I A support�m�.

Definition 5.1. For i A f1; 2g, (1) Take X A Object�C1i� and ®x it. For a

sequence f fngn ( fn A ly�support�mn � dX ��, it is called m-harmonic if it satis®es

fn�s� �
X

t AS1i

m � ds�t� fn�1�t�

(s A support�mn � dX �, n A N) and supn k fnky < y.

(2) For f A ly�S1i�, f is called m-harmonic if it satis®es

f �s� �
X

t AS1i

m � ds�t� f �t�

(s A S1i).

The next proposition can be shown by using Foguel's lemma.

Proposition 5.2. For each m-harmonic sequence f fngn, there exists a m-

harmonic function f such that f jsupport�m n�dX �
� fn.

Proof. De®ne a linear map P : ly�S1i� ! ly�S1i� by

�Pg��s� �
X

t AS1i

m � ds�t�g�t�

(s A S1i, g A ly�S1i�). It is easy to see that

�Png��s� �
X

t AS1i

mn � ds�t�g�t�:
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Let f fng
y

n�1 ( fn A ly�support�mn � dX ��H ly�S1i�) be a m-harmonic sequence.

Then we have for any k; n A N ,

kPn fn�k�1 ÿ Pn�1 fn�k�1ky � sup
s AS1i

j�Pn fn�k�1��s� ÿ �Pn�1 fn�k�1��s�j

V sup
s A support�mk�dX �

j�Pn fn�k�1��s� ÿ �Pn�1 fn�k�1��s�j

� sup
s A support�mk�dX �

j fk�1�s� ÿ fk�s�j

� k fk�1jsupport�mk�dX �
ÿ fkky:

On the other hand,

kPn fn�k�1 ÿ Pn�1 fn�k�1ky U k fn�k�1kykmn ÿ mn�1k1 ! 0

as n ! y. Hence we get fk�1jsupport�mk�dX �
� fk for any k A N . De®ne f by

f jsupport�mk�dX �
� fk. Then f is a desired m-harmonic function. r

Proposition 5.3. Let m be a symmetric, generating probability measure on

S11 and i A f1; 2g. Then the following three statements are equivalent.

(1) Each m-harmonic sequence consists of constant functions.

(2) Each m-harmonic function is a constant function.

(3) For any s; t A S1i,

lim
n!y

kmn � ds ÿ mn � dtk1 � 0:

Proof. �1� , �2� By the previous proposition, this is obvious.

�2� ) �3� Take a norm-bounded sequence f fngn from ly�S1i� arbitrarily and

®x it. Let o be a ultra®lter on N . De®ne

f �t� � lim
n!o

X

s AS1i

mn � dt�s� fn�s�:

Then we have

X

s AS1i

mn � dt�s� fn�s� ÿ
X

s AS1i

mn�1 � dt�s� fn�s�

�

�

�

�

�

�

�

�

�

�

U sup
n

k fnky

� �

� kmn ÿ mn�1k1:

This inequality and Foguel's lemma imply

lim
n!o

X

s AS1i

mn�1 � dt�s� fn�s� � f �t�:

For e > 0, there exists a ®nite set F HS1i such that
P

t AF c m � du�t� < e. Then
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X

t AS1i

m � du�t� f �t� ÿ
X

t; s A S1i

m � du�t�m
n � dt�s� fn�s�

�

�

�

�

�

�

�

�

�

�

U

X

t AS1i

m � du�t� f �t� ÿ
X

s AS1i

mn � dt�s� fn�s�

�

�

�

�

�

�

�

�

�

�

U 2 sup
n

k fnkye�
X

t AF

m � du�t� f �t� ÿ
X

s AS1i

mn � dt�s� fn�s�

�

�

�

�

�

�

�

�

�

�

:

Since e is arbitrary, this implies that

X

t AS1i

m � du�t� f �t� � lim
n!o

X

t; s AS1i

m � du�t�m
n � dt�s� fn�s�

� lim
n!o

X

s AS1i

mn�1 � du�s� fn�s�

� f �u�;

i.e., f is m-harmonic. Then, by (2), f is scalar and we have

0 � f �s� ÿ f �t� � lim
n!o

X

u AS1i

�mn � ds�u� ÿ mn � dt�u�� fn�u�:

Take s; t A S1i and ®x them. Since f fngn is arbitrary, we can set fn�u� � 1 if

mn � ds�u�V mn � dt�u�, and fn�u� � ÿ1 otherwise. Then we have

0 � f �s� ÿ f �t� � lim
n!o

kmn � ds ÿ mn � dtk1:

Since this equality holds for any o, we get (3).

�3� ) �2� Let f A ly�S1i� be a m-harmonic function. Then

j f �s� ÿ f �t�j �
X

u AS1i

�mn � ds�u� ÿ mn � dt�u�� f �u�

�

�

�

�

�

�

�

�

�

�

U k f k
y
kmn � ds ÿ mn � dtk1 ! 0

(as n ! y) shows that f is a constant function. r

Theorem 5.4. Assume C is amenable. If m is ergodic,

lim
n!y

kmn � ds ÿ mn � dtk1 � 0

holds for any i and s; t A S1i.
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Proof. By the ergodicity of m, Ay�X� is a factor for any X A Object�C11�.

Then by the amenability of C, we can apply Proposition 3.2 and see that Ay�Y�

is also factor for any Y A Object�C12�. (Here we remark that all results in

Section 3 also hold in the case that support�m�0S). Hence by Lemma 2.5, each

m-harmonic sequence is trivial. Then by using Proposition 5.3, we get the

assertion. r

Corollary 5.5. Assume that C is amenable. Take a generating probability

measure n on S12 (where ``generating'' means that n � �n is generating in C �S11�) and

de®ne m � n � �n on S11 and m 0 � �n � n on S22 where �n�s� � n�s��. Then m is ergodic

if and only if m 0 is ergodic.

Proof. We have only to show that m 0 is ergodic if m is ergodic. Since m is

symmetric, generating, ergodic, I A support�m� and C is amenable, we have

lim
n!y

kmn � ds ÿ mn � dtk1 � 0

for each s; t A S12. Then for each s A S22,

km 0 n�1
� ds ÿ m 0 n�1

k1 � k�n � �mn � n � ds ÿ mn � n�k1

U kmn � n � ds ÿ mn � nk1

U

X

t AS12

n�t�kmn � dt � ds ÿ mn � dtk1 ! 0

as n ! y. r
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