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#### Abstract

Let us consider the following nonlinear singular partial differential equation: $\quad\left(t \partial_{t}\right)^{m} u=F\left(t, x,\left\{\left(t \partial_{t}\right)^{j} \partial_{x}^{\alpha} u\right\}_{j+|\alpha| \leq m, j<m}\right)$ in the complex domain. Denote by $\mathscr{S}_{+}\left[\right.$resp. $\left.\mathscr{S}_{\text {log }}\right]$ the set of all the solutions $u(t, x)$ with asymptotics $u(t, x)=O\left(|t|^{a}\right)[$ resp. $\left.u(t, x)=O\left(1 /|\log t|^{a}\right)\right]($ as $t \rightarrow 0$ uniformly in $x)$ for some $a>0$. Clearly $\mathscr{S}_{\log } \supset \mathscr{S}_{+}$. The paper gives a sufficient condition for $\mathscr{S}_{\log }=\mathscr{S}_{+}$to be valid.


The paper deals with nonlinear singular partial differential equations of the form

$$
\begin{equation*}
(t \partial / \partial t)^{m} u=F\left(t, x,\left\{(t \partial / \partial t)^{j}(\partial / \partial x)^{\alpha} u\right\}_{j+|\alpha| \leq m, j<m}\right) \tag{E}
\end{equation*}
$$

in the complex domain. In Gérard-Tahara [1] the author has determined all the singular solutions $u(t, x)$ of (E) under the condition that $u(t, x)=O\left(|t|^{a}\right)$ (as $t \rightarrow 0$ uniformly in $x$ ) for some $a>0$.

The present paper investigates singular solutions $u(t, x)$ of (E) under a weaker condition that $u(t, x)=O\left(1 /|\log t|^{a}\right)$ (as $t \rightarrow 0$ uniformly in $x$ ) for some $a>0$.

## §1. Preliminaries.

Notations: $\quad t \in \boldsymbol{C}, \quad x=\left(x_{1}, \ldots, x_{n}\right) \in \boldsymbol{C}^{n}, \quad \boldsymbol{N}=\{0,1,2, \ldots\}, \quad$ and $\quad \boldsymbol{N}^{*}=$ $\{1,2, \ldots\}$. For $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in N^{n}$ we write $|\alpha|=\alpha_{1}+\cdots+\alpha_{n}$ and

$$
\left(\frac{\partial}{\partial x}\right)^{\alpha}=\left(\frac{\partial}{\partial x_{1}}\right)^{\alpha_{1}} \cdots\left(\frac{\partial}{\partial x_{n}}\right)^{\alpha_{n}} .
$$

Let $m \in \boldsymbol{N}^{*}, N=\sharp\left\{(j, \alpha) \in \boldsymbol{N} \times \boldsymbol{N}^{n} ; j+|\alpha| \leq m, j<m\right\}$, and write the variable $Z$ as

$$
Z=\left\{Z_{j, \alpha\}}\right\}_{j+|\alpha| \leq m}^{j<m}<t .
$$

[^0]Let $F(t, x, Z)$ be a function in the variables $(t, x, Z)$ defined in a neighborhood of the origin $(0,0,0) \in \boldsymbol{C}_{t} \times \boldsymbol{C}_{x}^{n} \times \boldsymbol{C}_{Z}^{N}$, and assume the following:
$\left(\mathrm{A}_{1}\right) \quad F(t, x, Z)$ is holomorphic near $(0,0,0)$;
( $\left.\mathrm{A}_{2}\right) \quad F(0, x, 0) \equiv 0$ near $x=0$;
( $\mathrm{A}_{3}$ ) $\frac{\partial F}{\partial Z_{j, \alpha}}(0, x, 0) \equiv 0$ near $x=0$, if $|\alpha|>0$.
In this paper we always assume the conditions $\left(\mathrm{A}_{1}\right),\left(\mathrm{A}_{2}\right),\left(\mathrm{A}_{3}\right)$, and we will consider the following nonlinear partial differential equation

$$
\begin{equation*}
\left(t \frac{\partial}{\partial t}\right)^{m} u=F\left(t, x,\left\{\left(t \frac{\partial}{\partial t}\right)^{j}\left(\frac{\partial}{\partial x}\right)^{\alpha} u\right\}_{\substack{j+|x| \leq m \\ j<m}}\right) \tag{E}
\end{equation*}
$$

with $u=u(t, x)$ as the unknown function.
For (E) we set

$$
C(\lambda, x)=\lambda^{m}-\sum_{j<m} \frac{\partial F}{\partial Z_{j, 0}}(0, x, 0) \lambda^{j}
$$

and denote by $\lambda_{1}(x), \ldots, \lambda_{m}(x)$ the roots of the equation $C(\lambda, x)=0$ in $\lambda$. These $\lambda_{1}(x), \ldots, \lambda_{m}(x)$ are called the characteristic exponents of (E).

The following is our basic problem:
Problem. Determine all kinds of local singularities which appear in the solutions of (E).

Let us recall the result in Gérard-Tahara [1]. Denote:

- $\mathscr{R}(\boldsymbol{C} \backslash\{0\})$ denotes the universal covering space of $\boldsymbol{C} \backslash\{0\}$;
- $S_{\theta}=\{t \in \mathscr{R}(\boldsymbol{C} \backslash\{0\}) ;|\arg t|<\theta\} ;$
- $S(\varepsilon(s))=\{t \in \mathscr{R}(\boldsymbol{C} \backslash\{0\}) ; 0<|t|<\varepsilon(\arg t)\}$, where $\varepsilon(s)$ is a positive-valued continuous function on $\boldsymbol{R}_{s}$;
- $D_{r}=\left\{x \in \boldsymbol{C}^{n} ;|x| \leq r\right\}$;
- $\boldsymbol{C}\{x\}$ denotes the ring of convergent power series in $x$, or equivalently the ring of germs of holomorphic functions at the origin of $\boldsymbol{C}^{n}$.

Definition 1. We denote by $\tilde{\mathscr{O}}_{+}$the set of all $u(t, x)$ satisfying the following conditions i) and ii):
i) $u(t, x)$ is a holomorphic function on $S(\varepsilon(s)) \times D_{r}$ for some positive-valued continuous function $\varepsilon(s)$ and some $r>0$;
ii) there is an $a>0$ such that for any $\theta>0$ we have

$$
\left.\max _{|x| \leq r}|u(t, x)|=O\left(|t|^{a}\right) \quad \text { (as } t \rightarrow 0 \text { in } S_{\theta}\right) .
$$

For the characteristic exponents $\lambda_{1}(x), \ldots, \lambda_{m}(x)$, we set

$$
\mu=\sharp\left\{i ; \operatorname{Re} \lambda_{i}(0)>0\right\} .
$$

When $\mu=0$, this is equivalent to the fact that $\operatorname{Re} \lambda_{i}(0) \leq 0$ for all $i=1, \ldots, m$. When $\mu \geq 1$, by a renumeration we may assume

$$
\begin{cases}\operatorname{Re} \lambda_{i}(0)>0 & \text { for } 1 \leq i \leq \mu  \tag{1.1}\\ \operatorname{Re} \lambda_{i}(0) \leq 0 & \text { for } \mu+1 \leq i \leq m\end{cases}
$$

Then we already have:
Theorem 1 (Gérard-Tahara [1]). Denote by $\mathscr{S}_{+}$the set of all $\tilde{\mathcal{O}}_{+}$-solutions of (E). Then we have:
(I) When $\mu=0$, we have $\mathscr{S}_{+}=\left\{u_{0}\right\}$ where $u_{0}=u_{0}(t, x)$ is the unique holomorphic solution of $(\mathrm{E})$ satisfying $u_{0}(0, x) \equiv 0$.
(II) When $\mu \geq 1$, under (1.1) and the following additional conditions

1) $\lambda_{i}(0) \neq \lambda_{j}(0)$ for $1 \leq i \neq j \leq \mu$,
2) $C(1,0) \neq 0$,
3) $C\left(i+j_{1} \lambda_{1}(0)+\cdots+j_{\mu} \lambda_{\mu}(0), 0\right) \neq 0$ for any $(i, j) \in \boldsymbol{N} \times \boldsymbol{N}^{\mu}$ satisfying $i+|j| \geq 2\left(\right.$ where $\left.j=\left(j_{1}, \ldots, j_{\mu}\right)\right)$,
we have

$$
\mathscr{S}_{+}=\left\{U\left(\phi_{1}, \ldots, \phi_{\mu}\right) ;\left(\phi_{1}, \ldots, \phi_{\mu}\right) \in(\boldsymbol{C}\{x\})^{\mu}\right\}
$$

where $U\left(\phi_{1}, \ldots, \phi_{\mu}\right)$ is an $\tilde{\mathcal{O}}_{+}$-solution of $(\mathrm{E})$ determined by $\left(\phi_{1}, \ldots, \phi_{\mu}\right) \in(\boldsymbol{C}\{x\})^{\mu}$ and having the expansion of the following form:

$$
\begin{aligned}
U\left(\phi_{1}, \ldots, \phi_{\mu}\right)= & \sum_{i \geq 1} u_{i}(x) t^{i} \\
& +\phi_{1}(x) t^{\lambda_{1}(x)}+\cdots+\phi_{\mu}(x) t^{\lambda_{\mu}(x)} \\
& +\sum_{\substack{i+2 m|j| \geq k+2 m \\
|j| \geq \geq 1 \\
(i, j \mid j) \neq(0,1)}} \varphi_{i, j, k}(x) t^{i+j_{1} \lambda_{1}(x)+\cdots+j_{\mu} \lambda_{\mu}(x)}(\log t)^{k} .
\end{aligned}
$$

## §2. Problems.

In Theorem 1 we have restricted ourselves to the study of singular solutions in $\tilde{\mathcal{O}}_{+}$. But, there seems to be a possibility that (E) has singular solutions which do not belong in the class $\tilde{\mathcal{O}}_{+}$, as is seen in the following example.

Example 1. The equation

$$
t \frac{\partial u}{\partial t}=u\left(\frac{\partial u}{\partial x}\right)^{k}
$$

(where $(t, x) \in \boldsymbol{C}^{2}$ and $k \in \boldsymbol{N}^{*}$ ) has a family of singular solutions

$$
u(t, x)=\left(\frac{1}{k}\right)^{1 / k} \frac{x+\alpha}{(c-\log t)^{1 / k}}, \quad \alpha, c \in \boldsymbol{C}
$$

which do not belong in the class $\tilde{\mathcal{O}}_{+}$.
In order to include this kind of singular solutions in our framework, we introduce the following new class of singular solutions:

Definition 2. We denote by $\tilde{\mathscr{O}}_{\text {log }}$ the set of all $u(t, x)$ satisfying the following conditions i) and ii):
i) $u(t, x)$ is a holomorphic function on $S(\varepsilon(s)) \times D_{r}$ for some positive-valued continuous function $\varepsilon(s)$ and some $r>0$;
ii) there is an $a>0$ such that for any $\theta>0$ we have

$$
\max _{|x| \leq r}|u(t, x)|=O\left(\frac{1}{|\log t|^{a}}\right) \quad\left(\text { as } t \rightarrow 0 \text { in } S_{\theta}\right)
$$

Clearly we have $\tilde{\mathcal{O}}_{\text {log }} \supset \tilde{\mathcal{O}}_{+}$. Therefore, if we denote by $\mathscr{S}_{\text {log }}$ the set of all $\tilde{\mathcal{O}}_{\text {log }}$-solutions of $(\mathrm{E})$, we have $\mathscr{S}_{\text {log }} \supset \mathscr{S}_{+}$. Hence, our next problems can be set up as follows:

Problem 1. When does $\mathscr{S}_{\text {log }}=\mathscr{S}_{+}$hold?
Problem 2. When does $\mathscr{S}_{\text {log }} \neq \mathscr{S}_{+}$hold?
The purpose of this paper is to give a partial answer and a conjecture on the problem 1. The problem 2 will be discussed in the forthcoming paper.

## §3. A result and a conjecture.

In this section we will give a result on the problem 1 in a general form.
A function $\mu(t)$ on $(0, T)$ is called $a$ weight function if it satisfies the following conditions $\left.\left.\mu_{1}\right) \sim \mu_{3}\right)$ :
$\left.\mu_{1}\right) \quad \mu(t) \in C^{0}((0, T))$,
$\left.\mu_{2}\right) \mu(t)>0$ on $(0, T)$ and $\mu(t)$ is increasing in $t$,
$\left.\mu_{3}\right) \quad \int_{0}^{T} \frac{\mu(s)}{s} d s<\infty$.
By $\mu_{2}$ ) and $\mu_{3}$ ) the condition $\mu(t) \rightarrow 0($ as $t \rightarrow+0)$ is clear. In this paper we impose the additional condition on $\mu(t)$ :

$$
\begin{equation*}
\mu(t) \in C^{1}((0, T)) \quad \text { and } \quad\left(t \frac{d \mu}{d t}\right)(t)=o(\mu(t)) \quad(\text { as } t \rightarrow+0) \tag{3.1}
\end{equation*}
$$

The following functions are typical examples:

$$
\mu(t)=\frac{1}{(-\log t)^{b}}, \quad \frac{1}{(-\log t)(\log (-\log t))^{c}}
$$

with $b>1, c>1$. Note that the function $\mu(t)=t^{d}$ with $d>0$ does not satisfy the condition (3.1).

Definition 3. Let $\mu(t)$ be a weight function.
(1) For $a>0$ we denote by $\tilde{\mathscr{O}}_{a}(\mu(t))$ the set of all $u(t, x)$ satisfying the following conditions i) and ii):
i) $u(t, x)$ is a holomorphic function on $S(\varepsilon(s)) \times D_{r}$ for some positive-valued continuous function $\varepsilon(s)$ and some $r>0$;
ii) for any $\theta>0$ we have

$$
\max _{|x| \leq r}|u(t, x)|=O\left(\mu(|t|)^{a}\right) \quad\left(\text { as } t \rightarrow 0 \text { in } S_{\theta}\right) .
$$

(2) We define $\tilde{\mathcal{O}}_{+}(\mu(t))$ by

$$
\tilde{\mathscr{O}}_{+}(\mu(t))=\bigcup_{a>0} \tilde{\mathscr{O}}_{a}(\mu(t))
$$

Lemma 1. (1) $\tilde{\mathcal{O}}_{\text {log }}=\tilde{\mathcal{O}}_{+}(\mu(t))$ if $\mu(t)=1 /(-\log t)^{b}$ with $b>1$.
(2) If $\mu(t)$ satisfies (3.1) we have $\tilde{\mathcal{O}}_{+} \subset \tilde{\mathcal{O}}_{1}(\mu(t))\left(\subset \tilde{\mathcal{O}}_{+}(\mu(t))\right)$.

Proof. (1) is clear. (2) is verified as follows. By (3.1), for any $\varepsilon>0$ there is a $\delta>0$ such that $t \mu_{t}^{\prime}(t) \leq \varepsilon \mu(t)$ holds on $(0, \delta]$ and therefore we have

$$
\frac{d}{d t}\left(t^{-\varepsilon} \mu(t)\right) \leq 0 \quad \text { for } 0<t \leq \delta
$$

Integrating this from $t$ to $\delta$ we have

$$
\delta^{-\varepsilon} \mu(\delta) \leq t^{-\varepsilon} \mu(t) \quad \text { for } 0<t \leq \delta
$$

and so

$$
\begin{equation*}
\left(\frac{\mu(\delta)}{\delta^{\varepsilon}}\right) t^{\varepsilon} \leq \mu(t) \quad \text { for } 0<t \leq \delta \tag{3.2}
\end{equation*}
$$

Since $\varepsilon>0$ is arbitrary, (3.2) leads us to the conclusion of (2).
Denote by $\mathscr{S}_{+}(\mu(t))\left(\right.$ resp. $\left.\mathscr{S}_{a}(\mu(t))\right)$ the set of all $\tilde{\mathcal{O}}_{+}(\mu(t))$-solutions of (E) (resp. $\tilde{\mathscr{O}}_{a}(\mu(t))$-solutions of $\left.(\mathrm{E})\right)$. By (2) of Lemma 1 we have

$$
\mathscr{S}_{+} \subset \mathscr{S}_{1}(\mu(t)) \subset \mathscr{S}_{+}(\mu(t)) .
$$

The following theorem gives a sufficient condition for $\mathscr{S}_{+}(\mu(t))=\mathscr{S}_{+}$to be valid.

Theorem 2. Let $\mu(t)$ be a weight function satisfying (3.1). Then, $\mathscr{S}_{+}(\mu(t))$ $=\mathscr{S}_{+}$is valid if

$$
\begin{equation*}
\operatorname{Re} \lambda_{i}(0)<0 \quad \text { for all } i=1, \ldots, m \tag{3.3}
\end{equation*}
$$

or if

$$
\begin{equation*}
\operatorname{Re} \lambda_{i}(0)>0 \quad \text { for all } i=1, \ldots, m \tag{3.4}
\end{equation*}
$$

In case (3.3), by Theorem 1 we have $\mathscr{S}_{+}=\left\{u_{0}\right\}$ and therefore the condition $\mathscr{S}_{+}(\mu(t))=\mathscr{S}_{+}$is equivalent to the fact that the local uniqueness of the solution is valid in $\mathscr{S}_{+}(\mu(t))$ which is already proved in Tahara [4], [5].

In case (3.4) the proof of Theorem 2 consists of the following two parts:
$\left.\mathrm{C}_{1}\right)$ if $u \in \mathscr{S}_{+}(\mu(t))$ we have $u \in \mathscr{S}_{m}(\mu(t))$;
$\left.\mathrm{C}_{2}\right)$ if $u \in \mathscr{S}_{m}(\mu(t))$ we have $u \in \mathscr{S}_{+}$.
The part $\mathrm{C}_{1}$ ) will be proved in $\S 4$ and the part $\mathrm{C}_{2}$ ) will be proved in $\S 5$.
Corollary. If (3.3) or (3.4) holds, we have $\mathscr{S}_{\text {log }}=\mathscr{S}_{+}$.
Remark. The author believes that the following conjecture is true, though at present he has no idea to prove this conjecture:

Conjecture. $\quad \mathscr{S}_{\text {log }}=\mathscr{S}_{+}$is valid if

$$
\begin{equation*}
\operatorname{Re} \lambda_{i}(0) \neq 0 \quad \text { for all } i=1, \ldots, m \tag{3.5}
\end{equation*}
$$

## §4. Proof of $\mathrm{C}_{1}$ ).

The assertion $\mathrm{C}_{1}$ ) comes from the following proposition.
Proposition 1. Let $\mu(t)$ be a weight function satisfying (3.1). Assume the condition (3.4). Then, if $u(t, x) \in \tilde{\mathcal{O}}_{+}(\mu(t))$ is a solution of $(\mathrm{E})$ we have $u(t, x) \in \tilde{\mathscr{O}}_{m}(\mu(t))$.

First we note:
Lemma 2. Let $\delta>0$, $U$ be a compact neighborhood of the origin of $\boldsymbol{C}_{x}^{n}$, $\lambda(x) \in C^{0}(U), \quad u(t, x) \in C^{1}\left((0, \delta], C^{0}(U)\right)$ and $f(t, x) \in C^{0}((0, \delta] \times U)$. Assume $\varepsilon>0, h>0, C>0, a>0$ and assume the following i) $\sim \mathrm{iv})$ :
i) $t \mu_{t}^{\prime}(t) \leq \varepsilon \mu(t)$ on $(0, \delta]$,
ii) $\operatorname{Re} \lambda(x) \geq h$ on $U$,
iii) $|f(t, x)| \leq C \mu(t)^{a}$ on $(0, \delta] \times U$,
iv) $(t \partial / \partial t-\lambda(x)) u=f$ on $(0, \delta] \times U$.

Then, if $a \varepsilon<h$ holds we have

$$
\begin{equation*}
|u(t, x)| \leq\left(\frac{|u(\delta, x)|}{\mu(\delta)^{a}}+\frac{C}{h-a \varepsilon}\right) \mu(t)^{a} \quad \text { on } \quad(0, \delta] \times U \tag{4.1}
\end{equation*}
$$

Proof. By solving the equation iv) we see that $u(t, x)$ is expressed by

$$
u(t, x)=\left(\frac{t}{\delta}\right)^{\lambda(x)} u(\delta, x)-\int_{t}^{\delta}\left(\frac{t}{\tau}\right)^{\lambda(x)} f(\tau, x) \frac{d \tau}{\tau}
$$

and by ii) and iii) we have

$$
|u(t, x)| \leq\left(\frac{t}{\delta}\right)^{h}|u(\delta, x)|+C \int_{t}^{\delta}\left(\frac{t}{\tau}\right)^{h} \mu(\tau)^{a} \frac{d \tau}{\tau} \quad \text { on }(0, \delta] \times U .
$$

Therefore, to show (4.1) it is sufficient to prove the following inequalities:

$$
\begin{gather*}
\left(\frac{t}{\delta}\right)^{h} \leq\left(\frac{\mu(t)}{\mu(\delta)}\right)^{a} \quad \text { on }(0, \delta]  \tag{4.2}\\
\int_{t}^{\delta}\left(\frac{t}{\tau}\right)^{h} \mu(\tau)^{a} \frac{d \tau}{\tau} \leq \frac{1}{h-a \varepsilon} \mu(t)^{a} \quad \text { on }(0, \delta] . \tag{4.3}
\end{gather*}
$$

The proofs of (4.2) and (4.3) are as follows. Recall that the condition i) implies (3.2) and so

$$
\left(\frac{t}{\delta}\right)^{\varepsilon} \leq \frac{\mu(t)}{\mu(\delta)} \quad \text { on } \quad(0, \delta] .
$$

Since $0<a \varepsilon<h$ is assumed, we have

$$
\left(\frac{t}{\delta}\right)^{h} \leq\left(\frac{t}{\delta}\right)^{a \varepsilon} \leq\left(\frac{\mu(t)}{\mu(\delta)}\right)^{a} \quad \text { on }(0, \delta]
$$

which proves (4.2). Moreover, by the integration by parts and using the condition i) we have

$$
\begin{aligned}
\int_{t}^{\delta} \frac{1}{\tau^{h+1}} \mu(\tau)^{a} d \tau & =\left[\frac{-1}{h} \frac{1}{\tau^{h}} \mu(\tau)^{a}\right]_{t}^{\delta}+\frac{a}{h} \int_{t}^{\delta} \frac{1}{\tau^{h}} \mu(\tau)^{a-1} \mu_{\tau}^{\prime}(\tau) d \tau \\
& \leq \frac{1}{h} \frac{1}{t^{h}} \mu(t)^{a}+\frac{a}{h} \int_{t}^{\delta} \frac{1}{\tau^{h+1}} \mu(\tau)^{a-1}(\varepsilon \mu(\tau)) d \tau \\
& =\frac{1}{h} \frac{1}{t^{h}} \mu(t)^{a}+\frac{a \varepsilon}{h} \int_{t}^{\delta} \frac{1}{\tau^{h+1}} \mu(\tau)^{a} d \tau
\end{aligned}
$$

and therefore we obtain

$$
\int_{t}^{\delta} \frac{1}{\tau^{h+1}} \mu(\tau)^{a} d \tau \leq \frac{1}{h-a \varepsilon} \frac{1}{t^{h}} \mu(t)^{a} \quad \text { on } \quad(0, \delta]
$$

which leads us to (4.3).
Next let us consider

$$
\begin{equation*}
C\left(t \frac{\partial}{\partial t}, x\right) u=f \tag{4.4}
\end{equation*}
$$

Since $\lambda_{1}(x), \ldots, \lambda_{m}(x)$ are solutions of $C(\lambda, x)=0$ in $\lambda$, the equation (4.4) is written as

$$
\left(t \frac{\partial}{\partial t}-\lambda_{1}(x)\right) \cdots\left(t \frac{\partial}{\partial t}-\lambda_{m}(x)\right) u=f
$$

Therefore, applying Lemma $2 m$-times to this equation we obtain
Lemma 3. Assume the condition (3.4), and assume that $u, f \in \tilde{\mathcal{O}}_{+}(\mu(t))$ satisfy the equation (4.4). Then, if $f \in \tilde{\mathscr{O}}_{a}(\mu(t))$ holds for some $a>0$ we have $u \in \tilde{\mathcal{O}}_{a}(\mu(t))$.

Denote

$$
R[u]=F\left(t, x,\left\{\left(t \frac{\partial}{\partial t}\right)^{j}\left(\frac{\partial}{\partial x}\right)^{\alpha} u\right\}_{\substack{j+|\alpha| \leq m \\ j<m}}\right)-\sum_{j<m} \frac{\partial F}{\partial Z_{j, 0}}(0, x, 0)\left(t \frac{\partial}{\partial t}\right)^{j} u .
$$

The equation (E) is written as

$$
\begin{equation*}
C\left(t \frac{\partial}{\partial t}, x\right) u=R[u] \tag{4.5}
\end{equation*}
$$

Moreover we have
Lemma 4. If $u \in \tilde{\mathcal{O}}_{a}(\mu(t))$ holds for some $a>0$ we have $R[u] \in \tilde{\mathcal{O}}_{b}(\mu(t))$ for any $b$ with $0<b \leq \min \{2 a, m\}$.

Proof. By [5, Lemma 11] we know that

$$
\mu(t+c t)=O(\mu(t)) \quad(\text { as } t \rightarrow+0)
$$

for some $c>0$ and hence we can see that $u \in \tilde{\mathscr{O}}_{a}(\mu(t))$ implies

$$
\left(t \frac{\partial}{\partial t}\right)^{j}\left(\frac{\partial}{\partial x}\right)^{\alpha} u \in \tilde{\mathscr{O}}_{a}(\mu(t)), \quad j+|\alpha| \leq m \text { and } j<m
$$

(see the proof of $[5$, Theorem 3]).
Therefore, by $\left(\mathrm{A}_{1}\right),\left(\mathrm{A}_{2}\right)$ and $\left(\mathrm{A}_{3}\right)$ we have

$$
\begin{aligned}
R[u]= & F(t, x, 0) \\
& +\sum_{j<m}\left(\frac{\partial F}{\partial Z_{j, 0}}(t, x, 0)-\frac{\partial F}{\partial Z_{j, 0}}(0, x, 0)\right)\left(t \frac{\partial}{\partial t}\right)^{j} u \\
& +\sum_{\substack{j+|\alpha| \leq m \\
|\alpha|>0}} \frac{\partial F}{\partial Z_{j, \alpha}}(t, x, 0)\left(t \frac{\partial}{\partial t}\right)^{j}\left(\frac{\partial}{\partial x}\right)^{\alpha} u \\
& +\sum_{\substack{j+|\alpha| \leq m \\
j<m}} \sum_{\substack{k+|\beta| \leq m \\
k<m}} O\left(\left(t \frac{\partial}{\partial t}\right)^{j}\left(\frac{\partial}{\partial x}\right)^{\alpha} u \times\left(t \frac{\partial}{\partial t}\right)^{k}\left(\frac{\partial}{\partial x}\right)^{\beta} u\right) \\
= & O(|t|)+O(|t|) O\left(\mu(|t|)^{a}\right)+O\left(O\left(\mu(|t|)^{a}\right) \times O\left(\mu(|t|)^{a}\right)\right) .
\end{aligned}
$$

Since $|t|=O\left(\mu(|t|)^{m}\right)($ as $t \rightarrow+0)$ is already proved in (3.2) with $\varepsilon=1 / m$, we obtain the conclusion of Lemma 4.

Now, by using Lemmas 3 and 4 let us prove Proposition 1.
Proof of Proposition 1. Let $u \in \tilde{\mathcal{O}}_{+}(\mu(t))$ be a solution of (E). Then, by the definition of $\tilde{\mathscr{O}}_{+}(\mu(t))$ we have $u \in \tilde{\mathscr{O}}_{a}(\mu(t))$ for some $a>0$. Choose a sequence $a_{0}, a_{1}, \ldots, a_{N}$ such that
i) $a_{0}=a<a_{1}<a_{2}<\cdots<a_{N}=m$, and
ii) $a_{i+1} \leq \min \left\{2 a_{i}, m\right\}$ for $i=0,1, \ldots, N-1$.

Since $u \in \tilde{\mathscr{O}}_{a_{0}}(\mu(t))$ is known, by Lemma 4 we have $R[u] \in \tilde{\mathscr{O}}_{a_{1}}(\mu(t))$ and therefore by applying Lemma 3 to the equation $C(t \partial / \partial t, x) u=R[u]$ we have $u \in \tilde{\mathscr{O}}_{a_{1}}(\mu(t))$. Then, by Lemma 4 we have $R[u] \in \tilde{\mathcal{O}}_{a_{2}}(\mu(t))$ and so applying Lemma 3 again to $C(t \partial / \partial t, x) u=R[u] \in \tilde{\mathscr{O}}_{a_{2}}(\mu(t))$ we have $u \in \tilde{\mathcal{O}}_{a_{2}}(\mu(t))$.

Thus, by repeating the same argument as above we obtain $u \in \tilde{\mathscr{U}}_{a_{N}}(\mu(t))$. Since $a_{N}=m$, this completes the proof of Proposition 1.

## §5. Proof of $\mathbf{C}_{2}$ ).

The assertion $\mathrm{C}_{2}$ ) comes from the following proposition.
Proposition 2. Let $\mu(t)$ be a weight function satisfying

$$
\begin{equation*}
\mu(t) \in C^{1}((0, T)) \quad \text { and } \quad\left(t \frac{d \mu}{d t}\right)(t)=O(\mu(t)) \quad(\text { as } t \rightarrow+0) . \tag{5.1}
\end{equation*}
$$

Assume the condition (3.4). Then, if $u \in \tilde{\mathcal{O}}_{m}(\mu(t))$ is a solution of $(\mathrm{E})$ we have $u \in \tilde{\mathcal{O}}_{+}$.

We will prove this proposition from now. By (5.1) we have

$$
\begin{equation*}
t \mu_{t}^{\prime}(t) \leq A \mu(t) \quad \text { on }(0, T) \tag{5.2}
\end{equation*}
$$

for some $A>0$. Also, by (3.4) we can find $h>0$ and $R>0$ such that

$$
\begin{equation*}
\operatorname{Re} \lambda_{i}(x) \geq 2 h>0 \quad \text { on } D_{R}, \quad i=1, \ldots, m . \tag{5.3}
\end{equation*}
$$

Without loss of generality we may assume that $0<h<1$ holds.
Let $u \in \tilde{\mathcal{O}}_{m}(\mu(t))$ be a solution of $(\mathrm{E})$, and assume that $u(t, x)$ is holomorphic on $S(\varepsilon(s)) \times D_{2 R}$ where $\varepsilon(s)$ is a positive-valued continuous function and $R>0$ is sufficiently small. Since the condition (5.1) is assumed, by [ $\mathbf{5}$, Lemma 11] we have $\mu(t+c t)=O(\mu(t))($ as $t \rightarrow+0)$ for some $c>0$ and by the same argument as in the proof of $[\mathbf{5}$, Theorem 3] we have

$$
\left(t \frac{\partial}{\partial t}\right)^{j}\left(\frac{\partial}{\partial x}\right)^{\alpha} u \in \tilde{\mathcal{O}}_{m}(\mu(t)) \quad \text { for } j+|\alpha| \leq m \text { and } j<m .
$$

Therefore, for any $\theta_{0}>0$ we can find $\delta>0$ and $M>0$ such that

$$
\begin{gather*}
\left|\left(t \frac{\partial}{\partial t}\right)^{j}\left(\frac{\partial}{\partial x}\right)^{\alpha} u(t, x)\right| \leq M \mu(|t|)^{m} \quad \text { on } S_{\theta_{0}}(\delta) \times D_{R}  \tag{5.4}\\
\text { for } j+|\alpha| \leq m \text { and } j<m
\end{gather*}
$$

where $S_{\theta_{0}}(\delta)=\left\{t \in S_{\theta_{0}} ; 0<|t| \leq \delta\right\}$.
Our purpose is to show the following: if $R_{1}>0$ is sufficiently small, for any $\theta_{0}>0$ we can find $\delta_{1}>0$ and $M_{1}>0$ such that

$$
\begin{equation*}
|u(t, x)| \leq M_{1}|t|^{h} \quad \text { on } S_{\theta_{0}}\left(\delta_{1}\right) \times D_{R_{1}} \tag{5.5}
\end{equation*}
$$

The rest part of this section is used to prove this estimate.
Denote

$$
\begin{aligned}
\Theta_{0} & =1 \\
\Theta_{1} & =\left(t \frac{\partial}{\partial t}-\lambda_{1}(0)\right) \\
\Theta_{2} & =\left(t \frac{\partial}{\partial t}-\lambda_{2}(0)\right)\left(t \frac{\partial}{\partial t}-\lambda_{1}(0)\right) \\
& \ldots \ldots \ldots \cdots \\
& \ldots \ldots \cdots \cdots \cdots \\
& \ldots \ldots \cdots \cdots \\
\Theta_{m} & =\left(t \frac{\partial}{\partial t}-\lambda_{m}(0)\right)\left(t \frac{\partial}{\partial t}-\lambda_{m-1}(0)\right) \cdots\left(t \frac{\partial}{\partial t}-\lambda_{1}(0)\right)
\end{aligned}
$$

Since $u \in \tilde{\mathcal{O}}_{m}(\mu(t))$ is a solution of $(\mathrm{E})$, we have

$$
\begin{align*}
\Theta_{m} u= & F(t, x, 0)  \tag{5.6}\\
& +\sum_{j<m}\left(\frac{\partial F}{\partial Z_{j, 0}}(t, x, 0)-\frac{\partial F}{\partial Z_{j, 0}}(0,0,0)\right)\left(t \frac{\partial}{\partial t}\right)^{j} u \\
& +\sum_{\substack{j+|\alpha| \leq m \\
|\alpha|>0}} \frac{\partial F}{\partial Z_{j, \alpha}}(t, x, 0)\left(t \frac{\partial}{\partial t}\right)^{j}\left(\frac{\partial}{\partial x}\right)^{\alpha} u \\
& +\sum_{\substack{j+|\alpha| \leq m \\
j<m}} \sum_{\substack{k+|\beta| \leq m \\
k<m}} O\left(\left(t \frac{\partial}{\partial t}\right)^{j}\left(\frac{\partial}{\partial x}\right)^{\alpha} u \times\left(t \frac{\partial}{\partial t}\right)^{k}\left(\frac{\partial}{\partial x}\right)^{\beta} u\right) \\
= & F(t, x, 0)+\sum_{j<m} a_{j}(t, x) \Theta_{j} u+\sum_{\substack{j+|\alpha| \leq m \\
j<m}} b_{j, \alpha}(t, x) \Theta_{j}\left(\frac{\partial}{\partial x}\right)^{\alpha} u,
\end{align*}
$$

where $a_{j}(t, x)(j<m)$ are holomorphic functions in a neighborhood of $(0,0)$ satisfying $a_{j}(0,0)=0$, and $b_{j, \alpha}(t, x) \quad(j+|\alpha| \leq m, j<m)$ are functions in $\tilde{\mathcal{O}}_{m}(\mu(t))$. Note that $a_{j}(t, x)(j<m)$ are independent of $u$, but $b_{j, \alpha}(t, x) \quad(j+|\alpha| \leq m, j<m)$ depend on $u$.

Introduce the following notation. For a formal power series $f(t, x)$ in $x$ with coefficients in $C^{0}((0, T))$ of the form

$$
f(t, x)=\sum_{\alpha \in N^{n}} f_{\alpha}(t) x^{\alpha}, \quad f_{\alpha}(t) \in C^{0}((0, T))
$$

we write

$$
\|f(t)\|_{\rho}=\sum_{\alpha \in N^{n}}\left|f_{\alpha}(t)\right| \frac{\alpha!}{|\alpha|!} \rho^{|\alpha|}
$$

(which is a formal power series in $\rho$ with coefficients in $C^{0}((0, T))$ ). In case $f(t, x)$ is a function on $(0, T) \times D_{R}$ continuous in $t$ and holomorphic in $x$, by using the Taylor expansion of $f(t, x)$ in $x$ we can define $\|f(t)\|_{\rho}$ in the same way. Note that the following majorant relation holds:

$$
\left\|\left(\frac{\partial}{\partial x_{i}}\right) f(t)\right\|_{\rho} \ll \frac{\partial}{\partial \rho}\|f(t)\|_{\rho}, \quad i=1, \ldots, n .
$$

Take any $\theta_{0}>0$. Let $R>0$ and $\delta>0$ be the ones in (5.4). Note that $\delta$ depends on $\theta_{0}$ but $R$ is independent of $\theta_{0}$. For $(j, k) \in \boldsymbol{N} \times \boldsymbol{N}$ satisfying $j+k \leq$ $m-1$ we set

$$
\begin{align*}
& \psi_{j, k}(t, \rho, \theta)=\mu(t)^{k} \times \sum_{|\alpha|=k}\left\|\Theta_{j}\left(\frac{\partial}{\partial x}\right)^{\alpha} u\left(t e^{\sqrt{-1} \theta}\right)\right\|_{\rho}  \tag{5.7}\\
& \phi_{j, k}(t, \rho, \theta)=\int_{t}^{\delta}\left(\frac{t}{\tau}\right)^{\operatorname{Re} \lambda_{j+1}(0)} \mu(\tau)^{k}  \tag{5.8}\\
& \times\left\{\sum_{|\alpha|=k}\left\|\Theta_{j+1}\left(\frac{\partial}{\partial x}\right)^{\alpha} u\left(\tau e^{\sqrt{-1} \theta}\right)\right\|_{\rho}\right. \\
&\left.+k A \sum_{|\alpha|=k}\left\|\Theta_{j}\left(\frac{\partial}{\partial x}\right)^{\alpha} u\left(\tau e^{\sqrt{-1} \theta}\right)\right\|_{\rho}\right\} \frac{d \tau}{\tau} .
\end{align*}
$$

Then, by the argument similar to the proof of [4, Lemma 3] we have

Lemma 5. $\psi_{j, k}(t, \rho, \theta)(j+k \leq m-1)$ and $\phi_{j, k}(t, \rho, \theta)(j+k \leq m-1)$ are well-defined in $C^{0}\left([0, \delta] \times[0, R] \times\left(-\theta_{0}, \theta_{0}\right)\right)$ and satisfy the following properties (1) $\sim(4)$ on $\left\{(t, \rho, \theta) ; 0<t \leq \delta, 0 \leq \rho \leq R\right.$ and $\left.|\theta|<\theta_{0}\right\}$ :
(1) For any $(j, k)$ we have

$$
\psi_{j, k}(t, \rho, \theta) \leq\left(\frac{t}{\delta}\right)^{2 h} \psi_{j, k}(\delta, \rho, \theta)+\phi_{j, k}(t, \rho, \theta)
$$

(2) When $k>0$, we have

$$
\begin{aligned}
& \left(-t \frac{\partial}{\partial t}+2 h\right) \phi_{j, k}(t, \rho, \theta) \\
& \quad \leq n \mu(t) \frac{\partial}{\partial \rho} \psi_{j+1, k-1}(t, \rho, \theta)+n k A \mu(t) \frac{\partial}{\partial \rho} \psi_{j, k-1}(t, \rho, \theta) .
\end{aligned}
$$

(3) When $k=0$ and $j=0,1, \ldots, m-2$, we have

$$
\left(-t \frac{\partial}{\partial t}+2 h\right) \phi_{j, 0}(t, \rho, \theta) \leq \psi_{j+1,0}(t, \rho, \theta)
$$

(4) When $k=0$ and $j=m-1$, we have

$$
\begin{aligned}
&\left(-t \frac{\partial}{\partial t}+2 h\right) \phi_{m-1,0}(t, \rho, \theta) \\
& \leq K t+(a(t, \rho)+b(t, \rho)) \sum_{j<m} \psi_{j, 0}(t, \rho, \theta) \\
&+B \mu(t) \frac{\partial}{\partial \rho} \sum_{j+k \leq m-1} \psi_{j, k}(t, \rho, \theta)
\end{aligned}
$$

for some $K>0, B>0, a(t, \rho) \in C^{0}([0, \delta] \times[0, R])$ with $a(0,0)=0$, and $b(t, \rho) \in$ $C^{0}([0, \delta] \times[0, R])$ with $b(t, \rho)=O\left(\mu(t)^{m}\right) \quad$ as $t \rightarrow+0$ uniformly in $\left.\rho \in[0, R]\right)$. Moreover, by (5.6) we see that $K$ and $a(t, \rho)$ are independent of $\theta_{0}$.

Proof. Set

$$
u_{j, k}(t, x)=\mu(t)^{k} \Theta_{j}\left(\frac{\partial}{\partial x}\right)^{\alpha} u\left(t e^{\sqrt{-1} \theta}, x\right)
$$

Then we have

$$
\begin{aligned}
\left(t \frac{\partial}{\partial t}\right. & \left.-\lambda_{j+1}(0)\right) u_{j, k}(t, x) \\
& =\mu(t)^{k} \Theta_{j+1}\left(\frac{\partial}{\partial x}\right)^{\alpha} u\left(t e^{\sqrt{-1} \theta}, x\right)+k t \mu_{t}^{\prime}(t) \mu(t)^{k-1} \Theta_{j}\left(\frac{\partial}{\partial x}\right)^{\alpha} u\left(t e^{\sqrt{-1} \theta}, x\right)
\end{aligned}
$$

and by integrating this from $t$ to $\delta$ we have

$$
\begin{aligned}
& u_{j, k}(t, x)=\left(\frac{t}{\delta}\right)^{\lambda_{j+1}(0)} u_{j, k}(\delta, x) \\
& -\int_{t}^{\delta}\left(\frac{t}{\tau}\right)^{\lambda_{j+1}(0)}\left\{\mu(\tau)^{k} \Theta_{j+1}\left(\frac{\partial}{\partial x}\right)^{\alpha} u\left(\tau e^{\sqrt{-1} \theta}, x\right)\right. \\
& \left.+k \tau \mu_{\tau}^{\prime}(\tau) \mu(\tau)^{k-1} \Theta_{j}\left(\frac{\partial}{\partial x}\right)^{\alpha} u\left(\tau e^{\sqrt{-1} \theta}, x\right)\right\} \frac{d \tau}{\tau} .
\end{aligned}
$$

Therefore by taking the norm and by using (5.2) and (5.3) we obtain

$$
\begin{aligned}
& \mu(t)^{k}\left\|\Theta_{j}\left(\frac{\partial}{\partial x}\right)^{\alpha} u\left(t e^{\sqrt{-1} \theta}\right)\right\|_{\rho}=\left\|u_{j, k}(t)\right\|_{\rho} \\
& \begin{aligned}
& \leq\left(\frac{t}{\delta}\right)^{\operatorname{Re} \lambda_{j+1}(0)}\left\|u_{j, k}(\delta)\right\|_{\rho} \\
&+\int_{t}^{\delta}\left(\frac{t}{\tau}\right)^{\operatorname{Re} \lambda_{j+1}(0)}\left\{\mu(\tau)^{k}\left\|_{\Theta_{j+1}\left(\frac{\partial}{\partial x}\right)^{\alpha} u\left(\tau e^{\sqrt{-1}}\right)}\right\|_{\rho}\right. \\
&+k A \mu(\tau) \mu(\tau)^{k-1} \|_{\left.\Theta_{j}\left(\frac{\partial}{\partial x}\right)^{\alpha} u\left(\tau e^{\sqrt{-1} \theta}\right) \|_{\rho}\right\} \frac{d \tau}{\tau}}^{\leq\left(\frac{t}{\delta}\right)^{2 h} \mu(\delta)^{k}\left\|\Theta_{j}\left(\frac{\partial}{\partial x}\right)^{\alpha} u\left(\delta e^{\sqrt{-1} \theta}\right)\right\|_{\rho}} \\
& \quad+\int_{t}^{\delta}\left(\frac{t}{\tau}\right)^{\operatorname{Re} \lambda_{j+1}(0)} \mu(\tau)^{k}\left\{\left\|\Theta_{j+1}\left(\frac{\partial}{\partial x}\right)^{\alpha} u\left(\tau e^{\sqrt{-1} \theta}\right)\right\|_{\rho}\right. \\
&\left.\quad+k A\left\|\Theta_{j}\left(\frac{\partial}{\partial x}\right)^{\alpha} u\left(\tau e^{\sqrt{-1} \theta}\right)\right\|_{\rho}\right\} \frac{d \tau}{\tau}
\end{aligned}
\end{aligned}
$$

which leads us to the property (1).
Denote: $e_{1}=(1,0, \ldots, 0), \ldots, e_{n}=(0, \ldots, 0,1) \in \boldsymbol{N}^{n}$. If $|\alpha|>0$ we have

$$
\left(\frac{\partial}{\partial x}\right)^{\alpha}=\left(\frac{\partial}{\partial x_{i}}\right)\left(\frac{\partial}{\partial x}\right)^{\alpha-e_{i}}
$$

for some $i=i_{\alpha}$ and

$$
\begin{equation*}
\left\|\Theta_{l}\left(\frac{\partial}{\partial x}\right)^{\alpha} u\left(t e^{\sqrt{-1} \theta}\right)\right\|_{\rho} \leq \frac{\partial}{\partial \rho}\left\|\Theta_{l}\left(\frac{\partial}{\partial x}\right)^{\alpha-e_{i}} u\left(t e^{\sqrt{-1} \theta}\right)\right\|_{\rho} \tag{5.9}
\end{equation*}
$$

for any $l=0,1, \ldots, m$ and any $\rho \in[0, R]$.
When $k>0$, by using (5.3) and (5.9) we can verify the property (2) as follows:

$$
\begin{aligned}
& \left(-t \frac{\partial}{\partial t}+2 h\right) \phi_{j, k}(t, \rho, \theta) \\
& \left.\begin{array}{l}
\leq\left(-t \frac{\partial}{\partial t}+\operatorname{Re} \lambda_{j+1}(0)\right) \phi_{j, k}(t, \rho, \theta) \\
= \\
=\mu(t)^{k}\left\{\sum_{|\alpha|=k}\left\|\Theta_{j+1}\left(\frac{\partial}{\partial x}\right)^{\alpha} u\left(t e^{\sqrt{-1} \theta}\right)\right\|_{\rho}\right. \\
\\
\left.\quad+k A \sum_{|\alpha|=k}\left\|\Theta_{j}\left(\frac{\partial}{\partial x}\right)^{\alpha} u\left(t e^{\sqrt{-1} \theta}\right)\right\|_{\rho}\right\} \\
\leq \mu(t)^{k}\left\{\sum_{|\alpha|=k} \frac{\partial}{\partial \rho}\left\|\Theta_{j+1}\left(\frac{\partial}{\partial x}\right)^{\alpha-e_{i}} u\left(t e^{\sqrt{-1} \theta}\right)\right\|_{\rho}\right. \\
\quad+k A \sum_{|\alpha|=k} \frac{\partial}{\partial \rho}\left\|\Theta_{j}\left(\frac{\partial}{\partial x}\right)^{\alpha-e_{i}} u\left(t e^{\sqrt{-1} \theta}\right)\right\|_{\rho}
\end{array}\right\} \\
& \leq n \mu(t) \frac{\partial}{\partial \rho} \psi_{j+1, k-1}(t, \rho, \theta)+n k A \mu(t) \frac{\partial}{\partial \rho} \psi_{j, k-1}(t, \rho, \theta)
\end{aligned}
$$

When $k=0$ and $j=0,1, \ldots, m-2$, the property ( 3 ) is verified by:

$$
\begin{aligned}
\left(-t \frac{\partial}{\partial t}+2 h\right) \phi_{j, 0}(t, \rho, \theta) & \leq\left(-t \frac{\partial}{\partial t}+\operatorname{Re} \lambda_{j+1}(0)\right) \phi_{j, 0}(t, \rho, \theta) \\
& =\left\|\Theta_{j+1} u\left(t e^{\sqrt{-1} \theta}\right)\right\|_{\rho}=\psi_{j+1,0}(t, \rho, \theta)
\end{aligned}
$$

When $k=0$ and $j=m-1$ we have

$$
\begin{align*}
& \left(-t \frac{\partial}{\partial t}+2 h\right) \phi_{m-1,0}(t, \rho, \theta)  \tag{5.10}\\
& \quad \leq\left(-t \frac{\partial}{\partial t}+\operatorname{Re} \lambda_{m}(0)\right) \phi_{m-1,0}(t, \rho, \theta)=\left\|\Theta_{m} u\left(t e^{\sqrt{-1} \theta}\right)\right\|_{\rho}
\end{align*}
$$

On the other hand, by (5.6) we know that the equation (E) is written as

$$
\begin{aligned}
\Theta_{m} u= & F(t, x, 0)+\sum_{j<m}\left(a_{j}(t, x)+b_{j, 0}(t, x)\right) \Theta_{j} u \\
& +\sum_{\substack{j+|\alpha| \leq m \\
|\alpha|>0}} b_{j, \alpha}(t, x) \Theta_{j}\left(\frac{\partial}{\partial x}\right)^{\alpha} u \\
= & O(|t|)+\sum_{j<m}\left(O(|t|+|x|)+O\left(\mu(|t|)^{m}\right)\right) \Theta_{j} u \\
& +\sum_{\substack{j+|\alpha| \leq m \\
|\alpha|>0}} O\left(\mu(|t|)^{m}\right) \Theta_{j}\left(\frac{\partial}{\partial x}\right)^{\alpha} u .
\end{aligned}
$$

Therefore, by taking the norm and by using (5.9) we have

$$
\begin{aligned}
&\left\|\Theta_{m} u\left(t e^{\sqrt{-1} \theta}\right)\right\|_{\rho} \\
& \leq K t+\left(O(t+\rho)+O\left(\mu(t)^{m}\right)\right) \sum_{j<m}\left\|\Theta_{j} u\left(t e^{\sqrt{-1} \theta}\right)\right\|_{\rho} \\
&+\sum_{\substack{j+|\alpha| \leq m \\
|\alpha|>0}} O\left(\mu(t)^{m}\right) \frac{\partial}{\partial \rho}\left\|\Theta_{j}\left(\frac{\partial}{\partial x}\right)^{\alpha-e_{i}} u\left(t e^{\sqrt{-1} \theta}\right)\right\|_{\rho} \\
& \leq K t+\left(O(t+\rho)+O\left(\mu(t)^{m}\right)\right) \sum_{j<m} \psi_{j, 0}(t, \rho, \theta) \\
&+O(\mu(t)) \frac{\partial}{\partial \rho} \sum_{j+k \leq m-1} \psi_{j, k}(t, \rho, \theta)
\end{aligned}
$$

Hence, combining this with (5.10) we obtain the property (4).
Next, we choose $\sigma_{j}>0(j=0,1, \ldots, m-1)$ so that

$$
\begin{equation*}
\frac{\sigma_{j}}{\sigma_{j+1}}<\frac{h}{2}, \quad j=0,1, \ldots, m-2 \tag{5.11}
\end{equation*}
$$

hold and then we choose $\delta_{2}>0$ and $R_{2}>0$ sufficiently small so that

$$
\begin{equation*}
\frac{\sigma_{m-1}}{\sigma_{j}} a(t, \rho)<\frac{h}{4}, \quad j=0,1, \ldots, m-1 \tag{5.12}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\sigma_{m-1}}{\sigma_{j}} b(t, \rho)<\frac{h}{4}, \quad j=0,1, \ldots, m-1 \tag{5.13}
\end{equation*}
$$

hold on $\left\{(t, \rho) ; 0 \leq t \leq \delta_{2}, 0 \leq \rho \leq R_{2}\right\}$. Since $a(t, \rho)$ is independent of $\theta_{0}$ we may assume that $R_{2}>0$ is also independent of $\theta_{0}$.

Set

$$
\begin{aligned}
\Psi(t, \rho, \theta) & =\sum_{j+k \leq m-1} \psi_{j, k}(t, \rho, \theta) \\
\Phi(t, \rho, \theta) & =\sum_{j<m} \sigma_{j} \phi_{j, 0}(t, \rho, \theta)+\sum_{\substack{j+k \leq m-1 \\
k>0}} \phi_{j, k}(t, \rho, \theta)
\end{aligned}
$$

Then we have:
Lemma 6. There are $C_{1}>0$ and $C_{2}>0$ such that

$$
\begin{align*}
&\left(-t \frac{\partial}{\partial t}+h\right) \Phi(t, \rho, \theta)  \tag{5.14}\\
& \leq \sigma_{m-1} K t+C_{1}\left(\frac{t}{\delta}\right)^{2 h}\left(1+\mu(t) \frac{\partial}{\partial \rho}\right) \Psi(\delta, \rho, \theta) \\
&+C_{2} \mu(t) \frac{\partial}{\partial \rho} \Phi(t, \rho, \theta)
\end{align*}
$$

holds on $\left\{(t, \rho, \theta) ; 0<t \leq \delta_{2}, 0 \leq \rho \leq R_{2}\right.$ and $\left.|\theta|<\theta_{0}\right\}$.
Proof. By using (2) $\sim(4)$ of Lemma 5 we have

$$
\begin{aligned}
\left(-t \frac{\partial}{\partial t}\right. & +2 h) \Phi(t, \rho, \theta) \\
\leq & \sum_{j \leq m-2} \sigma_{j} \psi_{j+1,0}(t, \rho, \theta) \\
& +\sigma_{m-1} K t+\sigma_{m-1}(a(t, \rho)+b(t, \rho)) \sum_{j<m} \psi_{j, 0}(t, \rho, \theta) \\
& +C_{3} \mu(t) \frac{\partial}{\partial \rho} \sum_{j+k \leq m-1} \psi_{j, k}(t, \rho, \theta)
\end{aligned}
$$

for some $C_{3}>0$, and therefore by (1) of Lemma 5, (5.11), (5.12) and (5.13) we obtain

$$
\begin{aligned}
\left(-t \frac{\partial}{\partial t}\right. & +2 h) \Phi(t, \rho, \theta) \\
\leq & \sum_{j \leq m-2} \frac{h}{2} \sigma_{j+1}\left[\left(\frac{t}{\delta}\right)^{2 h} \psi_{j+1,0}(\delta, \rho, \theta)+\phi_{j+1,0}(t, \rho, \theta)\right]+\sigma_{m-1} K t \\
& +\sum_{j<m}\left(\frac{h}{4}+\frac{h}{4}\right) \sigma_{j}\left[\left(\frac{t}{\delta}\right)^{2 h} \psi_{j, 0}(\delta, \rho, \theta)+\phi_{j, 0}(t, \rho, \theta)\right] \\
& +C_{3} \mu(t) \frac{\partial}{\partial \rho} \sum_{j+k \leq m-1}\left[\left(\frac{t}{\delta}\right)^{2 h} \psi_{j, k}(\delta, \rho, \theta)+\phi_{j, k}(t, \rho, \theta)\right] \\
\leq & \left(\frac{h}{2}+\frac{h}{4}+\frac{h}{4}\right) \Phi(t, \rho, \theta)+\sigma_{m-1} K t \\
& +C_{1}\left(\frac{t}{\delta}\right)^{2 h}\left(1+\mu(t) \frac{\partial}{\partial \rho}\right) \Psi(\delta, \rho, \theta)+C_{2} \mu(t) \frac{\partial}{\partial \rho} \Phi(t, \rho, \theta)
\end{aligned}
$$

for some $C_{1}>0$ and $C_{2}>0$. This immediately leads us to (5.14).
Now, let us complete the proof of Proposition 2. Set

$$
M_{2}=\sigma_{m-1} K+\frac{C_{1}}{\delta^{2 h}} \sup _{\substack{0 \leq \rho \leq R_{2} \\|\theta|<\theta_{0}}}\left(\left(1+\mu\left(\delta_{2}\right) \frac{\partial}{\partial \rho}\right) \Psi(\delta, \rho, \theta)\right)
$$

Then, by Lemma 6 we have

$$
\begin{equation*}
\left(-t \frac{\partial}{\partial t}+h-C_{2} \mu(t) \frac{\partial}{\partial \rho}\right) \Phi(t, \rho, \theta) \leq M_{2}\left(t+t^{2 h}\right) \tag{5.15}
\end{equation*}
$$

on $\left\{(t, \rho, \theta) ; 0<t \leq \delta_{2}, 0 \leq \rho \leq R_{2}\right.$ and $\left.|\theta|<\theta_{0}\right\}$.
Completion of the proof of Proposition 2. Take any $R_{1}$ such that $0<$ $R_{1}<R_{2}$, and then choose $\delta_{1}>0$ so that $0<\delta_{1}<\delta_{2}$ and

$$
R_{1}+C_{2} \int_{0}^{\delta_{1}} \frac{\mu(s)}{s} d s \leq R_{2}
$$

Define the function $\rho(t)$ by

$$
\rho(t)=R_{1}+C_{2} \int_{0}^{t} \frac{\mu(s)}{s} d s \quad \text { for } 0 \leq t \leq \delta_{1}
$$

Then, $R_{1} \leq \rho(t) \leq R_{2}$ for $0 \leq t \leq \delta_{1}, t(d \rho / d t)=C_{2} \mu(t)$, and $\rho(t)$ is increasing in $t$. Moreover we have

$$
\begin{equation*}
\left[0, \delta_{1}\right] \times\left[0, R_{1}\right] \subset\left\{(t, \rho) ; 0 \leq t \leq \delta_{1}, 0 \leq \rho \leq \rho(t)\right\} \tag{5.16}
\end{equation*}
$$

Set

$$
\begin{equation*}
\varphi(t, \theta)=\Phi(t, \rho(t), \theta) \quad \text { for } 0 \leq t \leq \delta_{1} \text { and }|\theta|<\theta_{0} \tag{5.17}
\end{equation*}
$$

By (5.15) we have

$$
\begin{aligned}
\left(-t \frac{\partial}{\partial t}+h\right) \varphi(t, \theta) & =\left(-t \frac{\partial}{\partial t}+h\right) \Phi-\frac{\partial \Phi}{\partial \rho} t \frac{d \rho(t)}{d t} \\
& =\left(-t \frac{\partial}{\partial t}+h-C_{2} \mu(t) \frac{\partial}{\partial \rho}\right) \Phi \\
& \leq M_{2}\left(t+t^{2 h}\right)
\end{aligned}
$$

that is

$$
\left(-t \frac{\partial}{\partial t}+h\right) \varphi(t, \theta) \leq M_{2}\left(t+t^{2 h}\right), \quad 0<t \leq \delta_{1} \text { and }|\theta|<\theta_{0}
$$

which is equivalent to

$$
-\frac{\partial}{\partial t}\left(t^{-h} \varphi(t, \theta)\right) \leq M_{2}\left(\frac{1}{t^{h}}+\frac{1}{t^{1-h}}\right), \quad 0<t \leq \delta_{1} \text { and }|\theta|<\theta_{0}
$$

Since $0<h<1$ is assumed, by integrating this from $t$ to $\delta_{1}$ we have

$$
t^{-h} \varphi(t, \theta) \leq \delta_{1}^{-h} \varphi\left(\delta_{1}, \theta\right)+M_{2}\left(\frac{\delta_{1}^{1-h}}{1-h}+\frac{\delta_{1}^{h}}{h}\right)
$$

and hence

$$
\begin{equation*}
\varphi(t, \theta) \leq M_{3} t^{h}, \quad 0<t \leq \delta_{1} \text { and }|\theta|<\theta_{0} \tag{5.18}
\end{equation*}
$$

where

$$
M_{3}=\frac{1}{\delta_{1}^{h}} \sup _{\substack{0 \leq \rho \leq R_{2} \\|\theta|<\theta_{0}}}\left(\Phi\left(\delta_{1}, \rho, \theta\right)\right)+M_{2}\left(\frac{\delta_{1}^{1-h}}{1-h}+\frac{\delta_{1}^{h}}{h}\right) .
$$

Thus, if we notice the fact that $\Phi(t, \rho, \theta)$ is increasing in $\rho$, by (5.16), (5.17) and (5.18) we obtain

$$
\begin{equation*}
\Phi(t, \rho, \theta) \leq M_{3} t^{h} \tag{5.19}
\end{equation*}
$$

on $\left\{(t, \rho, \theta) ; 0<t \leq \delta_{1}, 0 \leq \rho \leq R_{1}\right.$ and $\left.|\theta|<\theta_{0}\right\}$.
Finally, let us show that the estimate (5.5) follows from (5.19). Note that

$$
\psi_{0,0}(t, \rho, \theta)=\left\|u\left(t e^{\sqrt{-1} \theta}\right)\right\|_{\rho}
$$

holds. Therefore, by (5.19) and (1) of Lemma 5 we have

$$
\begin{aligned}
\left\|u\left(t e^{\sqrt{-1} \theta}\right)\right\|_{\rho} & \leq\left(\frac{t}{\delta}\right)^{2 h}\left\|u\left(\delta e^{\sqrt{-1} \theta}\right)\right\|_{\rho}+\phi_{0,0}(t, \rho, \theta) \\
& \leq\left(\frac{t}{\delta}\right)^{2 h} \sup _{\substack{0 \leq \rho \leq R_{1} \\
|\theta|<\theta_{0}}}\left\|u\left(\delta e^{\sqrt{-1} \theta}\right)\right\|_{\rho}+\frac{M_{3}}{\sigma_{0}} t^{h}
\end{aligned}
$$

on $\left\{(t, \rho, \theta) ; 0<t \leq \delta_{1}, 0 \leq \rho \leq R_{1}\right.$ and $\left.|\theta|<\theta_{0}\right\}$. This implies (5.5).
Since $R_{1}>0$ is chosen independently of $\theta_{0}$, this completes the proof of Proposition 2 .
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