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Abstract. We consider the nonstationary Stokes and Navier-Stokes equations
in an aperture domain Ω ⊂ Rn, n ≥ 2. For this purpose, we prove Lp-Lq type
estimate of the Stokes semigroup in the aperture domain. Our proof is based on the
local energy decay estimate obtained by investigation of the asymptotic behavior of
the resolvent of the Stokes operator near the origin. We apply them to the Navier-
Stokes initial value problem in the aperture domain. As a result, we can prove the
global existence of a unique solution to the Navier-Stokes problem with the vanishing
flux condition and some decay properties as t → ∞, when the initial velocity is
sufficiently small in the Ln space. Moreover we can prove the time-local existence of
a unique solution to the Navier-Stokes problem with the non-trivial flux condition.

1. Introduction.

An aperture domain Ω ⊂ Rn (n ≥ 2) is an unbounded domain with noncompact
boundary ∂Ω. Roughly speaking, Ω consists of two disjoint half-spaces separated by a
wall and connected by a hole (aperture) through this wall (see Section 2 for detail).

We assume that ∂Ω is smooth enough, ∂Ω ∈ C1 for the Helmholtz decomposition,
∂Ω ∈ C2,µ(0 < µ < 1) for the Stokes resolvent system and that Ω is divided into some
upper domain Ω+, some lower domain Ω− and some smooth (n−1)-dimensional manifold
M in the hole such that Ω = Ω+ ∪M ∪ Ω−.

In Ω × (0,∞), we consider the nonstationary Navier-Stokes initial boundary value
problem:





∂tu−∆u + (u · ∇)u +∇π = 0 in Ω× (0,∞),

∇ · u = 0 in Ω× (0,∞),

u(x, t) = 0 on ∂Ω× (0,∞),

u(x, 0) = a(x) in Ω

(NS)

for the unknown velocity field u = (u1, . . . , un) ∈ W 2,p(Ω)n and the unknown scalar
pressure term ∇π ∈ Lp(Ω)n, where 1 < p < ∞.

The aperture domain is a particularly interesting class of domains with noncompact
boundaries. In 1976, Heywood [23] pointed out that the solution may not be uniquely
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determined by usual boundary conditions in this domain and therefore in order to get
a unique solution u we may have to prescribe either the pressure drop [π] at infinity
between the upper and lower subdomains Ω±:

[π] = lim
|x|→∞, x∈Ω+

π(x)− lim
|x|→∞, x∈Ω−

π(x)

or the flux φ(u) through the aperture M :

φ(u) =
∫

M

N · u dσ,

where N denotes the normal vector on M directed to Ω−, as an additional boundary
condition. When n = 2, for 1 < p ≤ 2 the solution is unique and the flux vanishes,
whereas for p > 2 the flux has to be given. When n ≥ 3, for 1 < p ≤ n

n−1 (=: n′) the
solution is unique, without claiming any additional boundary condition. If n′ < p < n,
either the flux or the pressure drop can be prescribed, whereas for p ≥ n only the flux
can be given (see Farwig [15]).

We shall introduce the known results concerning the aperture domain Ω. The results
of Farwig and Sohr [17] and Miyakawa [33] are the first step to discuss the nonstationary
problem (NS) in the Lp-space. They showed the Helmholtz decomposition of the Lp-space
of vector fields Lp(Ω)n = Jp(Ω) ⊕ Gp(Ω) for n ≥ 2 and 1 < p < ∞, where Jp(Ω) and
Gp(Ω) denote as follows:

Jp(Ω) =
{
u ∈ C∞0 (Ω)n | ∇ · u = 0 in Ω

}‖·‖Lp(Ω)n

,

Gp(Ω) =
{∇π ∈ Lp(Ω)n | π ∈ Lp

loc(Ω)
}
.

The space Jp(Ω) is characterized as

Jp(Ω) =
{
u ∈ Lp(Ω) | ∇ · u = 0, ν · u|∂Ω = 0, φ(u) = 0

}
,

where ν is the unit outer normal vector on ∂Ω (see [17, Lemma 3.1]). Here the condition
φ(u) = 0 is automatically satisfied and may be omitted if 1 < q ≤ n′ but otherwise the
elements of Jp(Ω) have to possess this condition φ(u) = 0.

Let P be a continuous projection from Lp(Ω)n to Jp(Ω) associated with the
Helmholtz decomposition. The Stokes operator A is defined by A = −P∆ with a domain
which is introduced in Section 2. It is proved by Farwig and Sohr [17] that −A generates
a bounded analytic semigroup T (t) on Jp(Ω).

The main purpose of this paper is to prove the Lp-Lq estimates of the Stokes semi-
group:

‖T (t)a‖Lq(Ω)n ≤ Cp,qt
−n

2 ( 1
p− 1

q )‖a‖Lp(Ω)n , (1.1)

‖∇T (t)a‖Lq(Ω)n2 ≤ Cp,qt
−n

2 ( 1
p− 1

q )− 1
2 ‖a‖Lp(Ω)n (1.2)
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for a ∈ Jp(Ω) and t > 0, where 1 ≤ p ≤ q ≤ ∞ (p 6= ∞, q 6= 1) for (1.1) and 1 ≤ p ≤ q <

∞ (q 6= 1) for (1.2). In particular, the gradient estimate (1.2) without any restriction
on (p, q) is our important contribution and also our result covers the case n = 2. Up
to now, Abels [2] proved (1.1) for 1 < p ≤ q < ∞ and (1.2) for 1 < p ≤ q < n when
n ≥ 3; and Hishida [22] proved (1.1) for 1 ≤ p ≤ q ≤ ∞ (p 6= ∞, q 6= 1) and (1.2) for
1 ≤ p ≤ q ≤ n (q 6= 1) and 1 ≤ p < n < q < ∞ when n ≥ 3. Although the result of
[22] is sufficient for the proof of the global existence of the Navier-Stokes flow with small
Ln data (n ≥ 3), the improvement above of the gradient estimate is of own interest and
also implies optimal decay rates of the gradient of the global solution of [22] in Lr with
r > n; see Theorem 2.3. Recently in [30] the author and Shibata proved the Lp-Lq

estimates of the Stokes semigroup for the same (p, q) as above and n ≥ 2 in the case
of a perturbed half-space by using a precise analysis of the resolvent for the half-space
problem due to ourselves [29]. Since the aperture domain is obtained from upper and
lower half-spaces by a perturbation within a bounded region, one can exactly follow the
argument of [30] in the proof of (1.1) and (1.2). In this paper, we give the outline of the
proof in our context of the aperture domain. As explained above, the aperture domain is
physically more interesting than the perturbed half-space; for instance, one can discuss
the fluid motion when a non-trivial flux φ(u) through the aperture is prescribed.

The Lp-Lq estimates of the Stokes semigroup have been already studied by many
authors in some cases of other domains. In fact, when Ω is the whole space, applying
the Young inequality to the concrete solution formula, we have (1.1) and (1.2) for 1 ≤
p ≤ q ≤ ∞ (p 6= ∞, q 6= 1). When Ω is the half-space, it is proved by Ukai [39] and
Borchers and Miyakawa [5] that (1.1) and (1.2) hold for 1 ≤ p ≤ q ≤ ∞ (p 6= ∞, q 6= 1)
(cf. Desch, Hieber and Prüss [12]). When Ω is an infinite layer case, Abe and Shibata [1]
proved that (1.1) and (1.2) hold for 1 < p ≤ q < ∞. When Ω is a bounded domain, (1.1)
and (1.2) for 1 < p ≤ q < ∞ follow from the result of Giga [20] on a characterization of
the domains of fractional powers of the Stokes operator. In an infinite layer case and a
bounded domain case, an exponential decay property of the semigroup is available.

When Ω is an exterior domain, (1.1) holds for 1 ≤ p ≤ q ≤ ∞ (p 6= ∞, q 6= 1) but
(1.2) holds only for 1 ≤ p ≤ q ≤ n (q 6= 1). At first Iwashita [24] proved that (1.1) holds
for 1 < p ≤ q < ∞ and (1.2) for 1 < p ≤ q ≤ n when n ≥ 3. The refinement of his
result was done by the following authors: Chen [8] (n = 3, q = ∞), Shibata [36] (n = 3,
q = ∞), Borchers and Varnhorn [7] (n = 2, (1.1) for p = q), Dan and Shibata [9], [10]
(n = 2), Dan, Kobayashi and Shibata [11] (n = 2, 3), and Maremonti and Solonnikov
[31] (n ≥ 2). Especially, it was shown by Maremonti and Solonnikov [31] that Iwashita’s
restriction q ≤ n in (1.2) is unavoidable.

When Ω is a perturbed half-space, as was mentioned, Kubo and Shibata [30] proved
(1.1) for 1 ≤ p ≤ q ≤ ∞ (p 6= ∞, q 6= 1) and (1.2) for 1 ≤ p ≤ q < ∞(q 6= 1) when n ≥ 2.

It is well-known that we can prove the global existence of the solution to the Navier-
Stokes problem with small Ln data as an application of the Lp-Lq estimate of the
Stokes semigroup. In fact, the time-global existence was proved by many authors in
the following domain cases: Giga and Miyakawa [21] for bounded domains, Kato [25]
for the whole space, Ukai [39] and Kozono [26] for the half-space, Iwashita [24] and
Wiegner [40] for the exterior domain, Abe and Shibata [1] for the infinite layer, Kubo
and Shibata [30] for the perturbed half-space and Hishida [22] for the aperture domain.



840 T. Kubo

On the other hand, concerning the local existence of strong solutions with a non-trivial
flux in an aperture domain, we refer to Heywood [23] and Franzke [18], both of which
are L2 theory.

This paper consists of five sections. In the next section, after notation is fixed,
we present the statement of our main results: Theorem 2.1 on the local energy decay
estimates of the Stokes semigroup, Theorem 2.2 on the Lp-Lq estimates of the Stokes
semigroup, Theorem 2.3 on the global existence and decay properties of the Navier-Stokes
flow with φ(u) ≡ 0, Theorem 2.4 on some further asymptotic behaviors of the obtained
flow under additional summability assumption on the initial data and Theorem 2.6 on
Lp theory of time-local solution to the Navier-Stokes problem with a non-trivial flux.

In Section 3, we consider the Stokes resolvent for the half-space H = H+ or H−. Let
(R(λ),Π(λ)) be the solution operator to the Stokes resolvent problem in H. We provide
the expansion formula of (R(λ),Π(λ)) near the origin, which was proved by Kubo and
Shibata [29] and plays a crucial role in the proof of Lp-Lq estimate.

In Section 4, we prove the local energy decay estimate (Theorem 2.1) and the Lp-Lq

estimates in an aperture domain (Theorem 2.2). In order to prove the local energy
decay estimate in the same way as Iwashita [24], we need the expansion formula of the
solution operator near the origin. Constructing a parametrix to the resolvent problem in
an aperture domain, we can derive from the results for the half-space that the resolvent
operator (λ + A)−1 has the expansion formula of the same type near the origin as in
the half-space. Here what is important is that the order of asymptotic expansion of the
Stokes resolvent near the origin is one half better than that for the exterior domain case,
because we have the reflection principle on the boundary in the half-space case unlike the
whole space case. And then, such better asymptotics near the boundary is also obtained
in the aperture domain by perturbation argument. Next we show the Lp-Lq estimates
of the Stokes semigroup (Theorem 2.2). Our proof is based on the local energy decay
estimate. Here the remarkable points are that we can remove the restriction on (p, q) in
(1.2), and that (1.1) and (1.2) hold for the two dimensional case. The reason why we
can prove them is that the rate of local energy decay for the aperture domain case is one
half better than that for the exterior domain case.

In the final section, we derive various decay properties of the global strong solution
as t → ∞ to prove Theorem 2.3 and Theorem 2.4. These theorems is proved in the
same way as [22]. But differently from [22], we can prove ‖∇u(t)‖Lr = o(t−1+ n

2r ) for
n < r < ∞, because we have the Lp-Lq estimate of ∇T (t) without the restriction on
(p, q). Moreover we also consider the case where the flux is non-trivial. In a similar way
to Kato [25] with the aid of an auxiliary function (flux carrier) of Heywood [23], we
prove that the time-local existence of the unique strong solution to (NS) when the flux
is non-trivial.

Acknowledgments. The author is very grateful to his supervisor, Professor
Yoshihiro Shibata for giving him helpful advice and encouragement. The author also
thanks the referee for carefully reading the original manuscript and for many valuable
suggestions.
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2. Main theorems and notations.

First of all, in order to discuss our results more precisely we outline our notation
used throughout this paper. We define upper and lower half-spaces by H± = {x ∈ Rn |
±xn > 1}, and sometimes write H = H+ or H− to describe some assertions for the
half-space. To denote the special sets we use the following symbols:

BR = {x ∈ Rn | |x| < R}, ΩR = Ω ∩BR,

D±
R = {x ∈ H± | R < |x| < R + 1},

C±R = {x ∈ H± | |x′| ≤ R, ±xn ≤ R}, (2.1)

where x′ = (x1, . . . , xn−1). Let Ω ⊂ Rn be an aperture domain with smooth enough
boundary ∂Ω, namely, there is a positive number R0 such that

Ω\BR0 = (H+ ∪H−)\BR0 . (2.2)

In what follows we fix such R0. Ω is divided into some upper domain Ω+, some lower
domain Ω− and some smooth (n − 1)-dimensional manifold M in the hole such that
Ω = Ω+ ∪M ∪ Ω−, Ω±\BR0 = H±\BR0 and M ∪ ∂M = ∂Ω+ ∩ ∂Ω− ⊂ BR0 .

For a domain G ⊂ Rn we will use the standard symbols: for example, Lp(G) denotes
the Lebesgue space with norm ‖ · ‖Lp(G) and Wm,p(G) denotes the Sobolev space with
norm ‖ · ‖W m,p(G). We set

Lp
R(G) = {f ∈ Lp(G) | f(x) = 0 for |x| > R},

WN,p
0 (G) =

{
f ∈ WN,p(G) | ∂α

x f |∂G = 0 for |α| ≤ N − 1
}
, N ≥ 1,

ẆN,p(G) =
{

f ∈ WN,p
0 (G)

∣∣∣∣
∫

G

fdx = 0
}

, N ≥ 1,

Ẇ 0,p(G) =
{

f ∈ Lp(G)
∣∣∣∣

∫

G

fdx = 0
}

.

We often use the same symbols for denoting the vector and scalar function spaces if there
is no confusion.

For Banach spaces X and Y , L (X, Y ) denotes the Banach space of all bounded
linear operators from X to Y . We write L (X) = L (X, X). B(U ;X) denotes the set of
all X-valued bounded holomorphic functions on U . And BC([0, T );X) denotes the class
of X-valued bounded continuous function on [0, T ).

Given R ≥ R0, we take (and fix) the cut-off function ψ±,R ∈ C∞(Rn; [0, 1]) satisfying

ψ±,R =

{
1 for H±\BR+1,

0 for H∓ ∪BR.
(2.3)

When we construct a parametrix in Ω with use of the cut-off functions ψ±,R, the
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bounded domain D±
R appears. In order to recover the solenoidal condition in the cut-off

procedure, we need the Bogovskĭı operators B±,R which has the following properties
respectively: there are linear operators B±,R from ẆN,p(D±

R) into WN+1,p(Rn) such
that

∇ ·B±,Rf = f, ‖B±,Rf‖W N+1,p(Rn) ≤ CN,p,R‖f‖W N,p(D±R ), supp B±,Rf ⊂ D±
R

(2.4)

for 1 < p < ∞, f ∈ ẆN,p(D±
R) and a nonnegative integer N (see Bogovskĭı [4], Borchers

and Sohr [6] and Galdi [19] for detail).
When Ω is the half-space or the aperture domain, the space Lp(Ω) admits the

Helmholtz decomposition

Lp(Ω) = Jp(Ω)⊕Gp(Ω)

for 1 < p < ∞ and n ≥ 2, where Jp(Ω) and Gp(Ω) are defined by the following relation
respectively:

Jp(Ω) =
{
u ∈ C∞0 (Ω) | ∇ · u = 0 in Ω

}‖·‖Lp(Ω)
,

Gp(Ω) =
{∇π ∈ Lp(Ω) | π ∈ Lp

loc(Ω)
}
.

Let Pp,Ω be a continuous projection from Lp(Ω) to Jp(Ω) associated with the Helmholtz
decomposition. The Stokes operator Ap,Ω is defined by Ap,Ω = −Pp,Ω∆ with a domain

D(Ap,Ω) = W 2,p(Ω) ∩W 1,p
0 (Ω) ∩ Jp(Ω),

where 1 < p < ∞. For simplicity we use the abbreviations Pp for Pp,Ω and Ap for Ap,Ω

when Ω is an aperture domain and the subscript p is also often omitted if there is no
confusion. The Stokes operator satisfies the parabolic resolvent estimate

∥∥(λ + AΩ)−1
∥∥

L (Jp(Ω))
≤ Cε

|λ| (2.5)

for | arg λ| ≤ π − ε (λ 6= 0), where ε > 0 is arbitrary (see Farwig [15] and Farwig and
Sohr [17] for the aperture domain, McCracken [32] and Farwig and Sohr [16] for the
half-space). Estimate (2.5) implies that −AΩ generates a bounded analytic semigroup
TAΩ(t) of class C0 in each Jp(Ω). We write E±(t) = TAH± (t) and T (t) = TA(t) as the
Stokes semigroup for the half-space and the one for the aperture domain respectively.

To denote various constants we use the same letter C, and CA,B,··· and C(A,B, · · · )
denote the constant depending on the quantities A,B, · · · , respectively. The constants
C and CA,B,··· may change from line to line.

The following theorems provide the decay estimates of Stokes semigroup T (t) for
the aperture domain.
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Theorem 2.1 (local energy decay). Let n ≥ 2, 1 < p < ∞, m be a nonnegative
integer and R > R0, where R0 is satisfied with (2.2). Then there exists a positive constant
Cp,m such that

∥∥∂m
t T (t)Pf

∥∥
W 2,p(ΩR)

≤ Cp,mt−
n+1

2 −m‖f‖Lp(Ω) (2.6)

for any t ≥ 1 and f ∈ Lp
R(Ω).

Theorem 2.2 (Lp-Lq estimates). Let n ≥ 2.

(i) Let 1 ≤ p ≤ q ≤ ∞ (p 6= ∞, q 6= 1). There exists a positive constant Cp,q such
that

‖T (t)f‖Lq(Ω) ≤ Cp,qt
−n

2 ( 1
p− 1

q )‖f‖Lp(Ω) (2.7)

for all t > 0 and f ∈ Jp(Ω). When p = 1, the assertion remains true if f is taken
from L1(Ω) ∩ Js(Ω) for some s ∈ (1,∞).

(ii) Let 1 ≤ p ≤ q < ∞ (q 6= 1), there holds the estimate:

‖∇T (t)f‖Lq(Ω) ≤ Cp,qt
−n

2 ( 1
p− 1

q )− 1
2 ‖f‖Lp(Ω) (2.8)

for all t > 0 and f ∈ Jp(Ω). When p = 1, the assertion remains true if f is taken
from L1(Ω) ∩ Js(Ω) for some s ∈ (1,∞).

Next we consider the application of the Lp-Lq estimates to the Navier-Stokes initial
value problem (NS). Applying the solenoidal projection P to (NS), we can rewrite (NS)
with φ(u) = 0 as follows:

∂tu + Au + P ((u · ∇)u) = 0, u(0) = a, (PNS)

where A = −P∆ is the Stokes operator.
For given a ∈ Jn(Ω) and 0 < T ≤ ∞, a measurable function u defined on Ω× (0, T )

is called a strong solution of (NS) on (0, T ) satisfying φ(u) = 0 if u belongs to

u ∈ C([0, T );Jn(Ω)) ∩ C((0, T );D(A)) ∩ C1((0, T );Jn(Ω))

together with limt→0 ‖u(t)− a‖Ln = 0 and satisfies (PNS) for 0 < t < T in Jn(Ω).
In the same way as Hishida’s argument [22], we can show the following theorem

which tells us the global existence of a strong solution to (NS) with φ(u) = 0 and several
decay properties when the initial data a are small:

Theorem 2.3. Let n ≥ 2. There exists a constant δ = δ(Ω, n) > 0 with the
following property : if a ∈ Jn(Ω) satisfies ‖a‖Ln ≤ δ, the problem (NS) with φ(u) = 0
admits a unique strong solution u(t) on (0,∞). Moreover as t →∞,
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‖u(t)‖Lr = o
(
t−

1
2+ n

2r

)
for n ≤ r ≤ ∞, (2.9)

‖∇u(t)‖Lr = o
(
t−1+ n

2r

)
for n ≤ r < ∞, (2.10)

‖∂tu(t)‖Lr + ‖Au(t)‖Lr = o
(
t−

3
2+ n

2r

)
for n ≤ r < ∞. (2.11)

For n = 2, the smallness of ‖a‖L2(Ω) is redundant.

Moreover if a ∈ L1(Ω) ∩ Jn(Ω) has small ‖a‖Ln , then we can show the following
theorem. For the case n ≥ 3, the results are exactly the same as those in [22].

Theorem 2.4. Let n ≥ 2. There exists a constant η = η(Ω, n) ∈ (0, δ] with the
following property : if a ∈ L1(Ω) ∩ Jn(Ω) satisfies ‖a‖Ln ≤ η, then the solution u(t)
obtained in Theorem 2.3 enjoys

‖u(t)‖Lr = O
(
t−

n
2 (1− 1

r )
)

for 1 < r ≤ ∞, (2.12)

‖∇u(t)‖Lr = O
(
t−

n
2 (1− 1

r )− 1
2
)

for 1 < r < ∞, (2.13)

‖∂tu(t)‖Lr + ‖Au(t)‖Lr = O
(
t−

n
2 (1− 1

r )−1
)

for 1 < r < ∞, (2.14)

‖∇2u(t)‖Lr + ‖∇π(t)‖Lr = O
(
t−

n
2 (1− 1

r )−1
)

for 1 < r < n (2.15)

as t → ∞. Moreover, for each t > 0 there exist two constants π±(t) ∈ R such that
π(t)− π±(t) ∈ Lr(Ω±) with

‖π(t)− π±‖Lr(Ω±) + |[π(t)]| = O
(
t−

n
2 (1− 1

r )− 1
2
)

for n′ < r < ∞ (2.16)

as t →∞ where [π(t)] = π+(t)−π−(t). For n = 2, the smallness of ‖a‖L2(Ω) is redundant.

Remark 2.5. In the two dimensional case, Kozono and Ogawa [27] established
the global existence result without the smallness of ‖a‖L2 for an arbitrary unbounded
domain, which covers the aperture domain with the hidden flux condition φ(u) = 0. But
(2.9) with r = ∞ was not obtained in [27]. In [28] they derived various decay properties
of the global solution when a ∈ Lp(Ω) ∩ J2(Ω) with 1 < p < 2.

Next, we shall consider the case where the flux is non-trivial. We fix an auxiliary
function χ ∈ C∞(Ω) ∩W 2,p(Ω)(n′ < p < ∞) satisfying

χ|∂Ω = 0, ∇ · χ = 0, φ(χ) = 1

(see Heywood [23, Lemma 11] and Galdi [19, III.4.3]). Given a flux φ(v(t)) = α(t), we
study the problem (NSf) (see Section 5). We set u(t, x) = v(t, x)− α(t)χ(x) and reduce
(NSf) to (NS′) with vanishing flux condition (see Section 5). For n ≥ 3, the notion of
strong solution u to (NS′) with φ(u) = 0 is defined similarly to that given above for
(NS) with φ(u) = 0. For n = 2, the auxiliary function χ does not belong to L2(Ω)
and the force term includes α′χ in (NS′); thus, the solution u to (NS′) can’t belong to
J2(Ω). Therefore we must change the definition of the strong solution u(t) to (NS′) with
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φ(u) = 0 as follows: for given a ∈ Jp(Ω) (n = 2 < p < ∞) and 0 < T ≤ ∞, a measurable
function u defined on Ω × (0, T ) is called a strong solution of (NS′) on (0, T ) satisfying
φ(u) = 0 if u belongs to

u ∈ C([0, T );Jp(Ω)) ∩ C((0, T );D(A)) ∩ C1((0, T );Jp(Ω))

together with limt→0 ‖u(t)− a‖Lp = 0 and satisfies (PNS′) for 0 < t < T in Jp(Ω).
The following theorem gives us the time-local solution to the Navier-Stokes problem

with a non-flux condition:

Theorem 2.6. Suppose that the flux φ(v(t)) = α(t) belongs to C1,θ([0, T ]) with
some T > 0 and 0 < θ < 1 in the problem (NSf).

(i) Let n ≥ 3. If a − α(0)χ ∈ Jn(Ω), then there exists T∗ ∈ (0, T ] such that the
reduced problem (NS′) admits a unique strong solution u(t) on (0, T∗). Moreover
the solution u(t) satisfies

t
1
2− n

2r u ∈ BC([0, T∗);Jr(Ω)) for n ≤ r ≤ ∞, (2.17)

t1−
n
2r∇u ∈ BC([0, T∗);Lr(Ω)) for n ≤ r < ∞. (2.18)

The values of t
1
2− n

2r u(t) and t1−
n
2r∇u(t) at t = 0 vanish except for r = n in (2.17),

in which u(0) = a− α(0)χ.
(ii) Let n = 2 < p < ∞. If a− α(0)χ ∈ Jp(Ω), then there is T∗ ∈ (0, T ] such that the

reduced problem (NS′) admits a unique strong solution u(t) on (0, T∗). Moreover
the solution u(t) satisfies

t
1
p− 1

r u ∈ BC([0, T∗);Jr(Ω)) for p ≤ r ≤ ∞, (2.19)

t
1
p− 1

r + 1
2∇u ∈ BC([0, T∗);Lr(Ω)) for p ≤ r < ∞. (2.20)

The values of t
1
p− 1

r u(t) and t
1
p− 1

r + 1
2∇u(t) at t = 0 vanish except for r = p in

(2.19), in which u(0) = a− α(0)χ.

3. Preliminaries.

We shall consider the Stokes resolvent problem in the half-space H = H+ or H−:

{
(λ−∆)u +∇π = f, ∇ · u = 0 in H,

u = 0 on ∂H.
(3.1)

Let (R(λ),Π(λ)) be the solution operator to (3.1). In [29], we proved two theorems
concerning the property of (R(λ)f,Π(λ)f) near the origin when f has compact support.
One of them gives us the expansion formula of (R(λ),Π(λ)) near the origin and the other
gives us the continuous property of (R(λ),Π(λ)) at the origin.
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Theorem 3.1. Let n ≥ 2. We set Ur = {λ ∈ C | |λ| < r}, U̇r = Ur\(−∞, 0] and

BH = L
(
Lp

R(H),W 2,p(H ∩BR)×W 1,p(H ∩BR)
)
.

Then (R(λ),Π(λ)) has the following expansion formula with respect to λ ∈ U̇1/2:

(R(λ),Π(λ)) =

{
G1(λ)λ

n−1
2 + G2(λ)λ

n
2 log λ + G3(λ) where n is even,

G1(λ)λ
n
2 + G2(λ)λ

n−1
2 log λ + G3(λ) where n is odd,

(3.2)

where G1(λ), G2(λ) and G3(λ) are BH-valued holomorphic functions in U1/2.

Theorem 3.2. Let n ≥ 2, 1 < p < ∞ and f ∈ Lp
R(H). Let R(λ) and Π(λ) be

the solution operators to (3.1) for λ ∈ C\(−∞, 0]. Then there exist operators R(0) :
Lp

R(H) → W 2,p
loc (H) and Π(0) : Lp

R(H) → W 1,p
loc (H) which have the following properties:

(i) If we set u = R(0)f and π = Π(0)f , then (u, π) satisfies the equation:

−∆u +∇π = f, ∇ · u = 0 in H, u|∂H = 0.

(ii) (u, π) satisfies the estimates:

‖u‖W 2,p(H∩BL) + ‖π‖W 1,p(H∩BL) ≤ CR,L‖f‖Lp(H) for L > 0,

sup
|x|≥R, x∈H

[|x|n−1|u(x)|+ |x|n−1|∇u(x)|+ |x|n−1|π(x)|] ≤ CR‖f‖Lp(H)

and the formula:

‖R(λ)f −R(0)f‖W 2,p(H∩BL) ≤ C p(|λ|)‖f‖Lp(H),

‖Π(λ)f −Π(0)f‖W 1,p(H∩BL) ≤ C p(|λ|)‖f‖Lp(H)

for any L > 0 and any λ ∈ U̇1/2 where p(t) = max(t, t
n−1

2 | log t|) for t ∈ [0, 1).

Moreover we can show the following lemma concerning the uniqueness in the same
way as in [30, Lemma 2.3]:

Lemma 3.3. Let n ≥ 2 and 1 < p < ∞. Let Ω be the half-space H or an aperture
domain. Let u ∈ W 2,p

loc (Ω) and π ∈ W 1,p
loc (Ω) enjoy

−∆u +∇π = 0, ∇ · u = 0 in Ω, u|∂Ω = 0. (3.3)

Moreover

sup
x∈Ω, |x|≥R+3

[|x|n−1|u(x)|+ |x|n−1|∇u(x)|+ |x|n−1|π(x)|] < ∞. (3.4)

Then u ≡ 0 and π ≡ 0.
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4. The proof of Theorem 2.1 and 2.2.

In this section we shall present the outline of the proof of Theorem 2.1 and Theorem
2.2. We refer to Kubo and Shibata [30] for details. First we shall show the following
theorem, which is the case m = 0 in Theorem 2.1. Higher order derivatives of T (t)Pf in
t and x are discussed similarly.

Theorem 4.1. Let n ≥ 2, 1 < p < ∞ and R > R0. Then there exists a positive
constant Cp such that the inequality

‖T (t)Pf‖Lp(ΩR) ≤ Cpt
−n

2− 1
2 ‖f‖Lp(Ω) (4.1)

is valid for any f ∈ Lp
R(Ω) and t ≥ 1.

In order to show Theorem 4.1 in the same way as in Iwashita [24], we need the
following theorem which gives us the expansion formula of the solution operator to the
Stokes resolvent problem in the aperture domain Ω.

Theorem 4.2. Let 1 < p < ∞ and R > R0. Set BΩ = L (Lp
R(Ω),W 2,p(ΩR) ×

W 1,p(ΩR)). Then there exists a constant λ0 > 0 and (U(λ),Θ(λ)) such that

U(λ)f = (λ + A)−1Pf

for f ∈ Lp
R(Ω) and λ ∈ Uλ0 , and

(U(λ),Θ(λ)) =

{
H1(λ)λ

n−1
2 + H2(λ)λ

n
2 log λ + H3(λ) where n is even,

H1(λ)λ
n
2 + H2(λ)λ

n−1
2 log λ + H3(λ) where n is odd

for any λ ∈ U̇λ0 , where Hj ∈ B(U̇λ0 ;BΩ)(j = 1, 2) and H3 ∈ B(Uλ0 ;BΩ).

In order to show Theorem 4.2 we shall introduce the notation which is used to
construct a parametrix. Let ER be a bounded domain with smooth boundary ∂ER such
that ER ⊂ Ω ∩ BR+5 and ER ∩ BR+4 = Ω ∩ BR+4. In particular we have D±

R+1 ⊂
Ω ∩BR+3 ⊂ ER, where D±

R is defined by (2.1).
Given f ∈ Lp

R+3(Ω), we set Af = w and Φf = θ, where w and θ are the solution to
the following equations:

−∆w +∇θ = f, ∇ · w = 0 in ER, w|∂ER
= 0.

Let R±(λ) and Π±(λ) be solution operators to (3.1). Set f0(x) = f(x) for |x| > R

and f0(x) = 0 for |x| ≤ R. It follows from Theorem 3.2 that w± = R±(λ)f0 and
θ± = Π±(λ)f0 satisfy the following equations:

(λ−∆)w± +∇θ± = f0, ∇ · w± = 0 in H±, w±|∂H± = 0,
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where λ ∈ Σε = {λ ∈ C | | arg λ| ≤ π−ε} for 0 < ε < π/2. By addition of some constant
to Π±(λ)f0, we may assume that

∫

D±
R

(Φf −Π±(λ)f0)dx = 0.

In the course of this proof, for simplicity, we use the abbreviations ψ± for the cut-
off functions ψ±,R (given by (2.3)) and B± for the Bogovskĭı operators B±,R (given by
(2.4)). We set

U(λ)f = ψ+R+(λ)f + ψ−R−(λ)f + (1− ψ+ − ψ−)Af

−B+

[
(∇ψ+) · (R+(λ)f −Af)

]−B−
[
(∇ψ−) · (R−(λ)f −Af)

]
,

Θ(λ)f = ψ+Π+(λ)f + ψ−Π−(λ)f + (1− ψ+ − ψ−)Φf.

And then we see U(λ)f ∈ W 2,p
loc (Ω) and Θ(λ)f ∈ W 1,p

loc (Ω) satisfying

(λ−∆)U(λ)f +∇Θ(λ)f = (1 + Sλ)f, ∇ · U(λ)f = 0

in Ω subject to U(λ)f |∂Ω = 0 and

φ(U(λ)f) =
∫

M

N ·Afdσ =
∫

Ω+∩ER

∇ ·Afdx = 0,

where

Sλf = − 2(∇ψ+) · (∇(R+(λ)f −Af))− 2(∇ψ−) · (∇(R−(λ)f −Af))

− (∆ψ+)(R+(λ)f −Af)− (∆ψ−)(R−(λ)f −Af)

− (λ−∆)B+

[
(∇ψ+) · (R+(λ)f −Af)

]− (λ−∆)B−
[
(∇ψ−) · (R−(λ)f −Af)

]

+ λ(1− ψ+ − ψ−)Af − (∇ψ+)(Π+(λ)f − Φf) + (∇ψ−)(Π−(λ)f − Φf). (4.2)

To obtain Theorem 4.2, we need the fact that (1+Sλ)−1 is a bounded linear operator
on Lp

R+3(Ω). We know that Sλ : Lp
R+3(Ω) → Lp

R+3(Ω) is a compact operator (see Abels
[2] and Hishida [22]). Moreover from Theorem 3.2, we see that

‖Sλ − S0‖L (Lp
R+3(Ω)) ≤ Cp(|λ|) (4.3)

for any λ ∈ U̇1/2 and 1 < p < ∞, where p(t) is the same as in Theorem 3.2. Therefore it
is sufficient to prove the fact:

(1 + S0)−1 ∈ L
(
Lp

R+3(Ω)
)
. (4.4)

Now we shall show (4.4). We see that S0 is a compact operator in Lp
R+3(Ω). Therefore
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owing to the Fredholm theorem, it is sufficient to show that 1+S0 is injective in Lp
R+3(Ω).

To this end, let f ∈ Lp
R+3(Ω) satisfy (1 + S0)f = 0. By using the fact (U(0)f,Θ(0)f) =

(R±(0)f,Π±(0)f) for x ∈ Ω±\BR+1 and the estimate obtained by Theorem 3.2:

sup
|x|≥R, x∈H±

(|x|n−1|R±(0)f |+ |x|n−1|∇R±(0)f |+ |x|n−1|Π±(0)f |) ≤ CR‖f‖Lp(Ω), (4.5)

we see that (U(0)f,Θ(0)f) satisfies all the assumption of Lemma 3.3. Therefore we
obtain U(0)f = 0 and Θ(0)f = 0. We have





ψ+R+(0)f + ψ−R−(0)f + (1− ψ+ − ψ−)Af

−B+

[
(∇ψ+) · (R+(0)f −Af)

]−B−
[
(∇ψ−) · (R−(0)f −Af)

]
= 0 in Ω,

ψ+Π+(0)f + ψ−Π−(0)f + (1− ψ+ − ψ−)Φf = 0 in Ω.

(4.6)

Following the argument due to [30], we can show that f = 0 in Ω. Therefore we obtain
(4.4). We get the following lemma from (4.3) and (4.4).

Lemma 4.3. There exists a positive constant λ0 such that for λ ∈ Σε ∪ {0} with
|λ| ≤ λ0, the following relations hold :

(1 + Sλ)−1 ∈ L
(
Lp

R+3(Ω)
)
,

∥∥(1 + Sλ)−1
∥∥

L (Lp
R+3(Ω))

≤ C.

By Lemma 4.3, we can describe the solution (u, π) to (3.1) as follows:

u(x) = U(λ)(1 + Sλ)−1f, π(x) = Θ(λ)(1 + Sλ)−1f,

where

(1 + Sλ)−1f = (1 + S0)−1
∞∑

j=0

[
(−1)(Sλ − S0)(1 + S0)−1

]j
f.

When n is even, by (4.2) and Theorem 3.1, we have

Sλ − S0 = G̃1(λ)λ
n−1

2 + G̃2(λ)λ
n
2 log λ + G̃4(λ)λ,

where G̃j(λ) (j = 1, 2, 4) ∈ B(Uλ0 , BΩ). We have

(1 + Sλ)−1 = Ĥ1(λ)λ
n−1

2 + Ĥ2(λ)λ
n
2 log λ + Ĥ3(λ),

where Ĥj ∈ B(U̇λ0 , BΩ)(j = 1, 2) and Ĥ3 ∈ B(Uλ0 , BΩ). Since we can show the expan-
sion formula for the odd dimensional case in the same way as the even dimensional case,
we obtain Theorem 4.2.

In the same way as [24], by using the Dunford integral representation of the Stokes
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semigroup in terms of the resolvent together with a formula of the gamma function, we
can obtain Theorem 4.1.

Remark 4.4. For the exterior domain case, Iwashita [24] proved that there holds
the estimate:

‖T (t)Pf‖Lp(ΩR) ≤ Ct−
n
2 ‖f‖Lp(Ω).

The reason why the rate of decay for the aperture domain case is one-half better than
the one for the exterior domain case is that the worst term in expansion is canceled out
by the reflection at the boundary.

Next we shall go on showing the Lp-Lq estimate in an aperture domain Ω by using
the cut-off technique. First we show the decay estimate of the Stokes semigroup in ΩR

for general data. By using Theorem 2.1 and the Lp-Lq estimate of Stokes semigroup
E±(t) in the half-space proved by Ukai [39] and Borchers and Miyakawa [5], together
with a Poincare type inequality:

‖E±(t)f‖Lp(C±R ) ≤ R‖∇E±(t)‖Lp(C±R ) (4.7)

for the cylinder C±R defined by (2.1), we obtain the following lemma:

Lemma 4.5. Let n ≥ 2, 1 < p < ∞ and R ≥ R0. Then there exists a positive
number C = C(Ω, n, p,R) such that

‖∂tT (t)f‖W 1,p(ΩR) + ‖T (t)f‖W 1,p(ΩR) ≤ Ct−
n
2p− 1

2 ‖f‖Lp(Ω)

for f ∈ Jp(Ω) and t ≥ 2.

We know that in the exterior domain, there holds the following estimate:

‖T (t)f‖W 1,p(ΩR) ≤ Ct−
n
2p ‖f‖Lp(Ω).

The reason why the rate of decay for the aperture domain case is one half better than
the one for the exterior domain case is that the better decay obtained in Theorem 2.1
and the Poincare type inequality (4.7) hold.

Secondly we show the Lp-Lq estimates of Stokes semigroup in Ω±\ΩR. By using the
cut-off technique and the Lp-Lq estimates of Stokes semigroup E(t) in the half-space, we
obtain the following lemma:

Lemma 4.6.

(i) Let 1 < p ≤ q ≤ ∞ (p 6= ∞) with n
2 ( 1

p − 1
q ) < 1. Then there exists a positive

number C = C(p, q, R) such that

‖T (t)f‖Lq(Ω±\ΩR) ≤ Ct−
n
2 ( 1

p− 1
q )‖f‖Lp(Ω)
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for f ∈ Jp(Ω) and t ≥ 2.
(ii) Let 1 < p < ∞. Then there exists a positive number C = C(p,R) such that

‖∇T (t)f‖Lp(Ω±\ΩR) ≤ Ct−
1
2 ‖f‖Lp(Ω)

for f ∈ Jp(Ω) and t ≥ 2.

Thirdly we prove the Lp-Lq estimates of Stokes semigroup T (t) in the aperture
domain near t = 0. By using the interpolation theory and the resolvent estimate of
Stokes semigroup, we obtain the following lemma:

Lemma 4.7. Let 1 < p ≤ q ≤ ∞ (p 6= ∞) with n
2 ( 1

p − 1
q ) < 1. Then there exists a

positive number C = C(p, q, R) such that

‖T (t)f‖Lq(Ω) ≤ Ct−
n
2 ( 1

p− 1
q )‖f‖Lp(Ω),

‖∇T (t)f‖Lq(Ω) ≤ Ct−
n
2 ( 1

p− 1
q )− 1

2 ‖f‖Lp(Ω)

for f ∈ Jp(Ω) and 0 < t < 2.

We can immediately show Theorem 2.2 from the three lemmas above.

5. The Navier-Stokes flow in an aperture domain.

In this section, we shall apply the Lp-Lq estimate to the Navier-Stokes equation.
We begin with the proof of Theorem 2.3.

Proof of Theorem 2.3. By means of a standard contraction mapping principle
in the same way as Kato [25], we can construct a unique global solution u(t) of the integral
equation

u(t) = T (t)a−
∫ t

0

T (t− τ)P ((u · ∇)u)(τ)dτ,

provided that ‖a‖Ln ≤ δ0, where δ0 = δ0(Ω, n) is a positive constant. The solution u(t)
enjoys

‖u(t)‖Lr ≤ Ct−
1
2+ n

2r ‖a‖Ln for n ≤ r ≤ ∞, (5.1)

‖∇u(t)‖Lr ≤ Ct−1+ n
2r ‖a‖Ln for n ≤ r < ∞ (5.2)

for t > 0, which imply the Hölder estimate:

‖u(t)− u(τ)‖L∞ + ‖∇u(t)−∇u(τ)‖Ln ≤ C(t− τ)θτ−
1
2−θ‖a‖Ln (5.3)

for 0 < τ < t and 0 < θ < 1
2 . Due to the Hölder estimate, the solution u(t) becomes

actually a strong one of (NS) (see Tanabe [38]).



852 T. Kubo

Furthermore, in the same way as Hishida [22], we can obtain the decay properties
(2.9) and (2.10) for r = n. We also find (2.10) for n < r < ∞, which follows from

‖∇u(t)‖Lr ≤ Ct−
n
2 ( 1

n− 1
r )− 1

2

∥∥∥∥u

(
t

2

)∥∥∥∥
Ln

+ C

∫ t

t
2

(t− τ)−
n
2 ( 1

n− 1
r )− 1

2 ‖P (u · ∇u)(τ)‖Lndτ

≤ Ct−1+ n
2r

∥∥∥∥u

(
t

2

)∥∥∥∥
Ln

+ C

∫ t

t
2

(t− τ)−1+ n
2r τ−1dτ‖a‖Ln

(
sup

t
2≤τ≤t

τ
1
2 ‖u(τ)‖L∞

)

≤ Ct−1+ n
2r

∥∥∥∥u

(
t

2

)∥∥∥∥
Ln

+ Ct−1+ n
2r ‖a‖Ln

(
sup

t
2≤τ≤t

τ
1
2 ‖u(τ)‖L∞

)

together with (2.9). Finally, as in [22], by (2.9) and (2.10) combining with (5.3), we
obtain (2.11). ¤

Since Hishida [22] proved Theorem 2.4 for n ≥ 3, we have only to give a comment
on the case n = 2. The key of his proof is to show the following lemma.

Lemma 5.1. Let n ≥ 2 and a ∈ L1(Ω) ∩ Jn(Ω). When n ≥ 3, for any small ε > 0
there are constants η∗ = η∗(Ω, n, ε) ∈ (0, δ] and C = C(Ω, n, ‖a‖L1 , ‖a‖Ln , ε) such that if
‖a‖Ln ≤ η∗, then the solution u(t) obtained in Theorem 2.3 satisfies

‖u(t)‖
L

n
n−1

≤ C(1 + t)−
1
2+ε, (5.4)

‖u(t)‖L2n ≤ Ct−
1
4 (1 + t)−

n
2 + 1

2+ε, (5.5)

‖∇u(t)‖Ln ≤ Ct−
1
2 (1 + t)−

n
2 + 1

2+ε (5.6)

for t > 0. When n = 2, without the assumption that a is small, the solution u(t) obtained
in Theorem 2.3 satisfies (5.4)–(5.6).

When n = 2, Kozono and Ogawa [28] proved that if a ∈ J2(Ω) ∩ Lp(Ω) with
p = 1/(1 − ε), then the solution u(t) obtained in Theorem 2.3 enjoys (5.4)–(5.6) for
t ≥ 1 without any smallness condition on the initial data. We thus obtain Lemma 5.1
for n = 2.

Next we shall show the time-local existence of the strong solution v(t) to the following
Navier-Stokes problem with the non-trivial flux α(t) 6≡ 0 in [0,∞):





∂tv −∆v + (v · ∇)v +∇π = 0 in Ω× (0,∞),

∇ · v = 0 in Ω× (0,∞),

v(x, t) = 0 on ∂Ω× (0,∞),

v(x, 0) = a(x) in Ω,

φ(v) = α(t).

(NSf)

To this end, we prepare the auxiliary function. Heywood [23] showed that there
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exists χ = χ(x) ∈ C∞(Ω) ∩W 2,q(Ω) (n′ < q < ∞) enjoying the following equations:

χ|∂Ω = 0, ∇ · χ = 0, φ(χ) = 1. (5.7)

Now by using the auxiliary function above, we set u(x, t) = v(x, t) − α(t)χ(x). We
see that u enjoys the following equations:

∂tu−∆u + (u · ∇)u +∇π = −F (u) + G(α, χ), ∇ · u = 0 in Ω× (0,∞) (NS′)

subject to u|∂Ω = 0, φ(u) = 0 and u(0) = v(0)− α(0)χ, where

F (u) = α(χ · ∇)u + α(u · ∇)χ, G(α, χ) = −α′χ + α∆χ− α2(χ · ∇)χ.

Applying the solenoidal projection P to (NS′), we can rewrite (NS′) as follows:

∂tu + Au = −P ((u · ∇)u)− PF (u) + PG(α, χ), u(0) = v(0)− α(0)χ, (PNS′)

where A = −P∆ is the Stokes operator. This is further transformed into the nonlinear
integral equation:

u(t) = T (t)u(0)−
∫ t

0

T (t− s)P ((u · ∇)u)(s)ds

−
∫ t

0

T (t− s)PF (u)(s)ds +
∫ t

0

T (t− s)PG(α, χ)(s)ds. (IE)

We shall construct a unique time-local solution u(t) of the integral solution (IE) by
successive approximation, according to the following scheme:

u0(t) = T (t)u(0) +
∫ t

0

T (t− s)PG(α, χ)(s)ds,

um+1(t) = u0(t)−
∫ t

0

T (t− s)P ((um · ∇)um)(s)ds−
∫ t

0

T (t− s)PF (um)(s)ds. (INT)

Before we estimate u0(t) and um+1(t), we ready for the following proposition which
is proved by elementary calculation.

Proposition 5.2. Let 1 < q ≤ r < ∞ such that 1/q− 1/r < 1/n. There holds the
following estimate:

∫ t

0

‖∇jT (t− s)P (g(s)f(·))‖Lrds ≤ Cq,rA ‖f‖LqB

(
− n

2q
+

n

2r
+ 1− j

2
, 1

)
t−

n
2q + n

2r +1− j
2

for f ∈ Lq(Ω) and g with sup0<s<t |g(s)| ≤ A , where B(·, ·) denotes the beta function.
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Proof. We have

∫ t

0

‖∇jT (t− s)P (g(s)f(·))‖Lrds ≤ Cq,r

∫ t

0

(t− s)−
n
2 ( 1

q− 1
r )− j

2 sup
0<s<t

|g(s)|‖f‖Lqds

≤ Cq,rA ‖f‖Lq

∫ 1

0

(1− τ)−
n
2 ( 1

q− 1
r )− j

2 dτ t−
n
2 ( 1

q− 1
r )+1− j

2

≤ Cq,rA ‖f‖LqB

(
− n

2q
+

n

2r
+ 1− j

2
, 1

)
t−

n
2q + n

2r +1− j
2 .

¤

Proof of Theorem 2.6.

(i) We shall solve (INT) for n ≥ 3 by successive approximation. To this end we show
by induction that the um exist and satisfy the following relations:

t
1
4 um ∈ BC([0, T ];J2n(Ω)), (5.8)

t
1
2∇um ∈ BC([0, T ];Ln(Ω)) (5.9)

with value zero at t = 0 and

sup
0<t≤T

(
t

1
4 ‖um(t)‖L2n + t

1
2 ‖∇um(t)‖Ln

) ≤ Km. (5.10)

In order to estimate u0(t), we set

u0(t) = T (t)u(0) +
∫ t

0

T (t− s)P (α∆χ)(s)ds

−
∫ t

0

T (t− s)P (α2(χ · ∇)χ)ds−
∫ t

0

T (t− s)P (α′χ)(s)ds

=: T (t)u(0) + u1
0(t) + u2

0(t) + u3
0(t). (5.11)

We shall show the estimate of uj
0 (j = 1, 2, 3). Setting

A = max
(

max
0≤t≤T

|α(t)|, max
0≤t≤T

|α′(t)|
)
, Bj

q,r = B

(
− n

2q
+

n

2r
+ 1− j

2
, 1

)

and using Proposition 5.2, we have

∥∥∇ju1
0(t)

∥∥
Lr ≤ Cq,rA Bj

q,r‖∆χ‖Lq t−
n
2q + n

2r +1− j
2 , (5.12)

∥∥∇ju2
0(t)

∥∥
Lr ≤ Cq,rA

2Bj
q,r‖χ‖L2q‖∇χ‖L2q t−

n
2q + n

2r +1− j
2 , (5.13)

∥∥∇ju3
0(t)

∥∥
Lr ≤ Cq,rA Bj

q,r‖χ‖Lq t−
n
2q + n

2r +1− j
2 , (5.14)
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where n′ < q ≤ r < ∞ with 1
q − 1

r < 1
n for j = 0, 1.

By (5.11)–(5.14), for n′ ≤ n
2 < q ≤ n, there exists the positive number K0 enjoying

the following inequality:

sup
0<t≤T

(
t

1
4 ‖u0(t)‖L2n + t

1
2 ‖∇u0(t)‖Ln

) ≤ K0 (5.15)

with

K0 = K0(T ) = sup
0<t≤T

(
t

1
4 ‖T (t)u(0)‖L2n + t

1
2 ‖∇T (t)u(0)‖Ln

)

+ Cq,nA
(
B0

q,2n + B1
q,n

)(‖∆χ‖Lq + ‖χ‖Lq + A ‖χ‖L2q‖∇χ‖L2q

)
T

3
2− n

2q .

Note that we can take small K0 = K0(T∗) when we restrict the time to some short
interval [0, T∗] since u(0) ∈ Jn(Ω).

The continuity at t = 0, with value zero, of the function (5.8) with n = 0 follows
from the facts that the operator t

1
4 T (t) is uniformly bounded from Jn to J2n and tends

to zero strongly as t → 0. A similar continuous property of (5.9) is shown similarly.
We shall proceed to the next step. Assuming now that (5.8) and (5.9) with (5.10)

are true for m, we shall show those for m + 1. For simplicity, we set

um+1(t) = u0(t)−
∫ t

0

T (t− s)P ((um · ∇)um)(s)ds

−
∫ t

0

T (t− s)P (α(χ · ∇)um)(s)ds−
∫ t

0

T (t− s)P (α(um · ∇)χ)(s)ds

=: u0(t) + u1
m+1(t) + u2

m+1(t) + u3
m+1(t). (5.16)

Since we have already estimated the first term u0(t) in (5.16), we shall begin to estimate
the second term u1

m+1(t). We have

∥∥∇ju1
m+1(t)

∥∥
Lr ≤

∫ t

0

∥∥∇jT (t− s)P ((um · ∇)um)(s)
∥∥

Lrds

≤ Cn,r

∫ t

0

(t− s)−
n
2 ( 1

2n + 1
n− 1

r )− j
2 ‖um(s)‖L2n‖∇um(s)‖Lnds

≤ Cn,rK
2
m

∫ t

0

(t− s)−
n
2 ( 3

2n− 1
r )− j

2 s−
3
4 ds

= Cn,rK
2
mB

(
1
4

+
n

2r
− j

2
,
1
4

)
t

n
2r− 1

2− j
2 .

Therefore we obtain

sup
0<t≤T

(
t

1
4 ‖u1

m+1(t)‖L2n + t
1
2 ‖∇u1

m+1(t)‖Ln

) ≤ CnK2
m

(
B

(
1
2
,
1
4

)
+ B

(
1
4
,
1
4

))
. (5.17)
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Next we fix n < q̃ ≤ 2n and go on estimating the u2
m+1(t) and u3

m+1(t) in a similar way
to u1

m+1(t). We see

sup
0<t≤T

(
t

1
4 ‖u2

m+1(t)‖L2n + t
1
2 ‖∇u2

m+1(t)‖Ln

)

≤ CeqA Km‖χ‖Leq

(
B

(
3
4
− n

2q̃
,
1
2

)
+ B

(
1
2
− n

2q̃
,
1
2

))
T

1
2− n

2eq (5.18)

and

sup
0<t≤T

(
t

1
4 ‖u3

m+1(t)‖L2n + t
1
2 ‖∇u3

m+1(t)‖Ln

)

≤ CeqA Km‖∇χ‖Leq

(
B

(
1− n

2q̃
,
3
4

)
+ B

(
3
4
− n

2q̃
,
3
4

))
T 1− n

2eq . (5.19)

By (5.17)–(5.19), we have

sup
0<t≤T

(
t

1
4 ‖um+1(t)‖L2n + t

1
2 ‖∇um(t)‖Ln

) ≤ Km+1

with

Km+1 = K0 + LKm + NK2
m,

where

L = CeqA ‖χ‖Leq

(
B

(
3
4
− n

2q̃
,

1
2

)
+ B

(
1
2
− n

2q̃
,

1
2

))
T

1
2− n

2eq

+ CeqA ‖∇χ‖Leq

(
B

(
1− n

2q̃
,

3
4

)
+ B

(
3
4
− n

2q̃
,

3
4

))
T 1− n

2eq ,

N = Cn,r

(
B

(
1
2
,

1
4

)
+ B

(
1
4
,

1
4

))
.

One can replace T by some small T∗ ∈ (0, T ] so that L < 1 and K0 < (1−L)2

4N . Set

K :=
(1− L)−

√
(1− L)2 − 4NK0

2N
.

We easily find that K0 < K and that Km ≤ K implies

Km+1 ≤ K0 + LK + NK2 = K.

We thus obtain
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sup
0<t≤T∗

(
t

1
4 ‖um(t)‖L2n + t

1
2 ‖∇um(t)‖Ln

) ≤ K

for all m. This together with the same calculations for

γm(T∗) := sup
0<t≤T∗

(
t

1
4 ‖um(t)− um−1(t)‖L2n + t

1
2 ‖∇um(t)−∇um−1(t)‖Ln

)

as above yields

γm+1(T∗) ≤
{

CK0(T∗) + CeqA
(
‖χ‖LeqT

1
2− n

2eq∗ + ‖∇χ‖LeqT
1− n

2eq∗
)}

γm(T∗)

for all m. When we take still smaller T∗ (if necessary), we see that the sequence {um}
converges uniformly in t as m → ∞ to a function u, which satisfies (IE) for 0 < t ≤ T∗
and is of class

t
1
4 u ∈ BC([0, T∗];J2n(Ω)), t

1
2∇u ∈ BC([0, T∗];Ln(Ω))

with

sup
0<t≤T∗

(
t

1
4 ‖u(t)‖L2n + t

1
2 ‖∇u(t)‖Ln

) ≤ K.

By use of this we estimate (IE) to obtain (2.17) for n ≤ r ≤ ∞ with initial condition and
(2.18) for n ≤ r < 2n; and then, a bootstrap argument yields (2.18) for any r < ∞. This
leads to a local solution u(t) to (IE) with desired estimates. Since α ∈ C1,θ, the solution
u(t) actually becomes a strong one (see Tanabe [38]). We thus complete the proof of
Theorem 2.6 for n ≥ 3.

(ii) We shall show the outline of the proof. Let n = 2 < p < ∞ and u(0) ∈ Jp(Ω).
Then, by using successive approximation scheme (INT) again, we can show the existence
of a unique solution u to (IE), which satisfies

t
1
2p u ∈ BC([0, T∗];J2p(Ω)), t

1
2∇u ∈ BC([0, T∗];Lp(Ω))

with

sup
0<t≤T∗

(
t

1
2p ‖u(t)‖L2p + t

1
2 ‖∇u(t)‖Lp

) ≤ K.

Theorem 2.6 (ii) is thus proved in the same way as the case where n ≥ 3. ¤
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