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#### Abstract

Let $T$ be the billiard map for a two-dimensional dispersing billiard without eclipse. We show that the nonwandering set $\Omega^{+}$for $T$ has a hyperbolic structure quite similar to that of the horseshoe. We construct a sort of stable foliation for $\left(\Omega^{+}, T\right)$ each leaf of which is a $K$-decreasing curve. We call the foliation a $K$-stable foliation for $\left(\Omega^{+}, T\right)$. Moreover, we prove that the foliation is Lipschitz continuous with respect to the Euclidean distance in the so called $(r, \varphi)$-coordinates. It is well-known that we can not always expect the existence of such a Lipschitz continuous invariant foliation for a dynamical system even if the dynamical system itself is smooth. Therefore, we keep our construction as elementary and self-contained as possible so that one can see the concrete structure of the set $\Omega^{+}$and why the $K$-stable foliation turns out to be Lipschitz continuous.


## 1. Introduction.

Let $Q_{1}, Q_{2}, \ldots, Q_{J}(J \geq 3)$ be a finite number of bounded domains in $\boldsymbol{R}^{2}$ with boundaries $\partial Q_{1}, \partial Q_{2}, \ldots, \partial Q_{J}$. Each of them is called a scatterer. Throughout the paper, we assume that these scatterers are located so that they can satisfy the Ikawa conditions (H.1) and (H.2) in [3] (see Figure 1.1).
(H.1) (dispersing) For each $j$, the boundary $\partial Q_{j}$ of the domain $Q_{j}$ is a strictly convex simply closed curve of class $C^{3}$.
(H.2) (no eclipse) For any triplet of distinct indices $\left(j_{1}, j_{2}, j_{3}\right)$, we have

$$
\operatorname{conv}\left(\overline{Q_{j_{1}}} \cup \overline{Q_{j_{2}}}\right) \cap \overline{Q_{j_{3}}}=\varnothing,
$$

where $\operatorname{conv}(A)$ denotes the convex hull of the set $A$.
Consider the exterior domain $Q=\boldsymbol{R}^{2} \backslash \bigcup_{j=1}^{J} \overline{Q_{j}}$ of the scatterers. Clearly, $\partial Q=$ $\bigcup_{j=1}^{J} \partial Q_{j}$. For $q \in \partial Q, n(q)$ denotes the unit normal of $\partial Q$ at $q$ which is directed towards the inside of the domain $Q$. The billiard flow $S^{t}$ is, in short, the Euclidean geodesic flow on the manifold $\bar{Q}$ obeying the law of reflections at the boundary.

Let $S \boldsymbol{R}^{2}=\boldsymbol{R}^{2} \times S^{1}$ denote the unit tangent bundle over $\boldsymbol{R}^{2}$ and $\pi: S \boldsymbol{R}^{2} \rightarrow \boldsymbol{R}^{2}$; $(q, v) \mapsto q$ the natural projection. The state space $M$ of the billiard flow $S^{t}$ is given by

$$
M=\pi^{-1}(Q) \cup\left(\pi^{-1}(\partial Q) / \sim\right)
$$

where the equivalence relation $\sim$ on $\pi^{-1}(\partial Q)$ means that $(q, v) \sim(p, w)$ if and only if $q=p$ and $w=v-2\langle v, n(q)\rangle n(q)$. Namely, the state of incidence and the state of
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Figure 1.1.
reflection are identified. Therefore, selecting the states of reflection as representatives, we can regard $\pi^{-1}(\partial Q) / \sim$ as

$$
M^{+}=\{x=(q, v): q \in \partial Q,\langle v, n(q)\rangle \geq 0\} .
$$

Our main concern is the billiard flow restricted to its nonwandering set $\Omega$. For the sake of simplicity we also denote the restriction by $S^{t}$.

We define the first collision time and the last collision time for the billiard flow at the point $x \in M^{+}$as follows.

$$
\left\{\begin{array}{l}
t^{+}(x)=\inf \left\{t>0: S^{t} x \in M^{+}\right\} \\
t^{-}(x)=\sup \left\{t<0: S^{t} x \in M^{+}\right\}
\end{array}\right.
$$

where $t^{+}(x)$ (resp. $\left.t^{-}(x)\right)$ is regarded as $+\infty$ (resp. $-\infty$ ) if the set in the above definition is empty. Set

$$
\mathscr{D}_{1}=\left\{x \in M^{+}: t^{+}(x)<\infty\right\}, \quad \mathscr{D}_{-1}=\left\{x \in M^{+}: t^{-}(x)>-\infty\right\} .
$$

We define the local maps $T: \mathscr{D}_{1} \rightarrow M^{+}$and $T^{-1}: \mathscr{D}_{-1} \rightarrow M^{+}$by

$$
\begin{cases}T x=S^{t^{+}(x)} x & \left(\text { if } x \in \mathscr{D}_{1}\right), \\ T^{-1} x=S^{t^{-(x)} x} & \left(\text { if } x \in \mathscr{D}_{-1}\right)\end{cases}
$$

$\mathscr{D}_{n}$ and $\mathscr{D}_{-n}$ are defined to be the sets where one has the $n$-th iterations $T^{n}$ and $\left(T^{-1}\right)^{n}$, respectively. Note that the notation $T^{-1}$ is compatible with the definition of the inverse map of $T$. Thus it is natural to denote $\left(T^{-1}\right)^{n}$ by $T^{-n}$. The first collision map of $T$ for the flow $S^{t}$ is usually called the billiard map. Later we verify that for each positive integer $n$, the sets $\mathscr{D}_{n}$ and $\mathscr{D}_{-n}$ are identified with unions of mutually disjoint $J(J-1)^{n-1}$ quadrilarerals with respect to the so called $(r, \varphi)$-coordinates. In addition we can easily see that $T^{n}$ and $T^{-n}$ are diffeomorphisms of class $C^{2}$ from int $\mathscr{D}_{n}$ onto int $\mathscr{D}_{-n}$ and from int $\mathscr{D}_{-n}$ onto int $\mathscr{D}_{n}$, respectively.

Clearly, the nonwandering set of the billiard flow $S^{t}$ can be expressed as

$$
\begin{aligned}
\Omega= & \left\{x \in M: \pi\left(S^{t} x\right) \in \partial Q \text { holds for both infinitely many } t>0\right. \\
& \text { and infinitely many } t<0\} .
\end{aligned}
$$

If we put $\Omega^{+}=\Omega \cap M^{+}, \Omega^{+}$is expressed as $\Omega^{+}=\bigcap_{n \in \boldsymbol{Z}} \mathscr{D}_{n}$ and $T$ is clearly invertible on $\Omega^{+}$, where $\mathscr{D}_{0}$ is defined to be $\mathscr{D}_{1} \cup \mathscr{D}_{-1}$ for convenience. Note that the set $\Omega^{+}$and the map $T$ play the roles of the Poincaré section and the Poincaré map for the flow $S^{t}$.

Let $k, l$ be in $\boldsymbol{Z} \cup\{-\infty, \infty\}$ with $k<l$. To each element $x$ in $\bigcap_{n=k}^{l} \mathscr{D}_{n}$, we assign a sequence $\left(\xi_{n}(x)\right)_{n=k}^{l}$ so that $T^{n} x \in \partial Q_{\xi_{n}(x)}$. The sequence is called the itinerary of $x$ from time $k$ to time $l$. In [7] we show that for each $x \in \Omega^{+}$, the local stable curve $\gamma^{s}(x)$ and the local unstable curve $\gamma^{u}(x)$ can be written as

$$
\begin{aligned}
& \gamma^{s}(x)=\left\{y \in \bigcap_{n=0}^{\infty} \mathscr{D}_{n}: \xi_{n}(y)=\xi_{n}(x) \text { for any } n \geq 0\right\} \text { and } \\
& \gamma^{u}(x)=\left\{y \in \bigcap_{n=-\infty}^{0} \mathscr{D}_{n}: \xi_{n}(y)=\xi_{n}(x) \text { for any } n \leq 0\right\} .
\end{aligned}
$$

Moreover, it is shown that if the boundary $\partial Q$ is of class $C^{n}$ for $n \geq 2$, the local stable curve and the local unstable curve are $K$-monotone curves of class $C^{n-1}$ whose lengths are bounded from below by a positive constant independent of $x$ (see also [5]). The definition of $K$-monotonicity will be given in Section 2.

The main purpose of the present paper is to show the following theorem that asserts the existence of a kind of stable foliation. We call it a $K$-stable foliation for $\left(\Omega^{+}, T\right)$.

Theorem 1.1 (c.f. Theorem 3.1 in [8]). Assume that the conditions (H.1) and (H.2) are satisfied. Then we can construct a foliation $\mathscr{F}$ supported on the set $\mathscr{D}_{1}$ with the following properties.
( $\mathscr{F} .1) \quad$ Each leaf of $\mathscr{F}$ is a $K$-decreasing curve.
( $\mathscr{F}$.2) For any $x \in \Omega^{+}$, the leaf $\mathscr{F}(x)$ containing $x$ coincides with the local stable curve $\gamma^{s}(x)$.
( $\mathscr{F} .3)$ For any point $x \in \mathscr{D}_{2}, T \mathscr{F}(x) \subset \mathscr{F}(T x)$ holds.
( $\mathscr{F}$.4) $\mathscr{F}$ is a Lipschitz continuous foliation on $\mathscr{D}_{1}$ with respect to the Euclidean distance in the $(r, \varphi)$-coordinates.

We note that there are three unpublished papers [8], [9], and [10] concerned with the present one. One may find that Theorem 1.1 is proved in the first half of $[\mathbf{8}]$. We need to explain the position of Theorem 1.1 among these works. To this end we recall the results in [6]. Consider the set $\Sigma$ defined by

$$
\Sigma=\left\{\xi=\left(\xi_{n}\right)_{n \in \boldsymbol{Z}} \in\{1,2, \ldots, J\}^{\boldsymbol{Z}}: \xi_{n} \neq \xi_{n+1} \text { for any } n \in \boldsymbol{Z}\right\}
$$

Using a positive number $\theta \in(0,1)$, we define a function $d_{\theta}: \Sigma \times \Sigma \rightarrow \boldsymbol{R}$ by

$$
d_{\theta}(\xi, \eta)=\theta^{n} \quad \text { for } \xi=\left(\xi_{n}\right)_{n \in \boldsymbol{Z}} \text { and } \eta=\left(\eta_{n}\right)_{n \in \boldsymbol{Z}}
$$

where $n=\min \left\{j \geq 0: \xi_{j} \neq \eta_{j}\right.$ or $\xi_{-j} \neq \eta_{-j}$ hold $\}$. Then it is easy to see that $d_{\theta}$ becomes a metric on $\Sigma$ which introduces the same topology as the product topology of the finite set $\{1,2, \ldots, J\}$ with discrete topology. The shift map $\sigma: \Sigma \rightarrow \Sigma$ is defined so that

$$
(\sigma \xi)_{n}=\xi_{n+1} \quad \text { for any } n \in \boldsymbol{Z}
$$

holds for each $\xi \in \Sigma$.

One of the main results in 6asserts that the map $\xi(\cdot): \Omega^{+} \rightarrow \Sigma$ gives a conjugacy between the dynamical systems $\left(\Omega^{+}, T\right)$ and $(\Sigma, \sigma)$. Moreover, it is shown that for appropriately chosen $\theta$, the inverse map $x(\cdot)$ of $\xi(\cdot)$ is Lipschitz continuous with respect to $d_{\theta}$ and if we define $f: \Sigma \rightarrow \boldsymbol{R}$ by $f(\xi)=t^{+}(x(\xi))$, $f$ turns out to be $d_{\theta}$-Lipschitz continuous. Consequently, we obtain the conjugacy between the billiard flow $\left(\Omega, S^{t}\right)$ and the suspension flow over $(\Sigma, \sigma)$ with ceiling function $f$ in such a way that the corresponding periodic orbits have the same periods. Therefore, we can apply the result in Parry and Pollicott [12] to the zeta function of the billiard flow defined by the following formal Euler product

$$
\zeta(s)=\prod_{\tau}(1-\exp (-s l(\tau)))^{-1},
$$

where the product $\prod_{\tau}$ is taken over all the prime periodic orbits $\tau$ of $S^{t}$ and $l(\tau)$ denotes the period of $\tau$. Hence we see that there exists $h>0$ such that the infinite pruduct above is absolutely convergent in the half-plane $\{s \in C: \operatorname{Re} s>h\}$ and has a meromorphic extension to some half-plane containing $\{s \in C: \operatorname{Re} s \geq h\}$ in which it has no zeros and $s=h$ is a unique pole and simple. Consequently we obtain the following analogue of the prime number theorem.

$$
\#\{\tau: l(\tau) \leq u\} \frac{h u}{\exp (h u)} \rightarrow 1 \quad(u \rightarrow \infty)
$$

Now it is natural to ask how wide the domain of meromorphy of $\zeta(\cdot)$ is and what kind of information we can obtain from the analytic properties of $\zeta(\cdot)$. In virtue of the results in Ruelle [13], $\zeta(\cdot)$ could be meromorphic on the entire complex plane if our billiard map $T$ would be smooth enough and the totality of local stable curves would make up themselves into smooth invariant foliation supported on some neighborhood of $\Omega^{+}$. Obviously we are not in such a good situaton because $T$ has singularities and in addition the definition domain $\mathscr{D}_{n}$ of $T^{n}$ shrinks as $n$ becomes large. Theorem 1.1 above, however, enable us to show the following. First, by combining the results in the second half of $[\mathbf{8 ]}$ with [9], it is possible to find a positive number $\beta$ such that $\zeta(\cdot)$ can be extended to a meromorphic function in the half-plane $\{s \in C: \operatorname{Re} s>-\beta\}$ without zero. Secondly, we can show that we can calculate the special value of $\zeta(\cdot)$ as $\zeta(0)=-1 /$ $\left((J-2) 2^{J-1}\right)$ (see $[\mathbf{1 0 ]}]$. Hence we can conclude that if we obtain the information of the length spectrum of $Q$ beforehand, we see how many scatterers there are.

This paper is organized as follows: In Section 2, we give some basic definitions and fundamental results for billiard maps. In Section 3 alternative proofs of the results in [6] and [7] are given by using the idea of I. Kubo. This enable us to keep our construction of $K$-stable foliation as elementary as possible. Section 4 is devoted to the construction of $K$-stable foliation. Finally, we show the validity ( $\mathscr{F} .4$ ) of Lipschitz continuity in Section 5.
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## 2. Preliminaries.

In this section, we recall some notions and fundamental properties of the billiard map. First of all, we introduce convenient coordinates to $\pi^{-1} \partial Q$. Choose a base point $q(j)$ for each $j=1,2, \ldots, J$ and define the following quantities for $x=(q, v) \in \pi^{-1} \partial Q$ (Figure 2.1).

$$
\left\{\begin{aligned}
& \xi_{0}(x)=j \text { if } q \in \partial Q_{j}, \\
& r(x)= \text { the arclength from } q\left(\xi_{0}(x)\right) \text { to } q \\
& \text { measured counterclockwise along the curve } \partial Q_{j}, \\
& \varphi(x)= \text { the angle between the vector } v \text { and the unit normal } \\
& n(q) \text { which is directed towards the inside of the domain } Q, \\
& \text { measured counterclockwise from } n(q) \text { to } v .
\end{aligned}\right.
$$

Such coordinates will be called the $(r, \varphi)$-coordinates of $x$. The quantities $\xi_{0}(x)$ and $\varphi(x)$ do not depend on the choice of the base point $q(j)$ but $r(x)$ does. Clearly, the change of the base point causes just the translation of the $r$-coordinate.
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Note that

$$
\left\{(j, r, \varphi): 0 \leq r<\text { the perimeter of } \partial Q_{j},-\pi<\varphi \leq \pi\right\}
$$

gives a global parametrization for the set $\pi^{-1} \partial Q_{j}$ but it is not a global parametrization for the $C^{3}$ manifold $\pi^{-1} \partial Q_{j}$. We often use this coordinates without specifying which points are chosen as base points. This ambiguity causes us no trouble because most of our investigations below are carried out locally. Therefore we often abuse the notation $x=(j, r, \varphi)$ for $x=(q, v)$ and $(j, r)$ for $q$, respectively. Further, we drop the first coordinate $j$ if there is no possibility of confusion. The totality of reflection states $M^{+}$ is expressed as

$$
M^{+}=\left\{x \in \pi^{-1} \partial Q:-\frac{\pi}{2} \leq \varphi(x) \leq \frac{\pi}{2}\right\} .
$$

For $j=1,2, \ldots, J$, set

$$
M_{j}^{+}=\left\{x \in M^{+}: \xi_{0}(x)=j\right\} .
$$

Each $M_{j}^{+}$will be called a connected component of $M^{+}$. As we mentioned in Introduction, the state space $M$ of the billiard flow can be regarded as

$$
M=\pi^{-1} Q \cup M^{+}
$$

We define the first collision time and the last collision time for the billiard flow at the point $x \in M^{+}$as follows.

$$
\left\{\begin{array}{l}
t^{+}(x)=\inf \left\{t>0: S^{t} x \in M^{+}\right\} \\
t^{-}(x)=\sup \left\{t<0: S^{t} x \in M^{+}\right\}
\end{array}\right.
$$

where $t^{+}(x)$ (resp. $t^{-}(x)$ ) is regarded as $+\infty$ (resp. $-\infty$ ) if the set in the definition above is empty. Set

$$
\mathscr{D}_{1}=\left\{x \in M^{+}: t^{+}(x)<\infty\right\}, \quad \mathscr{D}_{-1}=\left\{x \in M^{+}: t^{-}(x)>-\infty\right\} .
$$

We define the local maps $T: \mathscr{D}_{1} \rightarrow M^{+}$and $T^{-1}: \mathscr{D}_{-1} \rightarrow M^{+}$by

$$
\begin{cases}T x=S^{t^{+}(x)} x & \left(\text { if } x \in \mathscr{D}_{1}\right), \\ T^{-1} x=S^{t^{-}(x)} x & \left(\text { if } x \in \mathscr{D}_{-1}\right) .\end{cases}
$$

For each positive integer $n$, we define the sets $\mathscr{D}_{n}$ and $\mathscr{D}_{-n}$ and the maps $T^{n}$ and $\left(T^{-1}\right)^{n}$ inductively as follows.

$$
\left\{\begin{array}{l}
\mathscr{D}_{n+1}=\left\{x \in \mathscr{D}_{n}: t^{+}\left(T^{n} x\right)<\infty\right\} \\
\mathscr{D}_{-(n+1)}=\left\{x \in \mathscr{D}_{-n}: t^{-}\left(T^{-n} x\right)>-\infty\right\}
\end{array}\right.
$$

and

$$
\begin{cases}T^{n+1} x=T\left(T^{n} x\right), & \text { for } x \in \mathscr{D}_{n+1} \\ T^{-(n+1)} x=T^{-1}\left(T^{-n} x\right), & \text { for } x \in \mathscr{D}_{-(n+1)}\end{cases}
$$

Note that the notation $T^{-1}$ is compatible with the definition of the inverse map of $T$ and $T^{n}$ (resp. $T^{-n}$ ) coincides with $n$-fold iteration of $T$ (resp. $T^{-1}$ ). Usually the first collision map $T$ is called the billiard map for the flow $S^{t}$.

It is not hard to see that the nonwandering set $\Omega$ of $S^{t}$ is the totality of all initial states such that $\pi\left(S^{t} x\right) \in \partial Q$ holds for both infinitely many $t>0$ and infinitely many $t<0$. If we set $\Omega^{+}=M^{+} \cap \Omega, \Omega^{+}$can be expressed as $\Omega^{+}=\bigcap_{n \in \boldsymbol{Z}} \mathscr{D}_{n}$ and $T$ is clearly invertible on $\Omega^{+}$, where $\mathscr{D}_{0}$ is defined to be $\mathscr{D}_{1} \cup \mathscr{D}_{-1}$ for convenience.

For $x \in M^{+}$we put

$$
\xi_{i}(x)=\xi_{0}\left(T^{i} x\right), \quad \text { if } T^{i} \text { is defined. }
$$

For $k$ and $l$ with $-\infty \leq k<l \leq \infty$, a sequence $\left\{\xi_{i}\right\}_{i=k}^{l}$ is called the itinerary of $x \in M^{+}$ from time $k$ to time $l$ if $\xi_{i}=\xi_{i}(x)$ holds for each $i \in \boldsymbol{Z} \cap[k, l]$. The number $l-k+1$, possibly $\infty$, is called the length of the itinerary. On the other hand, any sequence $\left\{\xi_{i}\right\}_{i=k}^{l}$ which can be the itinerary of some point from time $k$ to time $l$ is called an admissible word and the number $l-k+1$ is called the length of the admissible word. $\mathscr{W}_{n}$ denotes the totality of admissible words of length $n$ for $n \geq 2\left(\mathscr{W}_{1}=\{1,2, \ldots, J\}\right.$ for convenience). Under the conditions (H.1) and (H.2), the admissibility is equivalent to the condition that $\xi_{i} \in\{1,2, \ldots, J\}$ for each $i \in \boldsymbol{Z} \cap[k, l]$ and $\xi_{i} \neq \xi_{i+1}$ for each $i \in \boldsymbol{Z} \cap[k, l-1]$.

We employ the following slightly abusive notations for our convenience. For $x=(q, v)=(j, r, \varphi), k_{i}, r_{i}, \varphi_{i}, c_{i}, t_{i}^{+}$, and $t_{i}^{-}$denote $k\left(T^{i} x\right), r\left(T^{i} x\right), \varphi\left(T^{i} x\right), c\left(T^{i} x\right), t^{+}\left(T^{i} x\right)$, and $t^{-}\left(T^{i} x\right)$, respectively, where $k(x)=k(q)=k(j, r)$ denotes the curvature of $\partial Q_{j}$ at $q=(j, r)$ and $c(x)=\cos \varphi(x)$.

By the help of the Implicit Function Theorem, the Jacobi matrix $D(T)$ for $T$ and $D\left(T^{-1}\right)$ for $T^{-1}$ can be calculated as follows in terms of the $(r, \varphi)$-coordinates at the point where they are defined (see [1], [2], [6] and [14]).

$$
\left\{\begin{array} { l } 
{ \frac { \partial r _ { 1 } } { \partial r } = - ( 1 + \frac { t ^ { + } k } { c } ) \frac { c } { c _ { 1 } } , }  \tag{2.1}\\
{ \frac { \partial r _ { 1 } } { \partial \varphi } = - \frac { t ^ { + } } { c _ { 1 } } , } \\
{ \frac { \partial \varphi _ { 1 } } { \partial r } = - k _ { 1 } ( 1 + \frac { t ^ { + } k } { c } ) \frac { c } { c _ { 1 } } - k , } \\
{ \frac { \partial \varphi _ { 1 } } { \partial \varphi } = - ( 1 + \frac { t ^ { + } k _ { 1 } } { c _ { 1 } } ) , }
\end{array} \left\{\begin{array}{l}
\frac{\partial r_{-1}}{\partial r}=-\left(1-\frac{t^{-} k}{c}\right) \frac{c}{c_{-1}} \\
\frac{\partial r_{-1}}{\partial \varphi}=-\frac{t^{-}}{c_{-1}}, \\
\frac{\partial \varphi_{-1}}{\partial r}=k_{-1}\left(1-\frac{t^{-} k}{c}\right) \frac{c}{c_{-1}}+k \\
\frac{\partial \varphi_{-1}}{\partial \varphi}=-\left(1-\frac{t^{-} k_{-1}}{c_{-1}}\right)
\end{array}\right.\right.
$$

In addition, the partial derivatives of $t^{+}$and $t^{-}$are given by

$$
\left\{\begin{array} { l } 
{ \frac { \partial t ^ { + } } { \partial r } = \operatorname { s i n } \varphi _ { 1 } \frac { \partial r _ { 1 } } { \partial r } - \operatorname { s i n } \varphi , }  \tag{2.2}\\
{ \frac { \partial t ^ { + } } { \partial \varphi } = - t ^ { + } \operatorname { t a n } \varphi _ { 1 } , }
\end{array} \quad \left\{\begin{array}{l}
\frac{\partial t^{-}}{\partial r}=\sin \varphi_{-1} \frac{\partial r_{-1}}{\partial r}-\sin \varphi \\
\frac{\partial t^{-}}{\partial \varphi}=-t^{-} \tan \varphi_{-1}
\end{array}\right.\right.
$$

Then we obtain the following.
Lemma 2.1 (see [4], [6], [8], and [14]). Let $\gamma$ be a curve of class $C^{1}$ which is expressed as $\{(j, r, \varphi): \varphi=\varphi(r), a \leq r \leq b\}$ in the $(r, \varphi)$-coordinates, where $\varphi(\cdot)$ is a $C^{1}$ function in $r$. Assume that $T$ and $T^{-1}$ are defined on $\gamma$. If the images $\gamma_{1}=T \gamma$ and $\gamma_{-1}=T^{-1} \gamma$ are expressed as $\left\{\left(j_{1}, r_{1}, \varphi_{1}\right): \varphi_{1}=\varphi_{1}\left(r_{1}\right), a_{1} \leq r_{1} \leq b_{1}\right\}$ and $\left\{\left(j_{-1}, r_{-1}, \varphi_{-1}\right)\right.$ : $\left.\varphi_{-1}=\varphi_{-1}\left(r_{-1}\right), a_{-1} \leq r_{-1} \leq b_{-1}\right\}$, where $\varphi_{1}(\cdot)$ and $\varphi_{-1}(\cdot)$ are $C^{1}$ functions in $r_{1}$ and $r_{-1}$, respectively, then we have the formulas:

$$
\begin{gathered}
\frac{d \varphi_{1}}{d r_{1}}=k_{1}+\frac{c_{1}}{c} \frac{1}{\frac{t^{+}}{c}+\frac{1}{\frac{d \varphi}{d r}+k}}, \quad \frac{d \varphi_{-1}}{d r_{-1}}=-k_{-1}+\frac{c_{-1}}{c} \frac{1}{\frac{t^{-}}{c}+\frac{1}{\frac{d \varphi}{d r}-k}} \\
\frac{d r_{1}}{d r}=-\frac{c}{c_{1}}\left(1+\frac{t^{+}\left(\frac{d \varphi}{d r}+k\right)}{c}\right), \quad \frac{d r_{-1}}{d r}=-\frac{c}{c_{-1}}\left(1+\frac{t^{-}\left(\frac{d \varphi}{d r}-k\right)}{c}\right) \\
\frac{d \varphi_{1}}{d \varphi}=-k_{1} \frac{c}{c_{1}} \frac{d r}{d \varphi}-\left(1+\frac{t^{+} k}{c_{1}}\right)\left(1+k \frac{d r}{d \varphi}\right), \quad \frac{d \varphi_{-1}}{d \varphi}=k_{-1} \frac{c}{c_{-1}} \frac{d r}{d \varphi}-\left(1-\frac{t^{-} k}{c_{-1}}\right)\left(1-k \frac{d r}{d \varphi}\right) \\
\frac{d t^{+}}{d r}=\sin \varphi_{1} \frac{d r_{1}}{d r}-\sin \varphi, \quad \frac{d t^{-}}{d r}=\sin \varphi_{-1} \frac{d r_{-1}}{d r}-\sin \varphi
\end{gathered}
$$

These formulas make sense even when $d \varphi / d r=0$ and we obtain similar formulas if the role of the $r$-coordinate and that of the $\varphi$-coordinate are exchanged in the representaitions of curves $\gamma, \gamma_{1}$, and $\gamma_{-1}$.

Next we introduce the notions of increasing curves and decreasing curves. A curve in $M^{+}$which is expressed as $\varphi=\varphi(r), a \leq r \leq b$ in the $(r, \varphi)$-coordinates is said to be increasing (resp. dcreasing) if $\varphi(\cdot)$ is increasing (resp. decreasing) as a function of $r$. In the case when a curve is expressed as $r=r(\varphi), \alpha \leq \varphi \leq \beta$, we also say it to be increasing or decreasing according as $r(\cdot)$ is increasing or decreasing.

Put

$$
\begin{aligned}
k_{\max } & =\max \{k(q): q \in \partial Q\}, \quad k_{\min }=\min \{k(q): q \in \partial Q\}, \\
t_{\min } & =\min \left\{\operatorname{dist}\left(\overline{Q_{j_{1}}}, \overline{Q_{j_{2}}}\right): j_{1} \neq j_{2}\right\} \\
K_{\max } & =k_{\max }+\frac{1}{t_{\min }}, \quad \theta=\frac{1}{1+t_{\min } k_{\min }}
\end{aligned}
$$

An increasing (resp. decreasing) curve as above is called a $K$-increasing (resp. $K$ decreasing) curve if

$$
k_{\min } \leq \frac{\varphi\left(r_{2}\right)-\varphi\left(r_{1}\right)}{r_{2}-r_{1}} \leq K_{\max } \quad\left(\text { resp. }-K_{\max } \leq \frac{\varphi\left(r_{2}\right)-\varphi\left(r_{1}\right)}{r_{2}-r_{1}} \leq-k_{\min }\right)
$$

holds for any $r_{1}$ and $r_{2}$ with $a \leq r_{1}<r_{2} \leq b$. ( $K$-)increasing curves and ( $K$-)decreasing curves are often called ( $K$-)monotone curves.

From Lemma 2.1, we can easily show:
Lemma 2.2. Let $\gamma$ be a $C^{1}$ curve in $M^{+}$which is expressed as $\{(r, \varphi): \varphi=\varphi(r)$, $a<r<b\}$. Assume that $\gamma$ is increasing (resp. decreasing) and $T$ (resp. $T^{-1}$ ) is defined on $\gamma$. Then $T \gamma\left(\right.$ resp. $\left.T^{-1} \gamma\right)$ turns out to be a $C^{1}$ curve which is expressed as $\left\{\left(r_{1}, \varphi_{1}\right): \varphi_{1}=\right.$ $\left.\varphi_{1}\left(r_{1}\right), a_{1}<r_{1}<b_{1}\right\}$ (resp. $\left\{\left(r_{-1}, \varphi_{-1}\right): \varphi_{-1}=\varphi_{-1}\left(r_{-1}\right), a_{-1}<r_{-1}<b_{-1}\right\}$ ) satisfying

$$
k_{\min } \leq \frac{d \varphi_{1}}{d r_{1}} \leq K_{\max } \quad\left(r e s p .-K_{\max } \leq \frac{d \varphi_{-1}}{d r_{-1}} \leq-k_{\min }\right)
$$

In addition, we have

$$
\Theta(T \gamma) \geq \theta^{-1} \Theta(\gamma) \quad\left(\text { resp. } \Theta\left(T^{-1} \gamma\right) \geq \theta^{-1} \Theta(\gamma)\right)
$$

where $\Theta(\gamma)$ denotes the variation of the $\varphi$-coordinate along $\gamma$.
It follows immediately from Lemma 2.2 that if $\gamma$ is an increasing curve (resp. a decreasing curve) of class $C^{1}$, then $T \gamma$ (resp. $T^{-1} \gamma$ ) is a $K$-increasing curve (resp. $K$ decreasing curve) of class $C^{1}$. In fact, we can see that the $T$-image (resp. $T^{-1}$-image) of any increasing curve (resp. decreasing curve) is always a $K$-increasing curve ( $K$ decreasing curve) by a routine approximation argument.

## 3. Structure of $\Omega^{+}$.

Next, we observe the sturcture of the definition domain $\mathscr{D}_{n}\left(\right.$ resp. $\left.\mathscr{D}_{-n}\right)$ of $T^{n}$ (resp. $\left.T^{-n}\right)$. Consider any admissible word $j_{-n} j_{-(n-1)} \cdots j_{0} \cdots j_{n-1} j_{n}$ of length $2 n+1$. We set

$$
\begin{aligned}
\mathscr{D}_{1}\left(j_{0} j_{1}\right) & =\left(\mathscr{D}_{1} \cap M_{j_{0}}^{+}\right) \cap T^{-1}\left(\mathscr{D}_{-1} \cap M_{j_{1}}^{+}\right), \\
\mathscr{D}_{-1}\left(j_{-1} j_{0}\right) & =\left(\mathscr{D}_{-1} \cap M_{j_{0}}^{+}\right) \cap T\left(\mathscr{D}_{1} \cap M_{j_{-1}}^{+}\right), \\
\mathscr{D}_{n}\left(j_{0} j_{1} \cdots j_{n}\right) & =T^{-1}\left(\mathscr{D}_{n-1}\left(j_{1} j_{2} \cdots j_{n}\right) \cap \mathscr{D}_{-1}\left(j_{0} j_{1}\right)\right) \quad(n \geq 2), \\
\mathscr{D}_{-n}\left(j_{-n} j_{-(n-1)} \cdots j_{0}\right) & =T\left(\mathscr{D}_{-(n-1)}\left(j_{-n} \cdots j_{-2} j_{-1}\right) \cap \mathscr{D}_{1}\left(j_{-1} j_{0}\right)\right) \quad(n \geq 2) .
\end{aligned}
$$

Then it is easy to see that $\mathscr{D}_{n}\left(j_{0} j_{1} \cdots j_{n}\right)$ (resp. $\left.\mathscr{D}_{-n}\left(j_{-n} j_{-(n-1)} \cdots j_{0}\right)\right)$ is a connected component of $\mathscr{D}_{n}\left(\right.$ resp. $\left.\mathscr{D}_{-n}\right)$. Therefore we have

$$
\begin{aligned}
\mathscr{D}_{n} & =\bigcup_{j_{0} j_{1} \cdots j_{n} \in \mathscr{W}_{n+1}} \mathscr{D}_{n}\left(j_{0} j_{1} \cdots j_{n}\right) \\
\mathscr{D}_{-n} & =\bigcup_{j_{-n} j_{-(n-1)} \cdots j_{0} \in \mathscr{W}_{n+1}} \mathscr{D}_{-n}\left(j_{-n} j_{-(n-1)} \cdots j_{0}\right) .
\end{aligned}
$$

For $j=1,2, \ldots, J$, put

$$
S_{j}^{+}=\left\{x \in M^{+}: \xi(x)=j, \varphi(x)=\frac{\pi}{2}\right\}, \quad S_{j}^{-}=\left\{x \in M^{+}: \xi(x)=j, \varphi(x)=-\frac{\pi}{2}\right\}
$$

and put

$$
S^{+}=\bigcup_{j=1}^{J} S_{j}^{+}, \quad S^{-}=\bigcup_{j=1}^{J} S_{j}^{-}, \quad S=S^{-} \cup S^{+}
$$

Each $S_{j}^{+}$(resp. $S_{j}^{-}$) is identified with the line segment in $\varphi=\pi / 2$ (resp. $\left.\varphi=-\pi / 2\right)$ in the $(r, \varphi)$-plane. If $i j$ is admissible, we can show that $\mathscr{D}_{1}(i j)$ is a closed domain in $M_{i}^{+}$ enclosed by the four curves $T^{-1} S_{j}^{+}, \varphi=-\pi / 2, T^{-1} S_{j}^{-}$, and $\varphi=\pi / 2$. Similarly, $\mathscr{D}_{-1}(j i)$ is a closed domain in $M_{i}^{+}$enclosed by the four curves $T S_{j}^{-}, \varphi=-\pi / 2, T S_{j}^{+}$, and $\varphi=\pi / 2$. Since $\cos \varphi_{1}=0$ (resp. $\cos \varphi_{-1}=0$ ) holds on $T^{-1} S$ (resp. $T S$ ), $T^{-1} S_{j}^{+}$and $T^{-1} S_{j}^{-}$(resp. $T S_{j}^{-}$and $T S_{j}^{+}$) are $K$-decreasing curves (resp. $K$-increasing curves) expressed by the equation of the form

$$
\frac{d \varphi}{d r}=-k-\frac{\cos \varphi}{t^{+}} \quad\left(\text { resp. } \frac{d \varphi}{d r}=k-\frac{\cos \varphi}{t^{-}}\right) .
$$

Combining these facts and Lemma 2.2, we can conclude inductively that if $n$ is a positive integer and $j_{0} j_{1} \cdots j_{n}$ is admissible, then the set $\mathscr{D}_{n}\left(j_{0} j_{1} \cdots j_{n}\right)$ is a closed domain enclosed by a pair of $K$-decreasing curves and $\varphi= \pm \pi / 2$ and the set $\mathscr{D}_{-n}\left(j_{0} j_{1} \cdots j_{n}\right)$ is a closed domain enclosed by a pair of $K$-increasing curves and $\varphi_{n}= \pm \pi / 2$. We call such a closed domain enclosed by four curves a quadrilateral.

Following the idea of Izumi Kubo, we prove some estimates which are necessary for further investigations. Note that estimates which play similar roles to them are obtained in [6]. But in the present case, the following seem to be more useful than those in [6].

Lemma 3.1. Assume that the conditions (H.1) and (H.2) are satisfied. Let $j_{-n} \ldots$ $j_{0} \cdots j_{n}$ be an admissible word of length $2 n+1$. Then we have the following.
(1) The Euclidean length of the boundary curve of the quadrilateral $\mathscr{D}_{n}\left(j_{0} \cdots j_{n}\right)$ (resp. $\left.\mathscr{D}_{-n}\left(j_{-n} \cdots j_{0}\right)\right)$ contained in $\varphi= \pm \pi / 2$ is not greater than $C_{1} \theta^{n}$, where $C_{1}$ is a positive constant depending only on the domain $Q$.
(2) The Hausdorff distance between $K$-decreasing curves (resp. K-increasing curves) in the boudary of $\mathscr{D}_{n}\left(j_{0} \cdots j_{n}\right)\left(\right.$ resp. $\left.\mathscr{D}_{-n}\left(j_{-n} \cdots j_{0}\right)\right)$ is not greater than $C_{1} \theta^{n}$, where $C_{1}$ is the same constant as in the assertion (1).
(3) There is a positive constant $C_{2}>0$ depending only on the domain $Q$ such that the diameter of the set $\mathscr{D}_{-n}\left(j_{-n} \cdots j_{0}\right) \cap \mathscr{D}_{n}\left(j_{0} \cdots j_{n}\right)$ is not greater than $C_{2} \theta^{n}$.

In the above, the Euclidean length, the Hausdorff distance, and the diameter are measured in terms of the $(r, \varphi)$-coordinates.

Before we prove Lemma 3.1, we observe the structure of $\mathscr{D}_{n}\left(j_{0} \cdots j_{n}\right)$ and $\mathscr{D}_{-n}\left(j_{-n} \cdots j_{0}\right)$. We can choose the base point $q\left(j_{0}\right)$ so that the corresponding $(r, \varphi)$ coordinates represents $\mathscr{D}_{1}\left(j_{0}\right)$ and $\mathscr{D}_{-1}\left(j_{0}\right)$ as quadrilaterals in the $(r, \varphi)$-plane. This fact enable us to identify $\mathscr{D}_{1}\left(j_{0}\right)$ and $\mathscr{D}_{-1}\left(j_{0}\right)$ with quadrilaterals in the $(r, \varphi)$-plane. We label the sides of quadrilateral $\mathscr{D}_{n}\left(j_{0} \cdots j_{n}\right)$ (resp. $\left.\mathscr{D}_{-n}\left(j_{-n} \cdots j_{0}\right)\right)$ as $\gamma_{t}=\gamma_{t}\left(j_{0} \cdots j_{n}\right)$, $\gamma_{l}=\gamma_{l}\left(j_{0} \cdots j_{n}\right), \quad \gamma_{b}=\gamma_{b}\left(j_{0} \cdots j_{n}\right), \quad$ and $\quad \gamma_{r}=\gamma_{r}\left(j_{0} \cdots j_{n}\right) \quad$ (resp. $\delta_{t}=\delta_{t}\left(j_{-n} \cdots j_{0}\right), \quad \delta_{l}=$ $\delta_{l}\left(j_{-n} \cdots j_{0}\right), \delta_{b}=\delta_{b}\left(j_{-n} \cdots j_{0}\right)$ and $\left.\delta_{r}=\delta_{r}\left(j_{-n} \cdots j_{0}\right)\right)$ in counterclockwise order so that $\gamma_{t}$ (resp. $\delta_{t}$ ) is contained in $\varphi=\pi / 2, \gamma_{b}$ (resp. $\delta_{b}$ ) is contained in $\varphi=-\pi / 2, \gamma_{l}$ and $\gamma_{r}$ are $K$-decreasing curves (resp. $\delta_{l}$ and $\delta_{r}$ are $K$-increasing curves) (see Figure 3.1). It is not hard to see the following facts:
(i) $T^{k} \gamma_{t}$ and $T^{k} \gamma_{b}$ are $K$-increasing curves (resp. $T^{-k} \delta_{t}$ and $T^{-k} \delta_{b}$ are $K$-decreasing curves) for each $k$ with $1 \leq k \leq n$.
(ii) $T^{k} \gamma_{l}$ and $T^{k} \gamma_{r}$ are $K$-decreasing curves (resp. $T^{-k} \delta_{l}$ and $T^{-k} \delta_{r}$ are $K$-increasing curves) for each $k$ with $0 \leq k \leq n-1$.
(iii) $T^{n} \mathscr{D}_{n}\left(j_{0} \cdots j_{n}\right)=\mathscr{D}_{-n}\left(j_{0} \cdots j_{n}\right)\left(\right.$ resp. $\left.T^{-n} \mathscr{D}_{-n}\left(j_{-n} \cdots j_{0}\right)=\mathscr{D}_{n}\left(j_{-n} \cdots j_{0}\right)\right)$.
(iv) $T^{k} \gamma_{t}, T^{k} \gamma_{l}, T^{k} \gamma_{b}$, and $T^{k} \gamma_{r}\left(\right.$ resp. $T^{-k} \delta_{t}, T^{-k} \delta_{l}, T^{-k} \delta_{b}$ and $\left.T^{-k} \delta_{r}\right)$ are the sides of the quadrilateral $T^{k} \mathscr{D}_{n}\left(j_{0} \cdots j_{n}\right)$ (resp. $T^{-k} \mathscr{D}_{-n}\left(j_{-n} \cdots j_{0}\right)$ ). In particular, $T^{n} \gamma_{r}$ (resp. $\left.T^{-n} \delta_{l}\right)$ is contained in $\varphi_{n}=\pi / 2$ or $\varphi_{n}=-\pi / 2$ (resp. $\varphi_{-n}=\pi / 2$ or $\varphi_{-n}=-\pi / 2$ ) according as $n$ is even or odd.


Figure 3.1.

Proof of Lemma 3.1. To establish the assertion (1), we estimate the length of $\gamma_{t}$ and $\gamma_{b}$. Let $\gamma_{t}$ is given by $\varphi=\pi / 2, a \leq r \leq b$. In virtue of Lemma 2.1, the equation of the curve $T \gamma_{t}$ is given by

$$
\frac{d \varphi_{1}}{d r_{1}}=k_{1}+\frac{c_{1}}{t^{+}}
$$

and $d r_{1} / d r=-t^{+} k / c_{1}$ for $a<r<b$. Therefore we have

$$
\pi=\int_{a}^{b}\left|\frac{d \varphi_{n}}{d r}\right| d r=\int_{a}^{b}\left|\frac{d \varphi_{n}}{d \varphi_{1}} \frac{d \varphi_{1}}{d r_{1}} \frac{d r_{1}}{d r}\right| d r \geq \theta^{-n} k_{\min }(b-a) .
$$

We just note that the last inequality can be easily obtained from Lemma 2.1. For the curve $\gamma_{b}$, we get the same estimate. Now the first assertion of Lemma 3.1 follows if we put $C_{1}=\pi\left(1 / k_{\min }\right)$.

The assertion (2) is proved as follows. Consider any line segment $\gamma$ in $\mathscr{D}_{n}\left(j_{0} \cdots j_{n}\right)$ parallel to the $r$-axis. Then we can apply the same argument as in the proof of the assertion (1) to $\gamma$ instead of $\gamma_{t}$. Thus we conclude that the Euclidean length of $\gamma$ is less than $C_{1} \theta^{n}$. Hence $\gamma_{r}$ is contained in $C_{1} \theta^{n}$ neighborhood of $\gamma_{l}$. This implies that the assertion (2) is valid.

The assertion (3) can be shown as follows. Consider the line segment $s$ passing through the vertex of $\mathscr{D}_{-n}\left(j_{-n} \cdots j_{0}\right) \cap \mathscr{D}_{n}\left(j_{0} \cdots j_{n}\right)$ at the bottom, joining the curves $\delta_{l}$ and $\gamma_{r}$ and parallel to the $r$-axis. The length of $s$ is not greater than $2 C_{1} \theta^{n}$ by the assertion (2). Next we consider the line segment $h$ parallel to the $\varphi$-axis and joinning the vertex of $\mathscr{D}_{-n}\left(j_{-n} \cdots j_{0}\right) \cap \mathscr{D}_{n}\left(j_{0} \cdots j_{n}\right)$ at the top and the line segment $s$. Since $\delta_{l}$ is $K$-increasing and $\gamma_{r}$ is $K$-decreasing, it is easy to see that the length of $h$ is not greater than $K_{\max } C_{1} \theta^{n}$. Clearly, the quadrilateral $\mathscr{D}_{-n}\left(j_{-n} \cdots j_{0}\right) \cap \mathscr{D}_{n}\left(j_{0} \cdots j_{n}\right)$ is contained in a rectangle with base side $s$ and with height not greater than $K_{\max } C_{1} \theta^{n}$. Hence $C_{2}$ is chosen to be $C_{1} \sqrt{K_{\max }^{2}+4}=\left(\pi / k_{\min }\right) \sqrt{K_{\max }^{2}+4}$.

Next we recall the itinerary problem studied in [6] (see [15] for heigher dimensional cases). The itinerary problem means the problem finding a point $x \in \Omega^{+}$which satisfies the equation

$$
\xi(x)=\xi
$$

for a sequence $\xi$ in $\Sigma$ given beforehand. If the itinerary problem has a unique solution, we denote it by $x(\xi)$. For $\xi, \eta \in \Sigma$, put $d_{\theta}(\xi, \eta)=\theta^{n}$, where $n=\min \left\{i \geq 0: \xi_{-i} \neq \eta_{-i}\right.$ or $\left.\xi_{i} \neq \eta_{i}\right\}$. Then $d_{\theta}$ is a metric on $\Sigma$ which introduces the same topology that is induced by the product topology of $\{1,2, \ldots, J\}^{Z}$. In virtue of Lemma 3.1, we can show the Lipschitz well-posedness of the itinerary problem as follows.

Theorem 3.1. Assume that the conditions (H.1) and (H.2) are satisfied. Then for any sequence $\xi \in \Sigma$, there exists a unique $x \in \Omega^{+}$such that $\xi(x)=\xi$. Moreover, there exists a positive constant $C_{3}$ depending only on the domain $Q$ such that

$$
|r(x(\xi))-r(x(\eta))| \leq C_{3} d_{\theta}(\xi, \eta), \quad \text { and } \quad|\varphi(x(\xi))-\varphi(x(\eta))| \leq C_{3} d_{\theta}(\xi, \eta)
$$

hold for any $\xi, \eta \in \Sigma$.

Proof. Let $\xi$ be any element in $\Sigma$. Then $\left\{\mathscr{D}_{n}\left(\xi_{0} \cdots \xi_{n}\right) \cap \mathscr{D}_{-n}\left(\xi_{-n} \cdots \xi_{0}\right)\right\}_{n=1}^{\infty}$ is a decreasing sequence of compact subsets of $M_{\xi_{0}}^{+}$such that the diameter of $\mathscr{D}_{n}\left(\xi_{0} \ldots \xi_{n}\right) \cap$ $\mathscr{D}_{-n}\left(\xi_{-n} \cdots \xi_{0}\right)$ is not greater than $C_{2} \theta^{n}$ for each $n \geq 1$ in virtue of Lemma 3.1. Thus we see the validity of the existence and the uniqueness of the itinerary problem.

Let $\eta$ be an element in $\Sigma$ with $d_{\theta}(\xi, \eta)=\theta^{n}$ for some nonnegative integer $n$. If $n=0$, then we have $|r(x(\xi))-r(x(\eta))| \leq L$ and $|\varphi(x(\xi))-\varphi(x(\eta))| \leq \pi$, where $L$ is the maximum of perimeters of $\partial Q_{j}$ 's. Assume $n \geq 1$. Then we see by definition that $\xi_{i}=\eta_{i}$ holds for each $i$ with $|i| \leq n-1$. Therefore $x(\xi)$ and $x(\eta)$ are both contained in $\mathscr{D}_{n-1}\left(\xi_{0} \cdots \xi_{n-1}\right) \cap \mathscr{D}_{-(n-1)}\left(\xi_{-(n-1)} \cdots \xi_{0}\right)$. Thus by Lemma 3.1 we obtain

$$
|r(x(\xi))-r(x(\eta))| \leq C_{2} \theta^{-1} d_{\theta}(\xi, \eta), \quad \text { and } \quad|\varphi(x(\xi))-\varphi(x(\eta))| \leq C_{2} \theta^{-1} d_{\theta}(\xi, \eta)
$$

Hence if we set $C_{3}=\max \left\{L, \pi, C_{2} \theta^{-1}\right\}$, we reach the desired inequalities.
Next we summarize the facts on the structure of the local stable curve and the local unstable curve for $x \in \Omega^{+}$.

Theorem 3.2 ([7]). The local stable curve $\gamma^{s}(x)$ (resp. the local unstable curve $\gamma^{u}(x)$ ) for $x \in \Omega^{+}$coincides with the set

$$
\bigcap_{n=1}^{\infty} \mathscr{D}_{n}\left(\xi_{0}(x), \ldots, \xi_{n}(x)\right) \quad\left(\operatorname{resp} . \bigcap_{n=1}^{\infty} \mathscr{D}_{-n}\left(\xi_{-n}(x), \ldots, \xi_{0}(x)\right)\right) .
$$

and it turns out to be a K-decreasing curve (resp. K-increasing curve) of class $C^{2}$ except for its end points. Moreover, there exists a function $X^{s}\left(\right.$ resp. $\left.X^{u}\right)$ in $C([-\pi / 2, \pi / 2]) \cap$ $C^{1}((-\pi / 2, \pi / 2))$ such that $\gamma^{s}(x)\left(\right.$ resp. $\left.\gamma^{u}(x)\right)$ is expressed by the differential equation

$$
\frac{d r}{d \varphi}(\varphi)=X^{s}(\varphi), \quad\left(\text { resp. } \frac{d r}{d \varphi}(\varphi)=X^{u}(\varphi)\right) \quad \text { for each } \varphi \in\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)
$$

with respect to the appropriately chosen $(r, \varphi)$-coordinates.
Proof. Set

$$
\left\{\begin{array}{l}
X_{1}(y, s)=\frac{\left(k t^{+}+c\right) s+t^{+}}{\left(k_{1} k t^{+}+k_{1} c+c_{1} k\right) s+k_{1} t^{+}+c_{1}} \quad \text { if } y \in \mathscr{D}_{1} \text { and } s \geq 0  \tag{3.1}\\
X_{-1}(y, s)=\frac{\left(-k t^{-}+c\right) s+t^{-}}{\left(k_{-1} k t^{-}-k_{-1} c-c_{-1} k\right) s-k_{-1} t^{-}+c_{-1}} \quad \text { if } y \in \mathscr{D}_{-1} \text { and } s \leq 0
\end{array}\right.
$$

Inductively we can define for $n \geq 1$

$$
\left\{\begin{array}{l}
X_{n+1}(y, s)=X_{1}\left(T^{n} y, X_{n}(y, s)\right) \quad \text { if } y \in \mathscr{D}_{n} \text { and } s \geq 0  \tag{3.2}\\
X_{-(n+1)}(y, s)=X_{-1}\left(T^{-n} y, X_{-n}(y, s)\right) \quad \text { if } y \in \mathscr{D}_{-n} \text { and } s \leq 0 .
\end{array}\right.
$$

We notice that if $\gamma^{u}(x)$ (resp. $\gamma^{s}(x)$ ) is expressed by the equation $r=r(\varphi), \varphi \in$ $[-\pi / 2, \pi / 2]$, we must have

$$
\frac{d r}{d \varphi}(\varphi)=X_{n}\left(T^{-n}(r, \varphi), \frac{d r_{-n}}{d \varphi_{-n}}\right) \quad\left(\operatorname{resp} . \frac{d r}{d \varphi}(\varphi)=X_{-n}\left(T^{n}(r, \varphi), \frac{d r_{n}}{d \varphi_{n}}\right)\right)
$$

in $(-\pi / 2, \pi / 2)$.

Here we consider the case of $\gamma^{u}(x) . \quad \gamma^{s}(x)$ is treated in the same way. By definition $\gamma^{u}(x)$ is a curve consisting of all points $y$ such that the Euclidean distance between $T^{-n} x$ and $T^{-n} y$ goes to 0 as $n \rightarrow \infty$. By Lemma 3.1 (2), we can verify that $\gamma^{u}(x)$ is a $K$-increasing curve and

$$
\gamma^{u}(x)=\bigcap_{n=1}^{\infty} \mathscr{D}_{-n}\left(\xi_{-n}(x) \cdots \xi_{0}(x)\right) .
$$

Let $\gamma^{u}(x)$ be expressed as $r=r(\varphi),-\pi / 2 \leq \varphi \leq \pi / 2$. In this stage, we do not know whether $r(\varphi)$ is of class $C^{2}$ in $-\pi / 2<\varphi<\pi / 2$ or not, but we know that it is absolutely continuous on $[-\pi / 2, \pi / 2]$. Thus using the approximation by $C^{1}$ function, we can show that $T^{-n} \gamma^{u}(x)$ is $K$-increasing for each $n \geq 1$ and

$$
\frac{d r}{d \varphi}(\varphi)=X_{n}\left(r_{-n}, \varphi_{-n}, \frac{d r_{-n}}{d \varphi_{-n}}\left(\varphi_{n}\right)\right)
$$

holds for alomost every $\varphi$, where we denote $T^{-n}(r, \varphi)$ by $\left(r_{-n}, \varphi_{-n}\right)$. Therefore if we can show that $X_{n}\left(r_{-n}, \varphi_{n}, a_{-n}\right)$ converges to some function uniformly on any compact set in $(-\pi / 2, \pi / 2)$, and the limit function $X(\varphi)$ is independent of the choice of the sequence $\left\{a_{-n}\right\}$ with $1 / K_{\max } \leq a_{-n} \leq 1 / k_{\min }$, then we can easily see that the function $r(\varphi)$ is of class $C^{1}$.

Differentiating $X_{1}$ by $s$, we hve

$$
\begin{aligned}
\frac{\partial X_{1}}{\partial s} & =\frac{c c_{1}}{\left(c_{1}+k_{1} t^{+}+\left(k k_{1} t^{+}+k_{1} c+c_{1} k\right) s\right)^{2}} \\
& =\frac{c}{c_{1}} \frac{1}{\left(1+\frac{k_{1} t^{+}}{c_{1}}+\frac{\left(k k_{1} t^{+}+k_{1} c+c_{1} k\right) s}{c_{1}}\right)^{2}}
\end{aligned}
$$

It follows that

$$
\begin{equation*}
0 \leq \frac{\partial X_{1}}{\partial s} \leq \frac{1}{\left(k_{1} t^{+}\right)^{2}} \quad \text { and } \quad 0 \leq \frac{\partial X_{1}}{\partial s} \leq \frac{c}{c_{1}} \theta^{2} \tag{3.3}
\end{equation*}
$$

Therefore, if $m>n$, we obtain

$$
\begin{aligned}
& \left|X_{m}\left(r, \varphi, a_{-m}\right)-X_{n}\left(r, \varphi, a_{-n}\right)\right| \\
& \quad=\left|X_{1}\left(r_{-1}, \varphi_{-1}, X_{m-1}\left(r_{-m}, \varphi_{-m}, a_{-m}\right)\right)-X_{1}\left(r_{-1}, \varphi_{-1}, X_{n-1}\left(r_{-n}, \varphi_{-n}, a_{-n}\right)\right)\right| \\
& \quad \leq \frac{c_{-1}}{c} \theta^{2}\left|X_{m-1}\left(r_{-m}, \varphi_{-m}, a_{-m}\right)-X_{n-1}\left(r_{-n}, \varphi_{-n}, a_{-n}\right)\right| \\
& \quad \leq \frac{c_{-(n-1)}}{c} \theta^{2 n}\left|X_{m-n}\left(r_{-m}, \varphi_{-m}, a_{-m}\right)-a_{-n}\right| \\
& \quad \leq \frac{c_{-n}}{c} \frac{2}{k_{\min }} \theta^{2 n}
\end{aligned}
$$

by using the Mean Value Theorem repeatedly. Hence we have seen that the sequence of continuous functions $X_{n}\left(r(\varphi), \varphi, a_{-n}\right)$ converges to a continuous function $X(\varphi)$ which
is independent of the choice of $\left\{a_{-n}\right\}$ uniformly on any compact set in ( $-\pi / 2, \pi / 2$ ). Now we have proved $\gamma^{u}(x)$ is a $K$-increasing curve of class $C^{1}$ except for its end points.

In order to show $\gamma^{u}(x)$ is of class $C^{2}$ except for its end points, we need to prove $X(\varphi)$ is class $C^{1}$ in $(-\pi / 2, \pi / 2)$. Recall that $X(\varphi)$ is the uniform limit of the sequence of functions $\left\{X_{n}\left(r_{-n}, \varphi_{-n}, a\right)\right\}$ on any compact set in $(-\pi / 2, \pi / 2)$, where $a$ is any number with $1 / K_{\max } \leq a \leq 1 / k_{\min }$. From the equations (3.1) and (3.2) combining with the formula (2.1), it is clear that $X_{n}\left(r_{-n}, \varphi_{-n}, a\right)$ is of class $C^{1}$ in the variable $\varphi$ if each scatterer has $C^{3}$ boundary. Thus for $n \geq 2$ we have

$$
\begin{aligned}
& \frac{d}{d \varphi}\left(X_{n}\left(r_{-n}, \varphi_{-n}, a\right)\right) \\
& =\sum_{k=1}^{n}\left(\prod_{i=2}^{k} \frac{\partial X_{1}}{\partial s}\left(T^{-(i-1)} y, X_{n-i+1}\left(T^{-n} y, a\right)\right)\right) \times \\
& \quad \times\left(\frac{\partial X_{1}}{\partial r_{-k}}\left(T^{-k} y, X_{n-k}\left(T^{-n} y, a\right)\right) \frac{d r_{-k}}{d \varphi_{-k}}+\frac{\partial X_{1}}{\partial \varphi_{-k}}\left(T^{-k} y, X_{n-k}\left(T^{-n} y, a\right)\right)\right),
\end{aligned}
$$

where we denote $\left(r_{-i}, \varphi_{-i}\right)$ by $T^{-i} y$ for $i=1,2, \ldots, n$ and we regard $\prod_{i=2}^{1} \cdot$ as 1 for convenience.

Let us assume that $\varphi \in[-\alpha, \alpha]$ for some $0<\alpha<\pi / 2$. The no eclipse condition (H.2) implies $\left|\varphi_{i}\right| \geq \varphi_{0}$ for some $\varphi_{0} \in(0, \pi / 2)$ depending only on $Q$ for any $i=-1$, $-2, \ldots$. Thus there is a positive number $C(\alpha)$ depending only on $Q$ and $\alpha$ such that

$$
\begin{align*}
& \left|\prod_{i=2}^{k} \frac{\partial X_{1}}{\partial s}\left(T^{-(i-1)} y, X_{n-i+1}\left(T^{-n} y, a\right)\right)\right| \leq \frac{1}{\cos \alpha} \theta^{2(k-1)}, \\
& \left|\frac{\partial X_{1}}{\partial r_{-k}}\left(T^{-k} y, X_{n-k}\left(T^{-n} y, a\right)\right) \frac{d r_{-k}}{d \varphi_{-k}}+\frac{\partial X_{1}}{\partial \varphi_{-k}}\left(T^{-k} y, X_{n-k}\left(T^{-n} y, a\right)\right)\right| \leq C(\alpha),  \tag{3.4}\\
& \left|\frac{d \varphi_{-k}}{d \varphi}\right| \leq \theta^{k}
\end{align*}
$$

for any $y=(r, \varphi) \in \gamma^{u}(x)$ with $\varphi \in[-\alpha, \alpha]$. Note that the first inequality follows from (3.3) and we have used the fact that $T^{-i}, i=1,2, \ldots$ are all $K$-increasing. Since $X_{n-i+1}\left(T^{-n} y, a\right)$ converges uniformly on $[-\alpha, \alpha]$ as $n \rightarrow \infty$, so does $\left(d X_{n} / d \varphi\right)\left(T^{-n} y, a\right)$ in virtue of (3.4) above. Hence we have seen that $r=r(\varphi)$ is of class $C^{2}$.

The facts in Remark 3.1 below will be used frequently in our argument.
Remark 3.1. If we just want to prove $\gamma^{s}(x)$ and $\gamma^{u}(x)$ are of class $C^{1}$ in Theorem 3.1 , it is enough to assume that the boundary of each scatterer is of class $C^{2}$. The following are consequences of $C^{3}$ assumption of the boundary.
(1) $T$ is a $C^{2}$ diffeomorphism from int $\mathscr{D}_{1}$ onto int $\mathscr{D}_{-1}$ in virtue of the expression (2.1) of the Jacobi matrix of $T$.
(2) In Lemma 2.1, if we assume that the curve $\gamma$ is of class $C^{2}$, then the image curves $T \gamma$ and $T^{-1} \gamma$ are of class $C^{2}$ from (1) above.
(3) In Theorem 3.2, the local stable curve and the local unstable curve of each point in $\Omega^{+}$are shown to be of class $C^{2}$ except for their end points. As we noticed, if $x$
is an element in $\mathscr{D}_{1} \cap \mathscr{D}_{-1}$, then we can find $\varphi_{0}$ with $0<\varphi_{0}<\pi / 2$ depending only on $Q$ such that $|\varphi(x)|<\varphi_{0}$ holds in virtue of the no eclipse condition (H.2). Thus

$$
\begin{equation*}
\inf _{x \in \mathscr{\mathscr { D }}_{1} \cap \mathscr{\mathscr { O }}_{-1}} \cos \varphi(x)>C_{4} \tag{3.5}
\end{equation*}
$$

holds for some $C_{4}>0$ depending only on $Q$. Thus if we look at the proof of Theorem 3.2 carefully, it is not hard to see that there exists a positive number $C_{5}$ depending only on $Q$ such that

$$
\begin{equation*}
\sup _{x \in \gamma^{u} \cap \mathscr{O}_{1}}\left|\frac{d^{2} r}{d \varphi^{2}}(\varphi(x))\right| \leq C_{5} \tag{3.6}
\end{equation*}
$$

holds for any local unstable curve $\gamma^{u}$ expressed as $r=r(\varphi),-\pi / 2<\varphi<\pi / 2$.
4. Construction of a $K$-stable foliation for $\left(\Omega^{+}, T\right)$.

The purpose of this section is to construct a $K$-stable foliation for the set $\Omega^{+}$. A $K$-stable foliation for $\Omega^{+}$in this paper is a foliation $\mathscr{F}$ supported on $\mathscr{D}_{1}$ satisfying the following conditions:
( $\mathscr{F} .1)$ Each leaf of $\mathscr{F}$ is a $K$-decreasing curve.
( $\mathscr{F}$.2) For any $x \in \Omega^{+}$, the leaf $\mathscr{F}(x)$ containing $x$ coincides with the local stable curve $\gamma^{s}(x)$.
( $\mathscr{F} .3)$ For any point $x \in \mathscr{D}_{2}, T \mathscr{F}(x) \subset \mathscr{F}(T x)$ holds.
( $\mathscr{F}$.4) $\mathscr{F}$ is a Lipschitz continuous foliation on $\mathscr{D}_{1}$ with respect to the Euclidean distance in the $(r, \varphi)$-coordinates.

The construction is divided into several steps. Except for the proof of Lipschitz continuity, we follow the argument in Palis and Takens [11, Chapter 2]. Now let us begin the first step (see Figure 4.1 throughout the construction).

Step 1. We start with giving an initial foliation $\mathscr{F}_{1}$ supported on $\mathscr{D}_{1}$. Recall that $\mathscr{D}_{1}$ is written as

$$
\mathscr{D}_{1}=\bigcup_{i j \in \mathscr{W}_{2}} \mathscr{D}_{1}(i j)
$$

For each $j$, we can choose the base point in $\partial Q_{j}$ so that with respect to the corresponding $(r, \varphi)$-coordinates $\mathscr{D}_{1}(j i)$ and $\mathscr{D}_{-1}(i j)$ can be identified with quadrilaterals in the $(r, \varphi)$-plane for all $i \neq j$. In the other words such a choice of the base points enable us to carry out our construction as if $\mathscr{D}_{1}(j i)$ and $\mathscr{D}_{-1}(i j)$ themselves are quadrilaterals in the $(r, \varphi)$-plane. In this sense, each $\mathscr{D}_{1}(i j)$ is a quadrilateral whose boundary $\partial \mathscr{D}_{1}(i j)$ consists of two curves parallel to the $r$-axis, say $\gamma_{t}(i j)$ and $\gamma_{b}(i j)$ and two $K$-decreasing curves, say $\gamma_{l}(i j)$ and $\gamma_{r}(i j)$. Similarly, each $\mathscr{D}_{-1}(i j)$ is a quadrilateral whose boundary $\partial \mathscr{D}_{-1}(i j)$ consists of two curves parallel to the $r$-axis, say $\delta_{t}(i j)$ and $\delta_{b}(i j)$ and two $K$ increasing curves, say $\delta_{l}(i j)$ and $\delta_{r}(i j)$.

Our initial foliation $\mathscr{F}_{1}$ is chosen to be a Lipschitz continuous foliation on $\mathscr{D}_{1}$ satisfying the following.
$\left(\mathscr{F}_{1} .1\right) \quad \mathscr{F}_{1}$ restricted to $\mathscr{D}_{1} \backslash\left(\partial \mathscr{D}_{1} \cup \partial \mathscr{D}_{2}\right)$ is a $C^{2}$ foliation.
$\left(\mathscr{F}_{1} .2\right) \quad$ All leaves of $\mathscr{F}_{1}$ are $K$-decreasing.
$\left(\mathscr{F}_{1} .3\right) \quad \gamma_{l}(i j), \gamma_{r}(i j), \gamma_{l}(i j p)$, and $\gamma_{r}(i j p)$ are leaves of $\mathscr{F}_{1}$ for any $i j \in \mathscr{W}_{2}$ and for any $i j p \in \mathscr{W}_{3}$.

We can choose such a foliation since $\gamma_{l}(i j), \gamma_{r}(i j), \gamma_{l}(i j p)$, and $\gamma_{r}(i j p)$ are $K$-decreasing curves of class $C^{1}$ and of class $C^{2}$ except for their end points (Recall the equation of the curves in $T S$ and Remark 3.1 (1) and (2)).
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Step 2. Inductively, we can construct a sequence of foliations $\mathscr{F}_{n}(n \geq 2)$ on $\mathscr{D}_{1}$ with the following properties:
$\left(\mathscr{F}_{n} .1\right) \quad \mathscr{F}_{n}$ restricted to the set $\mathscr{D}_{1} \backslash \bigcup_{k=1}^{n+1} \partial \mathscr{D}_{k}$ is a $C^{2}$ foliation.
( $\left.\mathscr{F}_{n} .2\right) \quad$ All leaves on $\mathscr{D}_{1}$ are $K$-decreasing.
$\left(\mathscr{F}_{n} .3\right)$ On the set $\mathscr{D}_{k} \backslash \mathscr{D}_{k+1}$, we have $\left.\mathscr{F}_{k}\right|_{\mathscr{V}_{k} \backslash \mathscr{\mathscr { P }}_{k+1}}=\left.\mathscr{F}_{n}\right|_{\mathscr{V}_{k} \backslash \mathscr{\mathscr { P }}_{k+1}}$ for each $1 \leq k \leq$ $n-1$.
$\left(\mathscr{F}_{n} .4\right)$ Leaves of $\mathscr{F}_{n}$ on the set $\mathscr{D}_{n}$ are $T^{-1}$-images of leaves of $\mathscr{F}_{n-1}$ on the set $\mathscr{D}_{-1} \cap \mathscr{D}_{n-1}$.

If we are given a sequence of foliations $\mathscr{F}_{1}, \ldots, \mathscr{F}_{n}$ with initial foliation $\mathscr{F}_{1}$ for some $n \geq 1$, then we have to define $\mathscr{F}_{n+1}$ as follows because of the desired properties ( $\mathscr{F}_{n+1} .3$ ) and ( $\left.\mathscr{F}_{n+1} .4\right)$. First, we employ the leaves of $\mathscr{F}_{n}$ on $\mathscr{D}_{1} \backslash \mathscr{D}_{n+1}$ as those of $\mathscr{F}_{n+1}$. Next, on the set $\mathscr{D}_{n+1}$, we employ the $T^{-1}$-images of leaves of $\mathscr{F}_{n}$ restricted to $\mathscr{D}_{-1} \cap \mathscr{D}_{n}$. Then it is not hard to see that the foliation $\mathscr{F}_{n+1}$ obtained above satisfies $\left(\mathscr{F}_{n+1} .1\right)$ and $\left(\mathscr{F}_{n+1} .2\right)$ in virtue of the following facts.
$\bigcup_{k=1}^{n} \partial \mathscr{D}_{k}$ consists of leaves $\gamma_{l}(w)$ and $\gamma_{r}(w)$ with $w \in \mathscr{W}_{k+1}, 1 \leq k \leq n$ and the curves $\gamma_{t}(i j)$ and $\gamma_{b}(i j)$ with $i j \in \mathscr{W}_{2}$, where $\gamma_{l}(w)$ and (resp. $\left.\gamma_{r}(w)\right)$ denotes the $K$-decreasing curve appearing as the left (resp. right) side of the quadrilateral $\mathscr{D}_{k}(w)$ in terms of the
$(r, \varphi)$-coordinates for each $w \in \mathscr{W}_{k+1}$. The $(r, \varphi)$-coordinates being used in the above are the same as we choose in Step 1. Let $j_{0} j_{1} \cdots j_{n+1}$ be any element in $\mathscr{W}_{n+2}$. Then we have

$$
\begin{aligned}
T^{-1}\left(\gamma_{l}\left(j_{1} \cdots j_{n+1}\right) \cap \mathscr{D}_{-1}\left(j_{0} j_{1}\right)\right) & =\gamma_{r}\left(j_{0} \cdots j_{n+1}\right) \\
T^{-1}\left(\gamma_{r}\left(j_{1} \cdots j_{n+1}\right) \cap \mathscr{D}_{-1}\left(j_{0} j_{1}\right)\right) & =\gamma_{l}\left(j_{0} \cdots j_{n+1}\right) \\
T^{-1}\left(\delta_{l}\left(j_{0} j_{1}\right) \cap \mathscr{D}_{n}\left(j_{1} \cdots j_{n+1}\right)\right) & =\gamma_{b}\left(j_{0} \cdots j_{n+1}\right) \\
T^{-1}\left(\delta_{r}\left(j_{0} j_{1}\right) \cap \mathscr{D}_{n}\left(j_{1} \cdots j_{n+1}\right)\right) & =\gamma_{t}\left(j_{0} \cdots j_{n+1}\right) .
\end{aligned}
$$

In addition, $T^{-1}$ is a $C^{2}$ diffeomorphism from $\operatorname{int}\left(\mathscr{D}_{n}\left(j_{1} \cdots j_{n+1}\right) \cap \mathscr{D}_{-1}\left(j_{0} j_{1}\right)\right)$ onto int $\mathscr{D}_{n+1}\left(j_{0} \cdots j_{n+1}\right)$ as well as a homeomorphism from $\mathscr{D}_{n}\left(j_{1} \cdots j_{n+1}\right) \cap \mathscr{D}_{-1}\left(j_{0} j_{1}\right)$ onto $\mathscr{D}_{n+1}\left(j_{0} \cdots j_{n+1}\right)$.

Step 3. We define $\mathscr{F}$ on $\mathscr{D}_{1}$ as follows.
For each positive integer $n, \mathscr{F}$ restricted to $\mathscr{D}_{n} \backslash \mathscr{D}_{n+1}$ is defined so that $\mathscr{F}_{\mathscr{O}_{n} \backslash \mathscr{D}_{n+1}}=$ $\left.\mathscr{F}_{n}\right|_{\mathscr{R}_{n} \backslash \mathscr{P}_{n+1}}$ holds. Then it remains to define $\mathscr{F}$ on the set

$$
\mathscr{D}_{1} \backslash\left(\bigcup_{n=1}^{\infty}\left(\mathscr{D}_{n} \backslash \mathscr{D}_{n+1}\right)\right)=\bigcap_{n=1}^{\infty} \mathscr{D}_{n}=\bigcup_{x \in \Omega^{+}} \gamma^{u}(x) .
$$

Therefore the leaf $\mathscr{F}(x)$ passing through $x \in \Omega^{+}$must be defined so that $\mathscr{F}(x)=\gamma^{s}(x)$. Then it is obvious by definition that $\mathscr{F}$ satisfies ( $\mathscr{F} .1),(\mathscr{F} .2)$, and ( $\mathscr{F} .3)$. We note that for positive integers $n$ and $k$ with $k \leq n$, we see that leaves of $\mathscr{F}$ restricted to $\mathscr{D}_{n} \backslash \mathscr{D}_{n+1}$ are $T^{-k}$-image of leaves of the foliation $\mathscr{F}$ restricted to $\left(\mathscr{D}_{n-k} \backslash \mathscr{D}_{n+1-k}\right) \cap \mathscr{D}_{-k}$.

We prove that $\mathscr{F}$ restricted to the set $\mathscr{D}_{1}$ satisfies the Lipschitz continuity ( $\left.\mathscr{F} .4\right)$ in the next section.

## 5. Proof of Lipschitz continuity.

In what follows, $\mathscr{F}$ restricted to the set $\mathscr{D}_{1}$ will be denoted by the same notation $\mathscr{F}$. We fix the base points which are chosen in Step 1 of the construction of $\mathscr{F}$. Namely, to each $j$, we assign the $(r, \varphi)$-plane $P_{j}$ and we treat $\mathscr{D}_{1}(j i)$ and $\mathscr{D}_{-1}(i j)$ as if they are quadrilaterals in $P_{j}$ by means of the fixed $(r, \varphi)$-coordinates.

Let $\gamma$ be a decreasing curve of class $C^{1}$ expressed as $r=r(\varphi), \alpha \leq \varphi \leq \beta$ with $-\pi / 2<\alpha<\beta<\pi / 2$. We consider a nonnegative valued function $u=u_{0}$ in $\varphi$ which is continuous on $[\alpha, \beta]$ and $C^{1}$ in $(\alpha, \beta)$. Assume that $T^{n}$ can be defined on $\gamma$ for a positive integer $n$. Define $u_{i}, i=0,1, \ldots, n$ inductively by

$$
u_{i+1}=k_{i+1}+\frac{c_{i+1}}{t_{i}^{+}+\frac{c_{i}}{u_{i}+k_{i}}},
$$

where the abbreviation $k_{i}=k\left(T^{i}(r(\varphi), \varphi)\right), t_{i}^{+}=t_{i}^{+}\left(\left(T^{i}(r(\varphi), \varphi)\right)\right.$ etc. are the same as before.

First of all we evaluate $(d / d \varphi) \log \left(u_{n}+k_{n}\right)$.

Lemma 5.1. Let $\gamma$ be a $C^{1}$ curve on which $T^{n+1}$ is defined and $T^{n} \gamma$ is $K$ decreasing. Let $u=u_{0}$ be a nonnegative valued function which is of class $C^{1}$ along the curve $\gamma$. Let $u_{i}, i=0,1, \ldots, n$ be defined as above. Then there are constant $C_{6}$ and $C_{7}$ depending only on the domain $Q$ such that

$$
\left|\frac{d}{d \varphi} \log \left(u_{n}+k_{n}\right)\right| \leq C_{6} \theta^{n}+C_{7} \theta^{2 n}\left|\frac{d}{d \varphi} \log \left(u_{0}+k_{0}\right)\right|
$$

holds. In particular, if $T^{-1}$ is also defined on $\gamma$, then we can put $C_{7}=1$.
Proof. Put

$$
b_{i+1}=\frac{2 k_{i+1}}{c_{i+1}}\left(t_{i}^{+}+\frac{c_{i}}{a_{i}+k_{i}}\right)
$$

for $i=0,1, \ldots, n-1$. Since

$$
u_{i+1}+k_{i+1}=2 k_{i+1}+\frac{c_{i+1}}{t_{i}^{+}+\frac{c_{i}}{u_{i}+k_{i}}}
$$

holds, we can obtain

$$
\begin{align*}
\frac{\left(u_{i+1}+k_{i+1}\right)\left(t_{i}^{+}+\frac{c_{i}}{u_{i}+k_{i}}\right)}{c_{i+1}} & =\frac{2 k_{i+1}}{c_{i+1}}\left(t_{i}^{+}+\frac{c_{i}}{u_{i}+k_{i}}\right)+1 \\
& =b_{i+1}+1 \geq 1+2 k_{\min } t_{\min } . \tag{5.1}
\end{align*}
$$

For each integer $i=0,1, \ldots, n-1$, we have

$$
\begin{align*}
\frac{d}{d \varphi_{i+1}} & \log \left(u_{i+1}+k_{i+1}\right) \\
= & \frac{1}{u_{i+1}+k_{i+1}} \frac{d}{d \varphi_{i+1}}\left(2 k_{i+1}+\frac{c_{i+1}}{t_{i}^{+}+\frac{c_{i}}{u_{i}+k_{i}}}\right) \\
= & \frac{2}{u_{i+1}+k_{i+1}} \frac{d k_{i+1}}{d r_{i+1}} \frac{d r_{i+1}}{d \varphi_{i+1}}-\frac{s_{i+1}}{u_{i+1}+k_{i+1}} \frac{1}{t_{i}^{+}+\frac{c_{i}}{u_{i}+k_{i}}} \\
& -\frac{1}{u_{i+1}+k_{i+1}} \frac{c_{i+1}}{\left(t_{i}^{+}+\frac{c_{i}}{u_{i}+k_{i}}\right)^{2}}\left(\frac{d t_{i}^{+}}{d r_{i}} \frac{d r_{i}}{d \varphi_{i}}-\frac{s_{i}}{u_{i}+k_{i}}\right) \frac{d \varphi_{i}}{d \varphi_{i+1}} \\
& +\frac{c_{i+1}}{\left(u_{i+1}+k_{i+1}\right)\left(t_{i}^{+}+\frac{c_{i}}{u_{i}+k_{i}}\right)^{2}} \frac{c_{i}}{u_{i}+k_{i}} \frac{d \varphi_{i}}{d \varphi_{i+1}} \frac{d}{d \varphi_{i}} \log \left(u_{i}+k_{i}\right) \\
= & A_{i+1}\left(\varphi_{i+1}\right)+\frac{1}{\left(1+b_{i+1}\right)\left(1+\frac{t_{i}^{+}\left(a_{i}+k_{i}\right)}{c_{i}}\right)} \frac{d \varphi_{i}}{d \varphi_{i+1}} \frac{d}{d \varphi_{i}} \log \left(u_{i}+k_{i}\right), \tag{5.2}
\end{align*}
$$

where $s_{i}$ denotes $\sin \varphi_{i}$ as $c_{i}$ does $\cos \varphi_{i}$ and $A_{i+1}\left(\varphi_{i+1}\right)$ denotes the sum of the three terms after the second " $=$ ". Therefore we have

$$
\begin{align*}
& \frac{d}{d \varphi} \log \left(u_{n}+k_{n}\right) \\
& \quad=A_{n}\left(\varphi_{n}\right) \frac{d \varphi_{n}}{d \varphi}+\frac{1}{\left(1+b_{n}\right)\left(1+\frac{t_{n-1}^{+}\left(u_{n-1}+k_{n-1}\right)}{c_{n-1}}\right)} \frac{d}{d \varphi} \log \left(u_{n-1}+k_{n-1}\right) \tag{5.3}
\end{align*}
$$

Since $\gamma$ is contained in the set $\mathscr{D}_{n+1}$, we see that $c_{i} \geq C_{4}, i=1,2, \ldots, n$ holds in virtue of the inequality (3.5) which is a consequence of no eclipse condition (H.2). But in the case when $i=0$, we can not use the condition (H.2). We have to proceed with the proof being careful about this difference. Recall the following equalities in Lemma 2.1.

$$
\begin{equation*}
\frac{d \varphi_{i}}{d \varphi_{i+1}}=k_{i} \frac{c_{i+1}}{c_{i}} \frac{d r_{i+1}}{d \varphi_{i+1}}-\left(1-\frac{t_{i+1}^{-} k_{i+1}}{c_{i}}\right)\left(1-k_{i+1} \frac{d r_{i+1}}{d \varphi_{i+1}}\right) . \tag{5.4}
\end{equation*}
$$

Since $T^{i} \gamma$ is a $K$-decreasing curve for $i=0, \ldots, n$ and $c_{i} \geq C_{4}$ holds for $i=1,2, \ldots, n$, we can see that for each $i=1,2, \ldots, n-1$

$$
\begin{equation*}
-\theta^{-1} \geq \frac{d \varphi_{i}}{d \varphi_{i+1}} \geq-C_{8} \tag{5.5}
\end{equation*}
$$

for some $C_{8} \geq 1$ depending only on $Q$. In fact, the second inequality in (5.5) follows from the equality in (5.4) if we set

$$
C_{8}=\frac{K_{\max }}{C_{4} k_{\min }}+\left(1+\frac{\operatorname{diam}(\partial Q) K_{\max }}{C_{4} k_{\min }}\right)\left(1+\frac{K_{\max }}{C_{4} k_{\min }}\right)
$$

and the first inequality in (5.5) follows from Lemma 2.2. Hence we can find a positive number $C_{9}$ depending only on $Q$ such that

$$
\left|A_{i+1}\right| \leq C_{9}
$$

holds for each $i=1,2, \ldots, n-1$.
On the other hand, by the inequality (5.1), it is obvious that

$$
\left(1+b_{i+1}\right)\left(1+\frac{t_{i}^{+}\left(u_{i}+k_{i}\right)}{c_{i}}\right) \geq\left(1+k_{\min } t_{\min }\right)^{2}=\theta^{-2}
$$

holds for $i=0,1,2, \ldots, n$. In addition, since $T^{i} \gamma$ is decreasing, we have

$$
0>\frac{d \varphi_{i}}{d \varphi}>-\theta^{i}
$$

holds for $i=1,2, \ldots, n$ by Lemma 2.2. Thus if we use the equation (5.3) repeatedly, we can reach the inequality

$$
\begin{equation*}
\left|\frac{d}{d \varphi} \log \left(u_{n}+k_{n}\right)\right| \leq C_{10} \theta^{n}+\theta^{2(n-1)}\left|\frac{d}{d \varphi} \log \left(u_{1}+k_{1}\right)\right| \tag{5.6}
\end{equation*}
$$

with $C_{10}=C_{9} /(1-\theta)$.

Now we consider the case when $i=0$ in the formula (5.3). Since we do not have a lower bound for $\cos \varphi$ independent of $\varphi$, we can not have the estimate (5.5) for $\left|d \varphi / d \varphi_{1}\right|$ if $T^{-1}$ is not defined on $\gamma$. Consequently, it seems hard to obtain an upper bound for $\left|A_{1}\left(\varphi_{1}\right)\right|$ depending only on $Q$. But it is easy to see from the explicit form (5.2) that there is a poitive number $C_{11}$ depending only on $Q$ such that

$$
\left|A_{1}\left(\varphi_{1}\right) \frac{d \varphi_{1}}{d \varphi}\right| \leq C_{11} .
$$

Therefore we have

$$
\begin{equation*}
\left|\frac{d}{d \varphi} \log \left(u_{1}+k_{1}\right)\right| \leq C_{11}+\theta^{2}\left|\frac{d}{d \varphi} \log \left(u_{0}+k_{0}\right)\right| \tag{5.7}
\end{equation*}
$$

Combining (5.6) with (5.7), we arrive at the desired result.
Finally, if $T^{-1}$ is defined on $\gamma$, we see that $c_{0}=\cos \varphi>C_{4}$ follows from the condition (H.2). Thus (5.5) is true for $i=0$. This implies that we can proceed to one step further in (5.6). Now the proof of Lemma 5.1 is complete.

Next we consider the following situation: Let $\gamma$ and $\gamma^{\prime}$ be $K$-decreasing curves of class $C^{1}$ contained in the same connected component of $\mathscr{D}_{1}$, say $\mathscr{D}_{1}(i j)$ for some $i j \in \mathscr{W}_{2}$. Note that we are working on the direct sum of the $(r, \varphi)$-planes $P_{1}, \ldots, P_{J}$ as mentioned in the beginning of the present section. Therefore we regard $\mathscr{D}_{1}(i j)$ as a quadrilateral in $P_{i}$. Assume that $\gamma$ and $\gamma^{\prime}$ do not intersect each other. Let $\bar{x}$ and $\hat{x}$ be points on $\gamma$ and $\bar{y}$ and $\hat{y}$ be points on $\gamma^{\prime}$. We assume that the line segment $\bar{\gamma}$ joining $\bar{x}$ and $\bar{y}$ is parallel to the $r$-axis. We also assume that the line segment $\hat{\gamma}$ joining $\hat{x}$ and $\hat{y}$ is parallel to the $r$-axis. Let $\mathscr{E}$ be the quadrilateral enclosed by $\gamma, \gamma^{\prime}, \bar{\gamma}$, and $\hat{\gamma}$ whose vertices are labelled as $\bar{x}, \hat{x}, \hat{y}$, and $\bar{y}$ in counterclockwise order (see Figure 5.1). Then we can show:

Lemma 5.2. Let $\mathscr{E}$ be the quadrilateral as above. Further we assume that $T^{n+1}$ is defined on $\mathscr{E}$ for some $n \geq 1$. Then there exists a constant $C_{12} \geq 1$ depending only on the domain $Q$ such that

$$
\begin{equation*}
\frac{|r(\hat{x})-r(\hat{y})|}{|r(\bar{x})-r(\bar{y})|} \in\left[C_{12}^{-1}, C_{12}\right] \frac{\Theta\left(T^{n} \hat{\gamma}\right)}{\Theta\left(T^{n} \bar{\gamma}\right)}, \tag{5.8}
\end{equation*}
$$

where $a \in[b, c] d$ means $b d \leq a \leq c d$.
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Proof. In order to avoid trifling confusions, we put ${ }^{-}$and ${ }^{\wedge}$ on variables corresponding to $\bar{\gamma}$ and $\hat{\gamma}$, respectively. For example, if $x \in \bar{\gamma}, \bar{c}_{i}=\cos \varphi\left(T^{i} x\right), \bar{k}_{i}=k\left(T^{i} x\right)$ and so on.

First of all we note that $T \bar{\gamma}$ and $T \hat{\gamma}$ are in $\mathscr{D}_{-1} \cap \mathscr{D}_{n}$. Therefore $T^{i \bar{\gamma}}$ and $T^{i} \hat{\gamma}$ are all $K$-increasing and

$$
\begin{equation*}
\bar{c}_{i} \geq C_{4}, \quad \text { and } \quad \hat{c}_{i} \geq C_{4} \tag{5.9}
\end{equation*}
$$

for $i=1,2, \ldots, n$ by Lemma 2.2 and the inequality (3.5). In addition, these curves are of class $C^{2}$ except for their end points at worst since $T^{i}$ is a $C^{2}$ diffeomorphism from $\operatorname{int}\left(\mathscr{D}_{i}\right)$ onto $\operatorname{int}\left(\mathscr{D}_{-i}\right)$.

Next we show that there is a number $C_{13} \geq 1$ depending only on $Q$ such that

$$
\begin{equation*}
|r(\bar{x})-r(\bar{y})| \in\left[C_{13}^{-1}, C_{13}\right] \Theta(T \bar{\gamma}) \quad \text { and } \quad|r(\hat{x})-r(\hat{y})| \in\left[C_{13}^{-1}, C_{13}\right] \Theta(T \hat{\gamma}) . \tag{5.10}
\end{equation*}
$$

Indeed, we have

$$
\frac{d \bar{\varphi}_{1}}{d \bar{r}}=-\bar{k}-\frac{1}{\bar{c}_{1}}\left(\bar{c}+\bar{t}^{+} \bar{k}\right) \bar{k}_{1}
$$

from Lemma 2.1. Thus we can easily see that (5.10) holds for $\bar{\gamma}$ by the inequality (5.9). By exactly the same reason we obtain (5.10) for $\hat{\gamma}$.

Now we show that there exists a constant $C_{14} \geq 1$ depending only on $Q$ such that

$$
\begin{align*}
& \Theta(T \bar{\gamma}) \in\left[C_{14}^{-1}, C_{14}\right] \frac{d \bar{\varphi}_{1}}{d \bar{\varphi}_{n}}\left(\varphi\left(T^{n} \bar{x}\right)\right) \Theta\left(T^{n} \bar{\gamma}\right) \\
& \Theta(T \hat{\gamma}) \in\left[C_{14}^{-1}, C_{14}\right] \frac{d \hat{\varphi}_{1}}{d \hat{\varphi}_{n}}\left(\varphi\left(T^{n} \hat{x}\right)\right) \Theta\left(T^{n} \hat{\gamma}\right) . \tag{5.11}
\end{align*}
$$

Take any $\bar{x}(i) \in T^{i} \bar{\gamma}$ for $i=1, \ldots, n$. Applying the formula in Lemma 2.1 to $\bar{\varphi}_{i} / \bar{\varphi}_{i+1}$ with $i=1,2, \ldots, n-1$, we have

$$
\frac{d \varphi_{i}}{d \varphi_{i+1}}=k_{i} \frac{c_{i+1}}{c_{i}} \frac{d r_{i+1}}{d \varphi_{i+1}}-\left(1-\frac{t_{i+1}^{-} k_{i+1}}{c_{i}}\right)\left(1-k_{i+1} \frac{d r_{i+1}}{d \varphi_{i+1}}\right) .
$$

Then it is not hard to see that

$$
\left|\frac{d \bar{\varphi}_{i}}{d \bar{\varphi}_{i+1}}\left(\varphi\left(T^{i+1} \bar{x}\right)\right)-\frac{d \bar{\varphi}_{i}}{d \bar{\varphi}_{i+1}}(\varphi(\bar{x}(i+1)))\right| \leq C_{15} \Theta\left(T^{i+1} \bar{\gamma}\right) \leq C_{16} \theta^{n-i}
$$

holds for $i=1, \ldots, n-1$ in virtue of the Mean Value Theorem and the estimate (3.6), where $C_{15}$ and $C_{16}$ are positive numbers depending only on $Q$. Since $T^{i} \bar{\gamma}$ is $K$ increasing for each $i=1, \ldots, n-1$, we have

$$
-C_{8} \leq \frac{d \bar{\varphi}_{i+1}}{d \bar{\varphi}_{i}} \leq-\theta^{-1}
$$

by the same reason as (5.4) from the equation

$$
\frac{d \varphi_{i+1}}{d \varphi_{i}}=-k_{i+1} \frac{c_{i}}{c_{i+1}} \frac{d r_{i}}{d \varphi_{i}}-\left(1+\frac{t_{i}^{+} k_{i}}{c_{i+1}}\right)\left(1+k_{i} \frac{d r_{i}}{d \varphi_{i}}\right)
$$

in Lemma 2.1. Hence we obtain for $i=1, \ldots, n-1$

$$
\left|\frac{\frac{d \bar{\varphi}_{i}}{d \bar{\varphi}_{i+1}}\left(T^{i+1} \bar{x}\right)}{\frac{d \bar{\varphi}_{i}}{d \bar{\varphi}_{i+1}}(\bar{x}(i+1))}-1\right| \leq C_{17} \theta^{n-i}
$$

for any $\bar{x}(i+1) \in T^{i+1} \bar{\gamma}$. Consequently, we arrive at the inequality

$$
\begin{equation*}
\left|\frac{d \bar{\varphi}_{1}}{d \bar{\varphi}_{n}}(\varphi(\bar{x}(n)))\right| \in\left[C_{18}^{-1}, C_{18}\right]\left|\frac{d \bar{\varphi}_{1}}{d \bar{\varphi}_{n}}\left(\varphi\left(T^{n} \bar{x}\right)\right)\right|, \tag{5.12}
\end{equation*}
$$

where $C_{17}$ and $C_{18}$ are positive constants depending only on $Q$.
Denote by $I(T \bar{\gamma})$ the interval in the $\varphi$-axis corresponding to the curve $T \bar{\gamma}$. Similarly, $I\left(T^{n} \bar{\gamma}\right)$ denotes the interval corresponding to $T^{n} \bar{\gamma}$. Combining the formula

$$
\Theta(T \bar{\gamma})=\int_{I(T \bar{\gamma})}\left|d \bar{\varphi}_{1}\right|=\int_{I\left(T^{n} \bar{\gamma}\right)}\left|\frac{d \bar{\varphi}_{1}}{d \bar{\varphi}_{n}}\right|\left|d \varphi_{n}\right|
$$

with the inequality (5.12), we have the desired inequality (5.11) for $\bar{\gamma}$. (5.11) for $\hat{\gamma}$ is obtained in exactly the same way.

Finally we prove that

$$
\begin{equation*}
\left|\frac{d \hat{\varphi}_{1}}{d \hat{\varphi}_{n}}\left(T^{n} \hat{x}\right)\right| \in\left[C_{19}^{-1}, C_{19}\right]\left|\frac{d \bar{\varphi}_{1}}{d \bar{\varphi}_{n}}\left(T^{n} \bar{x}\right)\right| \tag{5.13}
\end{equation*}
$$

holds for some $C_{19}$ depending only on $Q$. Combining (5.10), (5.11), and (5.13), we can easily obtain the desired estimate (5.8).

Since (5.13) is trivial in the case when $n=1$, we assume $n \geq 2$ in the sequel. Let $\gamma$ be expressed as $r=r(\varphi), \alpha \leq \varphi \leq \beta$. Without loss of generality, we may assume that $\hat{x}=(r(\alpha), \alpha)$ and $\bar{x}=(r(\beta), \beta)$. Consider a function $u=u_{0}$ identically 0 on $\gamma$. Note that the function $u_{i}$ is defined so that

$$
\begin{equation*}
u_{i}\left(\varphi\left(T^{i} \bar{x}\right)\right)=\frac{d \bar{\varphi}_{i}}{d \bar{r}_{i}}\left(r\left(T^{i} \bar{x}\right)\right) \quad \text { and } \quad u_{i}\left(\varphi\left(T^{i} \hat{x}\right)\right)=\frac{d \hat{\varphi}_{i}}{d \hat{r}_{i}}\left(r\left(T^{i} \hat{x}\right)\right) \tag{5.14}
\end{equation*}
$$

can hold for $i=0,1 \ldots, n$. It is clear that $\gamma$ is a $K$-decreasing curve lying in $\mathscr{D}_{n}$ and the function $u$ satisfy the assumptions in Lemma 5.1. Therefore we have

$$
\begin{equation*}
\left|\frac{d}{d \varphi} \log \left(u_{i}+k_{i}\right)\right| \leq C_{6} \theta^{i}+C_{7} \theta^{2 i}\left|\frac{d}{d \varphi} \log k_{0}\right|=C_{6} \theta^{i}+C_{7} \theta^{2 i}\left|\frac{1}{k_{0}} \frac{d k}{d r} \frac{d r}{d \varphi}\right| \tag{5.15}
\end{equation*}
$$

for each $i=0,1, \ldots, n$. Thus from (5.14) and (5.15), it is not hard to show that there exists a positive number $C_{20}$ depending only on $Q$ such that

$$
\begin{equation*}
-C_{20} \theta^{i}-\left|\hat{k}_{i}-\bar{k}_{i}\right| \leq\left|\frac{d \bar{\varphi}_{i}}{d \bar{r}_{i}}\left(r\left(T^{i} \bar{x}\right)\right)-\frac{d \hat{\varphi}_{i}}{d \hat{r}_{i}}\left(r\left(T^{i} \hat{x}\right)\right)\right| \leq C_{20} \theta^{i}+\left|\hat{k}_{i}-\bar{k}_{i}\right| \tag{5.16}
\end{equation*}
$$

holds for each $i=0,1,2, \ldots, n$, where $k_{0}=k(x), \bar{k}_{i}=k\left(T^{i} \bar{x}\right)$, and $\hat{k}_{i}=k\left(T^{i} \hat{x}\right)$ with $x=(r(\varphi), \varphi)$. Since the curvature of $\partial Q$ is of class $C^{1}$, we have

$$
k\left(T^{i} \bar{x}\right)-k\left(T^{i} \hat{x}\right)=k\left(r_{i}\left(\varphi_{i}(\bar{x})\right)\right)-k\left(r_{i}\left(\varphi_{i}(\hat{x})\right)\right)=\frac{d k}{d r}\left(r_{i}\left(\varphi_{i, 0}\right)\right) \frac{d r_{i}}{d \varphi_{i}}\left(\varphi_{i, 0}\right)\left(\varphi_{i}(\bar{x})-\varphi_{i}(\hat{x})\right)
$$

for some $\varphi_{i, 0}$ by the Mean Value Theorem. Thus using the fact that $T^{i} \gamma$ is $K$ decreasing for each $i=0,1, \ldots n$, we arrive at the inequality

$$
\left|k\left(T^{i} \bar{x}\right)-k\left(T^{i} \hat{x}\right)\right| \leq \max _{r \in \partial Q}\left|\frac{d k}{d r}(r)\right| \frac{\theta^{i} \pi}{k_{\min }} .
$$

This and the inequality (5.16) yield

$$
\begin{equation*}
\left|\frac{d \hat{\varphi}_{i}}{d \hat{r}_{i}}\left(r\left(T^{i} \hat{x}\right)\right)-\frac{d \bar{\varphi}_{i}}{d \bar{r}_{i}}\left(r\left(T^{i} \bar{x}\right)\right)\right| \leq C_{21} \theta^{i} \tag{5.17}
\end{equation*}
$$

for each $i=0,1, \ldots n$ for some $C_{21}$ depending only on $Q$.
We have to estimate the difference

$$
\frac{d \bar{\varphi}_{i}}{d \bar{\varphi}_{i+1}}=\bar{k}_{i} \frac{\bar{c}_{i+1}}{\bar{c}_{i}} \frac{d \bar{r}_{i+1}}{d \bar{\varphi}_{i+1}}-\left(1-\frac{\bar{t}_{i+1}^{-} \bar{k}_{i+1}}{\bar{c}_{i}}\right)\left(1-\bar{k}_{i+1} \frac{d \bar{r}_{i+1}}{d \bar{\varphi}_{i+1}}\right)
$$

from

$$
\frac{d \hat{\varphi}_{i}}{d \hat{\varphi}_{i+1}}=\hat{k}_{i} \frac{\hat{c}_{i+1}}{\hat{c}_{i}} \frac{d \hat{r}_{i+1}}{d \hat{\varphi}_{i+1}}-\left(1-\frac{\hat{t}_{i+1}^{-} \hat{k}_{i+1}}{\hat{c}_{i}}\right)\left(1-\hat{k}_{i+1} \frac{d \hat{r}_{i+1}}{d \hat{\varphi}_{i+1}}\right)
$$

for $i=1,2, \ldots, n-1$. The functions $\bar{c}_{i}=\cos \bar{\varphi}_{i}, \bar{k}_{i}=k\left(\bar{r}_{i}\right)$, and $\bar{t}^{-}=t^{-}\left(\bar{r}_{i}, \bar{\varphi}_{i}\right)$ are obtained by substituting $\left(\bar{r}_{i}, \bar{\varphi}_{i}\right)$ for $(r, \varphi)$ in the $C^{1}$ functions $\cos \varphi, k(r)$, and $t^{-}$. Similarly, $\hat{c}_{i}=\cos \hat{\varphi}_{i}, \hat{k}_{i}=k\left(\hat{r}_{i}\right)$, and $\hat{t}^{-}=t^{-}\left(\hat{r}_{i}, \hat{\varphi}_{i}\right)$ are obtained by substituting $\left(\hat{r}_{i}, \hat{\varphi}_{i}\right)$ for $(r, \varphi)$ in the $C^{1}$ functions $\cos \varphi, k(r)$, and $t^{-}$. Therefore, we can easily estimate the differences $\bar{c}_{i}$ from $\hat{c}_{i}, \bar{k}_{i}$ from $\hat{k}_{i}$, and $\bar{t}^{-}$from $\hat{t}^{-}$directly. On the other hand, $\left(d \bar{r}_{i+1} / d \bar{\varphi}_{i+1}\right)$ and ( $d \hat{r}_{i+1} / d \hat{\varphi}_{i+1}$ ) are defined on $T^{i+1} \bar{\gamma}$ and $T^{i+1} \hat{\gamma}$. So at first sight, it seems hard to estimate their difference. But we have already established the estimate (5.17) of the difference $\left(d \bar{r}_{i+1} / d \bar{\varphi}_{i+1}\right)$ from $\left(d \hat{r}_{i+1} / d \hat{\varphi}_{i+1}\right)$ for $i=1,2, \ldots, n-1$. It is easy to see that all the functions in the right hand sides of the equations expressing $d \bar{\varphi}_{i} / d \bar{\varphi}_{i+1}$ and $d \hat{\varphi}_{i} / d \hat{\varphi}_{i+1}$ are bounded from above by positive constants depending only on $Q$. In particular, $\bar{c}_{i}$ and $\hat{c}_{i}$ are also bounded from below by $C_{4}$ for $i=1,2, \ldots, n-1$ in virtue of (3.5). Thus if we make use of the elementary inequality of type $|a b-c d| \leq|a-c||b|+|c|$ $|b-d|$ repeatedly, we can arrive at the inequality

$$
\left|\frac{d \hat{\varphi}_{i}}{d \hat{\varphi}_{i+1}}-\frac{d \bar{\varphi}_{i}}{d \bar{\varphi}_{i+1}}\right| \leq C_{22} \theta^{i}
$$

for each $i=1,2, \ldots, n-1$ for some constant $C_{22}$ depending only on $Q$. Since we can show that $\left|d \bar{\varphi}_{i} / d \bar{\varphi}_{i+1}\right| \geq C_{8}^{-1}$ for $i=1,2, \ldots, n-1$ by the same way as (5.5), we reach

$$
\left|\frac{\frac{d \hat{\varphi}_{i}}{d \hat{\varphi}_{i+1}}\left(T^{i+1} \hat{x}\right)}{\frac{d \bar{\varphi}_{i}}{d \bar{\varphi}_{i+1}}\left(T^{i+1} \bar{x}\right)}-1\right| \leq C_{23} \theta^{i}
$$

for each $i=1,2, \ldots, n-1$. Consequently, we conclude that (5.13) is valid.
Now we are in a position to prove the main result in this section. The Lipschitz continuity ( $\mathscr{F} .4$ ) turns out to be its easy consequence.

Theorem 5.1. Let $\bar{x}$ and $\bar{y}$ be distinct points contained in the same connected component of $\mathscr{D}_{1}$ such that the line segment joining $\bar{x}$ and $\bar{y}$ is parallel to the r-axis. Choose any points $\hat{x} \in \mathscr{F}(\bar{x})$ and $\hat{y} \in \mathscr{F}(\bar{y})$ such that the line segment joining $\hat{x}$ and $\hat{y}$ is parallel to the r-axis. Then

$$
\frac{|r(\hat{x})-r(\hat{y})|}{|r(\bar{x})-r(\bar{y})|} \in\left[C_{24}^{-1}, C_{24}\right]
$$

holds for some constant $C_{24}>1$ depending only on $Q$.
Proof. Before we get into the body of the proof, we observe the structure of the quadrilateral $\mathscr{D}_{n}$ for our convenience (see Figure 5.2 which illustrates the case when $J=3$ and $w_{n}=3$ ). The quadrilateral $\mathscr{D}_{n}$ consists of $J(J-1)^{n-1}$ connected components $\mathscr{D}_{n}(w)$ with $w \in \mathscr{W}_{n+1}$, where $\mathscr{W}_{n+1}$ is the totality of admissible words of length $n+1$. For each $w=w_{0} w_{1} \cdots w_{n} \in \mathscr{W}_{n+1}, \gamma_{l}(w)$ (resp. $\gamma_{r}(w)$ ) denotes the $K$-decreasing curve lying on the left (resp. right) side boundary of $\mathscr{D}_{n}(w)$. Each $\mathscr{D}_{n}(w)$ contains $J-1$ components $\mathscr{D}_{n+1}(w j)$ of $\mathscr{D}_{n+1}$ and $\mathscr{D}_{n}(w)$ is divided into $2 J-1$ quadrilaterals by $2(J-1)$ curves $\gamma_{l}(w j)$ and $\gamma_{r}(w j)$ with $j \neq w_{n}$, where $w j$ denotes the concatenation of the words $w$ and $j$. Since we regard $\mathscr{D}_{n}(w)$ as a quadrilateral in the $(r, \varphi)$-plane $P_{w_{0}}$, we can give indices to these $2 J-1$ quadrilaterals as $\mathscr{E}_{n}(w)_{1}, \mathscr{E}_{n}(w)_{2}, \ldots, \mathscr{E}_{n}(w)_{2 J-1}$ from the left to the right. Then each connected component of $\mathscr{D}_{n} \backslash \mathscr{D}_{n+1}$ contained in $\mathscr{D}_{n}(w)$ conincides with one of the quadrilaterals $\mathscr{E}_{n}(w)_{1}, \mathscr{E}_{n}(w)_{3}, \ldots, \mathscr{E}_{n}(w)_{2 J-1}$ with odd indices up to boundary curves.


Figure 5.2.

In what follows $\bar{\gamma}$ (resp. $\hat{\gamma}$ ) denotes the line segment joining $\bar{x}$ and $\bar{y}$ (resp. $\hat{x}$ and $\hat{y}$ ). There are four possibilities.

Case (i) There exists an integer $N \geq 1$ such that $\bar{x}, \bar{y} \in \mathscr{D}_{N}, \xi_{i}(\bar{x})=\xi_{i}(\bar{y})$ for each $i$ with $0 \leq i \leq N-1$ but $\xi_{N}(\bar{x}) \neq \xi_{N}(\bar{y})$.

Case (ii) There exists an integer $N \geq 1$ such that $\bar{x}, \bar{y} \in \mathscr{D}_{N} \backslash \mathscr{D}_{N+1}, \xi_{i}(\bar{x})=\xi_{i}(\bar{y})$ for each $i$ with $0 \leq i \leq N$, and $\bar{x}$ and $\bar{y}$ are contained in distinct connected components of $\mathscr{D}_{N} \backslash \mathscr{D}_{N+1}$.

Case (iii) There exists an integer $N \geq 1$ such that $\bar{x}, \bar{y} \in \mathscr{D}_{N} \backslash \mathscr{D}_{N+1}, \xi_{i}(\bar{x})=\xi_{i}(\bar{y})$ for each $i$ with $0 \leq i \leq N$, and $\bar{x}$ and $\bar{y}$ are contained in the same connected component of $\mathscr{D}_{N} \backslash \mathscr{D}_{N+1}$.

Case (iv) There exists an integer $N \geq 1$ such that $\bar{x} \in \mathscr{D}_{N+1}\left(\right.$ resp. $\left.\bar{y} \in \mathscr{D}_{N+1}\right), \bar{y} \in$ $\mathscr{D}_{N} \backslash \mathscr{D}_{N+1}$ (resp. $\bar{x} \in \mathscr{D}_{N} \backslash \mathscr{D}_{N+1}$ ), and $\xi_{i}(\bar{x})=\xi_{i}(\bar{y})$ for each $i$ with $0 \leq i \leq N$.

Case (i) and Case (ii). First of all, we consider Case (i) and Case (ii). Let $\Gamma$ be the totality of $K$-decreasing curves which appear as sides of quadrilaterals $\mathscr{D}_{1}(w)$ with $w \in \mathscr{W}_{2}$ or $\mathscr{D}_{2}(w)$ with $w \in \mathscr{W}_{3}$. Namely, we can write as

$$
\Gamma=\left\{\gamma_{l}(w), \gamma_{r}(w): w \in \mathscr{W}_{2} \cup \mathscr{W}_{3}\right\}
$$

We note that for each $i j \in \mathscr{W}_{2}$, the quadrilateral $\mathscr{D}_{1}(i j)$ contains $2 J$ elements in $\Gamma$. Precisely, $\mathscr{D}_{1}(i j)$ has $\gamma_{l}(i j)$ and $\gamma_{r}(i j)$ as its sides and it is divided into $2 J-1$ quadrilaterals by $2(J-1)$ curves $\gamma_{l}(i j k)$ and $\gamma_{r}(i j k)$ with $j \neq k$. Put

$$
\Delta=\min \left\{\operatorname{dist}\left(\gamma, \gamma^{\prime}\right): \gamma, \gamma^{\prime} \in \Gamma, \gamma \neq \gamma^{\prime}, \gamma, \gamma^{\prime} \subset \mathscr{D}_{1}(w) \text { for some } w \in \mathscr{W}_{2}\right\}
$$

where $\operatorname{dist}\left(\gamma, \gamma^{\prime}\right)$ denotes the Euclidean distance between the curves $\gamma$ and $\gamma^{\prime}$ with respect to the fixed $(r, \varphi)$-coordinates. Clearly $\Delta$ is positive.

If $N=1$, both $\bar{\gamma}$ and $\hat{\gamma}$ join distinct elements in $\Gamma$. Therefore we have $\Delta \leq$ $|r(\bar{x})-r(\bar{y})| \leq L$ and $\Delta \leq|r(\hat{x})-r(\hat{y})| \leq L$ hold for both Case (i) and Case (ii), where

$$
L=\max _{1 \leq j \leq J}\left\{\text { the perimeter of } \partial Q_{j}\right\} .
$$

Therefore we obtain

$$
\begin{equation*}
\frac{|r(\hat{x})-r(\hat{y})|}{|r(\bar{x})-r(\bar{y})|} \in\left[\left(\frac{L}{\Delta}\right)^{-1}, \frac{L}{\Delta}\right] . \tag{5.18}
\end{equation*}
$$

If $N \geq 2$, both $T^{N-1} \bar{\gamma}$ and $T^{N-1} \hat{\gamma}$ join distinct elements in $\Gamma$. Thus we see that $\Delta \leq\left|r\left(T^{N-1} \bar{x}\right)-r\left(T^{N-1} \bar{y}\right)\right| \leq L$ and $\Delta \leq\left|r\left(T^{N-1} \hat{x}\right)-r\left(T^{N-1} \hat{y}\right)\right| \leq L$. In addition, $T^{N-1} \bar{\gamma}$ and $T^{N-1} \hat{\gamma}$ are $K$-increasing. Therefore it follows that

$$
\Delta k_{\min } \leq \Theta\left(T^{N-1} \bar{\gamma}\right) \leq \pi \quad \text { and } \quad \Delta k_{\min } \leq \Theta\left(T^{N-1} \hat{\gamma}\right) \leq \pi
$$

Then we can easily see that we can apply Lemma 5.2 with setting $\gamma=\mathscr{F}(\bar{x}), \gamma^{\prime}=\mathscr{F}(\bar{y})$, and $n=N-1$. Consequently we have

$$
\begin{equation*}
\frac{|r(\hat{x})-r(\hat{y})|}{|r(\bar{x})-r(\bar{y})|} \in\left[\left(\frac{C_{12} \pi}{\Delta k_{\min }}\right)^{-1}, \frac{C_{12} \pi}{\Delta k_{\min }}\right] . \tag{5.19}
\end{equation*}
$$

Case (iii). Next we consider Case (iii). If $N=1$, we use the fact that the leaves of $\mathscr{F}$ on the set $\mathscr{D}_{1} \backslash \mathscr{D}_{2}$ are those of $\mathscr{F}_{1}$. Obviously $\mathscr{F}_{1}$ is Lipschitz continuous. In fact, we can easily find a number $C_{25}$ depending only on $\mathscr{F}_{1}$ (i.e. depending only on $Q$ and the choice of the initial foliation $\mathscr{F}_{0}$ ) such that

$$
\begin{equation*}
\frac{|r(\hat{x})-r(\hat{y})|}{|r(\bar{x})-r(\bar{y})|} \in\left[C_{25}^{-1}, C_{25}\right] . \tag{5.20}
\end{equation*}
$$

Now we consider the case $N \geq 2$. Let $\mathscr{E}$ denote the quadrilateral enclosed by the
leaves $\mathscr{F}(\bar{x})$ and $\mathscr{F}(\bar{y})$ and the curves $\bar{\gamma}$ and $\hat{\gamma}$. Then it is easy to see that we can apply Lemma 5.2 to $\mathscr{E}$ with $\gamma=\mathscr{F}(\bar{x}), \gamma^{\prime}=\mathscr{F}(\bar{y})$, and $n=N-1$. Thus (5.8) holds with $n=N-1$.

$$
\begin{equation*}
\frac{|r(\hat{x})-r(\hat{y})|}{|r(\bar{x})-r(\bar{y})|} \in\left[C_{12}^{-1}, C_{12}\right] \frac{\Theta\left(T^{N-1} \hat{\gamma}\right)}{\Theta\left(T^{N-1} \bar{\gamma}\right)} \tag{5.21}
\end{equation*}
$$

We note that the following fact which is an easy exercise. Let $\gamma_{1}$ and $\gamma_{2}$ be mutually disjoint $K$-decreasing curves and let $\delta$ be a $K$-increasing curve intersecting both of them. Without loss of generality we may assume that $\gamma_{1}$ is lying on the left hand side of $\gamma_{2}$. Consider any line $l$ intersecting $\delta$ and parallel to the $r$-axis. Let $x_{1}$ and $x_{2}$ be the points where $l$ intersects $\gamma_{1}$ and $\gamma_{2}$, respectively. Then we can easily show that

$$
\begin{equation*}
r\left(x_{2}\right)-r\left(x_{1}\right) \in\left[\frac{2}{K_{\max }}, \frac{2}{k_{\min }}\right] \Theta(\delta) \tag{5.22}
\end{equation*}
$$

holds.
Now we can apply this fact to the case when $\gamma_{1}=\mathscr{F}\left(T^{N-1} \bar{x}\right), \gamma_{2}=\mathscr{F}\left(T^{N-1} \bar{y}\right)$, and $\delta=T^{N-1} \bar{\gamma}$ and the case when $\gamma_{1}=\mathscr{F}\left(T^{N-1} \bar{x}\right), \gamma_{2}=\mathscr{F}\left(T^{N-1} \bar{y}\right)$, and $\delta=T^{N-1} \hat{\gamma}$. On the other hand, in virtue of Step 4 of the construction of $\mathscr{F}$, the leaves of $\mathscr{F}$ on a connected component of $\mathscr{D}_{N} \backslash \mathscr{D}_{N+1}$ are mapped by $T^{N-1}$ onto the leaves of $\mathscr{F}$ on the corresponding connected component of $\left(\mathscr{D}_{1} \backslash \mathscr{D}_{2}\right) \cap \mathscr{D}_{-(N-1)}$. Thus we can apply (5.20) to any curves joining $\mathscr{F}\left(T^{N-1} \bar{x}\right)$ and $\mathscr{F}\left(T^{N-1} \bar{y}\right)$ parallel to the $r$-axis. Hence we arrive at

$$
\begin{equation*}
\frac{\Theta\left(T^{N-1} \bar{\gamma}\right)}{\Theta\left(T^{N-1} \hat{\gamma}\right)} \in\left[\left(\frac{K_{\max } C_{25}}{k_{\min }}\right)^{-1}, \frac{K_{\max } C_{25}}{k_{\min }}\right] \tag{5.23}
\end{equation*}
$$

in virtue of (5.20) and (5.22). Combining (5.21) with (5.23) we obtain

$$
\begin{equation*}
\frac{|r(\hat{x})-r(\hat{y})|}{|r(\bar{x})-r(\bar{y})|} \in\left[\left(\frac{K_{\max } C_{12} C_{25}}{k_{\min }}\right)^{-1}, \frac{K_{\max } C_{12} C_{25}}{k_{\min }}\right] . \tag{5.24}
\end{equation*}
$$

This completes the proof for Case (iii).
Case (iv). We set

$$
C_{26}=\max \left\{\frac{L}{\Delta}, \frac{C_{12} \pi}{\Delta k_{\min }}, C_{25}, \frac{K_{\max } C_{12} C_{25}}{k_{\min }}\right\}
$$

Then the argument above implies that

$$
\begin{equation*}
\frac{|r(\hat{x})-r(\hat{y})|}{|r(\bar{x})-r(\bar{y})|} \in\left[C_{26}^{-1}, C_{26}\right] \tag{5.25}
\end{equation*}
$$

is valid for Case (i), Case (ii), and Case (iii). It remains to prove (5.25) for Case (iv).
We may assume that $\bar{x} \in \mathscr{D}_{N+1}, \bar{y} \in \mathscr{D}_{N} \backslash \mathscr{D}_{N+1}$, and $r(\bar{x})<r(\bar{y})$. The other cases are dealt with in the same way. Let $w_{0} w_{1} \cdots w_{N} w_{N+1}$ be the element in $\mathscr{W}_{N+2}$ such that $\bar{x} \in \mathscr{D}_{N+1}\left(w_{0} w_{1} \cdots w_{N} w_{N+1}\right)$ and $\bar{y} \in \mathscr{D}_{N}\left(w_{0} w_{1} \cdots w_{N}\right)$. For simplicity we denote $w_{0} w_{1} \cdots w_{N} w_{N+1}$ as the concatenation $w w_{N+1}$ of $w=w_{0} w_{1} \cdots w_{N}$ and $w_{N+1}$. From
our assumption, we see that $\bar{\gamma}$ and $\hat{\gamma}$ intersect $\gamma_{r}\left(w w_{N+1}\right)$. Let $\bar{z}$ and $\hat{z}$ be the points at which $\bar{\gamma}$ and $\hat{\gamma}$ intersect $\gamma_{r}\left(w w_{N+1}\right)$, respectively. We note that $\gamma_{r}\left(w w_{N+1}\right)=\mathscr{F}(\bar{z})=$ $\mathscr{F}(\hat{z})$ holds. We can show that

$$
\begin{equation*}
\frac{r(\hat{y})-r(\hat{z})}{r(\bar{y})-r(\bar{z})} \in\left[C_{26}^{-1}, C_{26}\right] . \tag{5.26}
\end{equation*}
$$

In fact, any $\bar{u} \in \bar{\gamma}$ with the difference $r(\bar{u})-r(\bar{z})>0$ being small enough is contained in $\mathscr{D}_{N}(w) \backslash \mathscr{D}_{N+1}$. If $\hat{u}$ is the point in $\mathscr{F}(\bar{u}) \cap \hat{\gamma}$, the same assertion is also true. Thus the argument for Case (ii) or that for Case (iii) can be applied to $\bar{u}, \bar{y}, \hat{u}$, and $\hat{y}$. Hence we have

$$
\frac{r(\hat{y})-r(\hat{u})}{r(\bar{y})-r(\bar{u})} \in\left[C_{26}^{-1}, C_{26}\right] .
$$

Letting $\bar{u} \rightarrow \bar{z}$ we obtain (5.26).
Note that there are the following possibilities.
(iv-1) $\bar{x} \in \mathscr{D}_{N+2}$.
(iv-2) $\bar{x} \in \mathscr{D}_{N+1} \backslash \mathscr{D}_{N+2}$.
If (iv-1) occurs, then the line segment $\bar{\gamma}(\bar{x} \bar{z})$ joining $\bar{x}$ and $\bar{z}$ (resp. $\hat{\gamma}(\hat{x} \hat{z})$ joining $\hat{x}$ and $\hat{z}$ ) is contained in $\mathscr{D}_{N+1}\left(w w_{N+1}\right)$ and crosses at least one connected component $\mathscr{E}_{N+1}\left(w w_{N+1}\right)_{i}$ of $\mathscr{D}_{N+1} \backslash \mathscr{D}_{N+2}$. Therefore, it is easy to see that $\Delta<\left|r\left(T^{N} \bar{z}\right)-r\left(T^{N} \bar{x}\right)\right|$ $<L$ (resp. $\left.\Delta<\left|r\left(T^{N} \hat{z}\right)-r\left(T^{N} \hat{x}\right)\right|<L\right)$. Since $T^{i} \bar{\gamma}(\bar{x} \bar{z})$ and $T^{i} \hat{\gamma}(\hat{x} \hat{z})$ are $K$-increasing curves for $i=1,2, \ldots, N$, we can apply Lemma 5.2 to our situation with $\gamma=\mathscr{F}(\bar{x})$, $\gamma^{\prime}=\mathscr{F}(\bar{z})$, and $n=N$. Therefore we obtain

$$
\begin{equation*}
\frac{r(\hat{x})-r(\hat{z})}{r(\bar{x})-r(\bar{z})} \in\left[\left(\frac{C_{12} \pi}{\Delta k_{\min }}\right)^{-1}, \frac{C_{12} \pi}{\Delta k_{\min }}\right] \tag{5.27}
\end{equation*}
$$

in the same way as (5.18).
Next we assume that (iv-2) occurs. If $\bar{x}$ coincides with $\bar{z}$ we do not need to prove any more in virtue of (5.26). Therefore we may assume that $\bar{x}$ does not coincide with $\bar{z}$. Then we can apply the same argument for Case (ii) or Case (iii) according as $\bar{x} \in$ $\mathscr{E}_{N+1}\left(w w_{N+1}\right)_{2 i-1}$ with $i=1, \ldots, J-1$ or $\bar{x} \in \mathscr{E}_{N+1}\left(w w_{N+1}\right)_{2 J-1}$. Hence we can conclude that

$$
\begin{equation*}
\frac{r(\hat{x})-r(\hat{z})}{r(\bar{x})-r(\bar{z})} \in\left[C_{26}^{-1}, C_{26}\right] \tag{5.28}
\end{equation*}
$$

holds in both cases (iv-1) and (iv-2). Combining (5.26) with (5.28) we arrive at the desired inequality

$$
\frac{r(\hat{x})-r(\hat{y})}{r(\bar{x})-r(\bar{y})} \in\left[C_{26}^{-1}, C_{26}\right] .
$$

This completes the proof of Theorem 5.1.
Now we prove Theorem 1.1.

Proof of Theorem 1.1. We have only to verify the property ( $\mathscr{F} .4$ ). As before we regard $\mathscr{D}_{1}(i j)$ as a quadrilateral in the $(r, \varphi)$-plane $P_{i}$ for each $i j \in \mathscr{W}_{2}$. Fix $i j \in \mathscr{W}_{2}$. Let $a=a(i j)=\gamma_{t}(i j) \cap \gamma_{l}(i j), b=b(i j)=\gamma_{l}(i j) \cap \gamma_{b}(i j), c=c(i j)=\gamma_{b}(i j) \cap \gamma_{r}(i j)$, and $d=$ $d(i j)=\gamma_{r}(i j) \cap \gamma_{t}(i j)$ be the vertices of the quadrilateral $\mathscr{D}_{1}(i j)$. Our goal is to construct a homeomorphism

$$
\Phi=\Phi_{i j}:[r(a), r(d)] \times\left[-\frac{\pi}{2}, \frac{\pi}{2}\right] \rightarrow \mathscr{D}_{1}(i j)
$$

with the following properties.
(1) $\Phi$ is Lipschitz continuous with respect to the usual Euclidean distance on $[r(a), r(d)] \times[-\pi / 2, \pi / 2]$ and the Euclidean distance on the $(r, \varphi)$-plane.
(2) $\Phi^{-1}$ is Lipschitz continuous with respect to the Euclidean distance on the $(r, \varphi)$-plane and the usual Euclidean distance on $[r(a), r(d)] \times[-\pi / 2, \pi / 2]$.
(3) For each $r \in[r(a), r(d)], \Phi$ maps $\{r\} \times[-\pi / 2, \pi / 2]$ homeomorphically to a leaf of $\mathscr{F}$.

For $(r, \varphi) \in[r(a), r(d)] \times[-\pi / 2, \pi / 2]$, there exists a unique point $x_{r} \in \gamma_{t}(i j)$ such that $r\left(x_{r}\right)=r$ (clearly, $\varphi(x)=\pi / 2$ ). The point $\Phi(r, \varphi)$ is defined to be a unique point $x$ on $\mathscr{F}\left(x_{r}\right)$ satisfying $\varphi(x)=\varphi$. Then property (3) is obviously satisfied.

The property (1) is verified as follows. Let $\left(r_{1}, \varphi_{1}\right)$ and $\left(r_{2}, \varphi_{2}\right)$ be any points in $[r(a), r(d)] \times[-\pi / 2, \pi / 2]$. Then we have

$$
\begin{aligned}
\left|\Phi\left(r_{1}, \varphi_{1}\right)-\Phi\left(r_{2}, \varphi_{2}\right)\right| & \leq\left|\Phi\left(r_{1}, \varphi_{1}\right)-\Phi\left(r_{1}, \varphi_{2}\right)\right|+\left|\Phi\left(r_{1}, \varphi_{2}\right)-\Phi\left(r_{2}, \varphi_{2}\right)\right| \\
& \leq \sqrt{1+\left(\frac{1}{k_{\min }}\right)^{2}\left|\varphi_{1}-\varphi_{2}\right|+C_{24}\left|r_{1}-r_{2}\right|} \\
& \leq \sqrt{1+\left(\frac{1}{k_{\min }}\right)^{2}+C_{24}^{2}\left|\left(r_{1}, \varphi_{1}\right)-\left(r_{2}, \varphi_{2}\right)\right|}
\end{aligned}
$$

In the above, we have used the property ( $\mathscr{F} .1)$ and Theorem 5.1 to estimate the first term and the second term of the first line, respectively.

Next we verify the property (3). Let $x=(r(x), \varphi(x))$ and $x=(r(y), \varphi(y))$ be any points in $\mathscr{D}_{1}(i j)$. We can write $\Phi^{-1} x=\left(r_{1}, \varphi(x)\right)$ and $\Phi^{-1} y=\left(r_{2}, \varphi(y)\right)$ for some $r_{1}$ and $r_{2}$ in $[r(a), r(d)]$ by definition. Let $z$ be the unique point in $\mathscr{F}(x)$ with $\varphi(z)=\varphi(y)$. Since we can write as $\Phi^{-1} z=\left(r_{1}, \varphi(y)\right)$, we obtain

$$
\begin{aligned}
\left|\Phi^{-1} x-\Phi^{-1} y\right| & \leq\left|\Phi^{-1} x-\Phi^{-1} z\right|+\left|\Phi^{-1} z-\Phi^{-1} y\right| \\
& \leq|\varphi(x)-\varphi(y)|+\left|r_{1}-r_{2}\right| \\
& \leq|\varphi(x)-\varphi(y)|+C_{24}|r(x)-r(z)| .
\end{aligned}
$$

Note that the second inequality above is a consequence of Theorem 5.1. On the other hand the property ( $\mathscr{F} .1$ ) yields

$$
|r(x)-r(z)|=|z-y| \leq|z-x|+|x-y| \leq \sqrt{1+\left(\frac{1}{k_{\min }}\right)^{2}}|\varphi(x)-\varphi(y)|+|x-y|
$$

Therefore we obtain

$$
\left|\Phi^{-1} x-\Phi^{-1} y\right| \leq\left(1+C_{24}\left(1+\sqrt{1+\left(\frac{1}{k_{\min }}\right)^{2}}\right)\right)|x-y| .
$$

Now (3) is verified.
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