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Abstract. Restricting toK-invariant functions we proveLLLp boundedness of Fourier mul-
tipliers satisfying Ḧormander-Mihlin conditions on Non-Riemannian Symmetric Spaces using
Flensted-Jensen duality. We also show necessity of holomorphic extension for multipliers.

1. Introduction.

Multipliers for RRRn are now part of classical real harmonic analysis and we will only make
a brief introduction. For more details the interested reader may consult, for instance, Stein’s
book [18].

Bounded translation invariant operators fromLLLp(RRRn) to itself can be viewed as convolutions
with tempered distributions. It is not difficult to show that the translation invariant operators
bounded onLLL2(RRRn) are those that are given by convolution with a distribution whose Fourier
transform is a bounded function, called a multiplier. Furthermore, it is well-known that if a
translation invariant operator is bounded onLLLp(RRRn), then it will also be bounded onLLL2(RRRn).
Thus, all translation invariant operators bounded onLLLp(RRRn) are given on the Fourier transform
side by multiplication with a bounded function. Except for the casep = 2, there is no complete
characterization of the space ofLLLp- multipliers but there are some theorems giving good sufficient
conditions. One of the more familiar ones is the Hörmander-Mihlin condition which says that a
function,m, is aLLLp-multiplier for all p, 1 < p < ∞, if it satisfies the condition

|∂ α
ξ m(ξ )| ≤ Aα |ξ |−α ,

for all α such that0≤ α ≤ [(n+1)/2]. There is also anLLL2 version of this.
On a non-compact Riemannian symmetric space,G/K, translation invariant operators are

given by convolution withK-invariant distributions and they correspond to bounded Weyl group
invariant functions, multipliers, on a maximal abelian subspacea of the orthogonal complement
in the Cartan decomposition. It has been shown by Clerc and Stein, see [6], that if the operator
is bounded onLLLp(G/K) then the multiplier will extend holomorphically to the tube

T = a∗+ i Conv

(
W

∣∣∣∣1−
2
p

∣∣∣∣ρ
)

,

whereConvdenotes convex hull,W the Weyl group andρ is the half-sum of the positive roots.
In [1], Anker showed that ifm is holomorphic inside the tubeT and satisfies a Ḧormander-
Mihlin type condition on the boundary of the tube, thenm is aLLLp-multiplier for G/K.
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We would like to generalize the setting to non-Riemannian symmetric spaces,G/H. In
accordance with the Riemannian case one could try to look atH-invariant convolutors but unfor-
tunately this does not work. The reason is thatH is non-compact soH-invariant functions cannot
belong to anyLLLp space. So if we apply the convolutor to a function with small support then the
resulting function will be almostH-invariant and hence not inLLLp.

Using Flensted-Jensen duality, which connects a non-Riemannian symmetric space with its
non-compact Riemannian form, van den Ban, Flensted-Jensen and Schlichtkrull defined a class
of operators, which they called multipliers, on the space ofK-finite, C ∞ functions with compact
support by taking convolution on the dual side. In this paper we considerLLLp-boundedness for this
type of operators. We prove that under conditions similar to those of Anker for the Riemannian
case such operators are bounded onLLLp(K\G/H). We also consider holomorphic extension of
this kind of multipliers. The main outline of the proof that multipliers extend holomorphically is
similar to that in the Riemannian case. But replacing spherical functions with Eisenstein integrals
a lot of complications arise.

I would like to thank Jean-Philippe Anker, Mogens Flensted-Jensen, Toshiyuki Kobayashi, Eric
Opdam, Toshio Oshima and Peter Sjögren for valuable comments and suggestions. This work
has been partially supported by the JSPS and the European TMR Network “Harmonic Analysis”
1998–2001(Contract ERBFMRX-CT 97-0159).

2. Notation.

For more details about the general theory of non-Riemannian symmetric spaces see for
example [10], [4] and [11] part II. Let G be a non-compact semisimple connected Lie group
with finite center and an involutionσ . Let H be an open subgroup ofGσ , the fixed point group
of σ . SoG/H is a semisimple symmetric space. Assume that we have a Cartan involutionθ
commuting withσ and denote byK the fixed point set forθ . Corresponding to the involutions
we have the following decompositions

g = h⊕q = k⊕p. (1)

Sinceσ ◦θ = θ ◦σ , we also have

g = h∩ k⊕h∩p⊕q∩ k⊕q∩p. (2)

This splits into eigenspaces forσ ◦θ

g+ = h∩ k⊕q∩p,

g− = h∩p⊕q∩ k.

We can now define the non-compact Riemannian form,Gd/Kd, of G/H. First we set

gd = h∩ k⊕ i(h∩p)⊕ i(q∩ k)⊕q∩p. (3)

Then letGd be the real form ofGCCC(the complexification ofG) with Lie algebragd. The sub-
groupKd = Gd ∩HCCC corresponding toh∩ k⊕ i(h∩ p) is a maximal compact subgroup ofGd.
Hence the symmetric spaceGd/Kd is Riemannian. We will also needHd = Gd ∩KCCC with Lie
algebrahd = h∩k⊕ i(q∩k). By partial holomorphic extension we obtain a mapf 7→ f r mapping
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C ∞(K;G/H) into C ∞(Hd;Gd/Kd), i.e. it takesK-finite smooth functions onG/H to Hd-finite
smooth functions onGd/Kd. Since we are only interested in the so called “most continuous
part” of the Plancherel decomposition, we take a maximal splitθ -invariant Cartan subspaceb of
q, i.e. such that the intersectiona = b∩p is maximal Abelian inq∩p. We have two root systems
Σ(a,g) andΣ(a,g+) with Weyl groupsW andWK∩H , respectively. We will also use the quotient
W =W/WK∩H . Setm+

α = dimgα ∩g+ andm−
α = dimgα ∩g−, wheregα is the root space related

to α ∈ Σ(a,g). If we define

br = b∩p+ i(b∩ k) (4)

thenbr is maximal split forgd. We have the generalized Cartan decompositions

G = KA++H, Gd = HdA++Kd.

HereA++ corresponds to the positive roots inΣ(a,g+). We also have another generalized Cartan
decomposition

G = ∪w∈W KA+H,

whereA+ is the positive Weyl chamber forΣ(a,g).

3. Multipliers.

Let ψ be a function inPPPWWW∗(bCCC∗)W(br ), i.e. aW(br)-invariant entire function of exponential
type with slow growth, then by van den Ban, Flensted-Jensen and Schlichtkrull [3] this function
has an operatorMψ : C ∞

c (K;G/H) 7→ C ∞
c (K;G/H) associated to it. Such operators are special

cases of what they call multipliers, which are operators

M : C ∞
c (K;G/H) 7→ C ∞

c (K;G/H) (5)

that are equivariant under the action ofg, K and DDD(G/H) and restricts continuously to
C ∞

c (G/H)µ for all µ in K̂. The connection to multipliers is that the Fourier transform ofMψ( f )
is ψ(λ ) f̂ (π) on v∈ (H −∞

π )H of typeλ . Here(H −∞
π )H denotes the space ofH-fixed distribu-

tion vectors for the irreducible unitary representationπ of G. To constructMψ they use partial
holomorphic extension defined by

(Mψ f )r = f r ∗F, f ∈ C ∞
c (K;G/H) (6)

whereF is the K-bi-invariant distribution with spherical transformψ. By the Paley-Wiener
theorem for Riemannian symmetric spaces, the assumptions onψ implies thatF ∈ E ′(K\G/K).
Hence the convolution is in the image ofC ∞

c (K;G/H) under the isomorphism(.)r , soMψ is well
defined.

We shall be interested inLLLp-multipliers for K-invariant functions onG/H. Let ψ be a
W(br)-invariant function on the support of the Plancherel measure. LetLLLp(K\G/H) be the
space ofK-invariantLLLp-functions onG/H. We can repeat the construction above, referring to
the isomorphismLLLp(K\G/H) ∼= LLLp(Hd\G/Kd) instead. That is ifF mapsLLLp(Hd\Gd/Kd) to
itself, the operatorMψ will be well defined and mapLLLp(K\G/H) to itself. We also have to show

thatM̂ψ f v = ψ(λ ) f̂ v, wherev is anH-fixed distribution of typeλ . This may essentially be done
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as in [3] by referring to a paper by Delorme and Flensted-Jensen [7], where a related result is
proved. We only have to take care that all the integrals are well-defined, this follows because
the representations are appearing tempered. For the convenience of the reader we will give the
proof, which in our case is simpler as we only look at the trivialK-type.

PROPOSITION1. The following relation holds

M̂ψ f (π)v = ψ(λ ) f̂ (π)v,

herev is an H-fixed spherical distribution vector of typeλ for the representationπ, and f ∈
LLLp(K\G/H).

PROOF. We want to show that

〈π(Mψ f )v,v′〉= ψ(λ )〈π( f )v,v′〉,

for v′ ∈H ∞
π with trivial left K-action andv∈ (H −∞

π )H spherical of typeλ . Bernstein has shown
that the representations that appear in the support of the Plancherel measure are all tempered,
see [5]. It is known, see for example Knapp [13] VII.11, that theK-finite matrix-coefficients
of a tempered representation belong to allLLLq for q > 2. Hence both sides of the identity above
are well-defined. AsMψ f is K-invariant we can rewrite the LH-side as, usingP111 to denote the
projection to the trivial isotypic component,

∫

K\G/H
〈P111π(x)v,Mψ f (x)v′〉dx,

which by duality is, denotingφ(x) = 〈P111π(x)v,v′〉
∫

Hd\Gd/Kd
φ r(x) f r ∗F(x)dx.

As the integrand is rightKd-invariant this equals
∫

Hd\Gd
φ r(x) f r ∗F(x)dx.

We now write the convolution as a double integral and substitute this into the last expression
∫

Hd\Gd

∫

Hd\Gd/Kd
f r(y)φ r(x)

∫

Hd
F(y−1hx)dhdydx,

which we rewrite using the leftHd-invariance ofφ r as
∫

Hd\Gd/Kd
f r(y)

∫

Gd
φ r(x)F(y−1x)dxdy.

After a change of variables, this becomes
∫

Hd\Gd/Kd
f r(y)

∫

Gd
φ r(yx)F(x)dxdy.

We now use the rightK-invariance ofF to obtain
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∫

Gd/Kd
F(x)

∫

Hd\Gd/Kd

∫

Kd
f r(y)φ r(ykx)dkdydx.

Let

Φ(x) =
∫

Hd\Gd/Kd

∫

Kd
f r(y)φ r(ykx)dkdy.

We then observe thatΦ is bi-Kd-invariant and it is also an eigenfunction forDDD(Gd/Kd) with
eigenvalueλ and hence it must be a constant multiple of the spherical functionφ−iλ . Thus it
remains to prove that this constant is equal to〈π( f )v,v′〉. But this constant is just

Φ(e) =
∫

Hd\Gd/Kd

∫

Kd
f r(y)φ r(yk)dkdy,

which asφ r is right-Kd-invariant is
∫

Hd\Gd/Kd
f r(x)φ r(x)dx=

∫

K\G/H
f (x)φ(x)dx.

Taking into account the left-K-invariance off andφ this completes the proof. ¤

Let T be the strip(br)∗+ i Conv(W(br)ρ), where Conv denotes the convex hull.

THEOREM 1. Let ψ be a holomorphic function in the stripT and continuous up to the
boundary, satisfying the following estimate

|∇iψ(λ )| ≤C(1+ |λ |)−i , λ ∈ T̄ , i <
[n

2

]
+1, (7)

where∇ is the gradient, thenMψ is a bounded operator onLp(K\G/H) for 1 < p < ∞.

REMARK 1. Before the proof it may be useful to recall that Anker [1] has proved that
this assumption impliesLLLp-boundedness in the Riemannian case. In the Riemannian case it is
fairly easy to deduce from this the corresponding results also for smaller strips using a majorizing
principle. In the non-Riemannian case this is not so easy and we get problems for example with
the discrete series. See also example 1 in section 4.

REMARK 2. In the Riemannian case the analytic continuation is necessary since the spher-
ical functions are inLLLp for p > 2ρ/(Imλ +ρ) andψ is the spherical transform of aK-invariant
distribution, but in the non-Riemannian case the problem arises that although we can make a
similar construction as Eisenstein integrals of trivialK-type, these may have zeros and hence
may cause the functionψ to have poles. See section 4.

PROOF. By construction the corresponding operator on the dual side is convolution with
the inverse spherical transform ofψ which is aK-biinvariant functionF . Anker shows thatF can
be divided into two parts,F0 concentrated close to the origin andF∞ = F−F0, with the following
properties

• ∫
|x|≥2|y| |F0(y−1x)−F0(x)|dx≤C,

• F∞ ∈ LLL1(Gd/Kd).

He also shows thatF0 is bounded onLLL2(Gd/Kd) but this we will not use. Letf be inLLLp(K\G/H)
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then by dualityf r will be in LLLp(Hd\Gd/Kd). Hence, if we prove thatf r ∗F ∈ LLLp(Hd\Gd/Kd)
then the theorem follows from the following commutative diagram

LLLp(K\G/H)
∼=−−−−→ LLLp(Hd\Gd/Kd)yMψ

y∗F
LLLp(K\G/H)

∼=−−−−→ LLLp(Hd\Gd/Kd).

Thus we want to prove thatf r ∗F ∈ LLLp(Hd\Gd/Kd). Considering the convolution as aKd-
invariant function onHd\Gd, we obtain by the second condition above:

(∫

Hd\Gd
| f r ∗F∞(x)|pdx

)1/p

=
(∫

Hd\Gd

∣∣∣∣
∫

Gd/Kd
f r(xy−1)F∞(y)dy

∣∣∣∣
p

dx

)1/p

≤
(∫

Hd\Gd
| f r(xy−1)|pdx

)1/p∫

Gd/Kd
|F∞(y)|dy

≤C

(∫

Hd\Gd
| f r(x)|pdx

)1/p

.

For the local part we first use a covering lemma to reduce to functions with support in the unit
ball of A, which is a space of homogeneous type and so we may use Hardy spaces. So assume
that f is an atom with support in a ball of radiust. LetVt denote the part ofHd\Gd where|a| ≥ 2t

then withδ (a) = ∏α∈Σ+(a,g) sinhm+
α (loga)coshm

−
α (loga) (see Flensted-Jensen [9])

∫

Vt

| f r ∗F0(x)|dx=
∫

Vt

∣∣∣∣
∫

A

∫

Hd
f r(a′)F0(a′

−1h−1x)δ (a′)da′dh

∣∣∣∣dx

≤
∫

A
| f r(a′)|δ (a′)da′

∫

|a|≥2t

∫

Hd

∣∣∣F0(a′
−1h−1a)−F0(h−1a)

∣∣∣δ (a)dadh.

To be able to use our first condition onF0 we need a lemma.

LEMMA 1. If h∈ Hd anda∈ A then the following inequality is true inGd/Kd,

|ha| ≥ |a|. (8)

PROOF. Sincea∈ p∩q it is orthogonal tohd. This implies that the orbitsA.o andHd.o are
orthogonal at the origin inGd/Kd, hence the result follows becauseGd/Kd is a space of negative
curvature. ¤

For the second part we use theLLL2-boundedness of the operator and the assumptiont ≤ 1.
Thus by Schwartz’ inequality this part is bounded by some constant. ¤

REMARK 3. By the same argument we also obtain the same result for multipliers sat-
isfying LLL2-conditions instead, since by Anker[1] the corresponding operator fulfills the same
conditions.

3.1. An Example.
(for more information about the material in this section see [14]) Let G = SL(2,RRR) this

group has two involutionsθ : 1 7→ (1T)−1 andσ : 1 7→ I1I where
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I =

(
1 0

0 −1

)
.

The first is associated with the hyperbolic plane and to the second we have two symmetric spaces
G/Gσ andG/H, whereGσ = {diagonal matrices inG} is the fix point set ofσ andH is the
subset of all positive diagonal matrices. We will be interested in the spaceG/H. Clearlyθ ◦σ =
σ ◦θ , hence we are in the situation of our earlier study. The generalized Cartan decomposition
in this case isG = KAH where

H =

{(
es 0

0 e−s

)
;s∈ RRR

}
,

A =

{(
cosht sinht

sinht cosht

)
; t ∈ RRR

}
,

K =

{(
cosφ sinφ
−sinφ cosφ

)
;φ ∈ RRR

}
.

In this case we can improve our result a little because instead of restricting our attention toK-
invariant function we can look at functions of a fixedK-type. The reason is that this corresponds
to picking Fourier coefficients. SinceM is assumed to preserveK-types we can take away theK
action and then after we have appliedM we may put it back, hence reducing to theK-invariant
case. We want to find the Riemannian non-compact formXr of X = G/H. For this we first
introducegd which is

gd = kd(= ih)⊕hd(= ik)⊕a

= RRR

(
i 0

0 −i

)
⊕RRR

(
0 i

−i 0

)
⊕RRR

(
0 1

1 0

)

=

{(
it z

z̄ −it

)
; t ∈ RRR,z∈CCC

}
.

This implies thatGd = SU(1,1). We also obtainKd = S(U(1)×U(1)) and

Hd =

{(
coshs isinhs

−i sinhs coshs

)
;s∈ RRR

}
. (9)

SoXr = SU(1,1)/S(U(1)×U(1)), i.e. the hyperbolic disc. As the maximal split Cartan subspace
we takea and we see thatbr = a andaCCC

∼= CCC. To introduce the Fourier transform we need some
representation spaces. Putts,ε = |t|ssgnε t. Let D(s,ε) be the space ofC ∞ functionsφ on RRR such
that t 7→ φ(−1/t)ts−1,ε is also infinitely differentiable. Whens is a positive integer the case of
interest to us will beε ≡ s+1 (mod 2) and we will denote this spaceDs. If we use the notation

1=

(
α β
γ δ

)
, (10)

then we can define a representation ofG onD(s,ε) as follows
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T(s,ε)(1)φ(t) = φ
(

αt + γ
β t +δ

)
(β t +δ )s−1,ε . (11)

The operator

B(s,ε)φ(t) =
∫ ∞

−∞
(t− t1)−s−1,ε φ(t1)dt1

is an intertwining operator betweenT(s,ε) andT(−s,ε). For s pure imaginary the representation
is irreducible but fors a positive integer andε ≡ s+ 1 there are two invariant subspaces with
intersectionEs = KerB(s,ε). Whens is imaginary this representation is unitary for the scalar
product

(ψ,φ) =
∫ ∞

−∞
ψ(t)φ(t)dt.

Forsa positive integer we obtain a unitary representation by lettingT(s,ε) act on the factor space
Ds/Es equipped with the scalar product

(ψ̃, φ̃)s = (Asψ,φ),

whereAs = 2−sπ1/2Γ ((1−s)/2)(d/dt)s. The H-invariant distribution vectors areθ(s,ε,ν) =
t(s−1)/2,ν . In our present situation the type of these vectors are determined bys, sinceDDD(G/H)
is generated by the Laplacian

∆ =−
(

0 1

−1 0

)2

+

(
0 1

1 0

)2

(12)

and

T(s,ε)(∆) =
1
4
(1−s2) · I . (13)

The Fourier transform

F(s,ε,ν) f (t) =
∫

X
f (x)(δ t− γ)((s−1)/2,ν)(−β t +α)((s−1)/2,ν+ε)dx. (14)

mapsC ∞
c (X) to Dχ or Ds/Es. SinceK = SSS1 the K-types are functionsf such thatf (kaH) =

einφ f (aH). Even if this is not directly related to the discrete series one can show that for functions
of a fixedK-type the discrete series is empty, see Appendix 1 in [8]. This explains why it suffices
to look at the dual, which is only related to the (most) continuous part. If we integrate such
functions againste−inφ we obtain aK-invariant function to which we may apply Theorem 1.
Then we define a new function from the resultingK-invariant function by defining it to be of
the sameK-type as the original function. As a result such a multiplierM will map K-finite LLLp-
functions toK-finite functions with norm only depending on the number ofK-parts of the given
function. The Plancherel formula forX

∫

X
| f (x)|2dx=

1
16π2

∞

∑
s=1

si−1
s ‖Fs f‖2

s +
1

64π2 ∑
ε,ν=0,1

∫ ∞

0
ρ tanh

(
π

ρ + iε
2

)
‖Fiρ,ε,ν f‖2dρ,
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whereis = 2−sπ−1/2Γ ((1+s)/2)(cos(επ/2)+1), should be compared with the Plancherel for-
mula forXr , see [12] Introduction Theorem 4.2

∫

Xr
| f (x)|2dx=

1
2π

∫

K/M

∫

RRR+
| f̂ (λ ,kM)|2λ tanh

(
πλ
2

)
dλdkM. (15)

When we neglect the discrete part we observe that the formulas are of the same kind and hence
it is not so surprising that the behaviour of the multipliers should be similar. (Observe, however,
that there are four copies ofRRR+ in the first case.)

Two examples of multipliers areψ(s) = e−t(1+ζ−s2)1/2
, whereζ is some small number, and

ψ ′(s) = 4/((3/2)−s2), the first one is almost the spherical transform of the Poisson Kernel for
the Riemannian form and the second one is the inverse of(1/8)I + ∆. They clearly satisfies the
conditions of Theorem 1. The reason we are not considering the inverse of∆ itself is that then the
function would have a pole ats= ±1, also to avoid poles when we differentiate we include the
ε shift in the first example. Another example of a multiplier connected to the first example is the
spherical transform of the Heat kernel for the Riemannian form,ψ(s) = e−t(1−s2), this satisfies
the conditions of theorem 1 and is entire, but it does not belong to the spacePPPWWW∗(b∗CCC)W as it is
not of exponential type.

4. Necessity of holomorphic extension.

We shall now prove that the multipliers extend holomorphically as in the Riemannian case.
Let {α1, . . . ,αl} and{α̃1, . . . , α̃l ′} be the sets of simple roots inΣ(a)+ andΣ(br)+ respectively.
We will assume that the root systemΣ(br) satisfies the condition

If α̃ ∈ Σ(br)+ andα̃|a 6= 0, thenσ ◦θ(α̃) ∈ Σ(br)+

and that the systems are compatible, i.e.

Σ(a)+ = {α̃|a; α̃ ∈ Σ(br)+ andα̃|a 6= 0}.

We will denote the dual bases by{ω1, . . . ,ωl} and{ω̃1, . . . , ω̃l ′}. Let ap be a maximal abelian
subspace ofp andm the centralizer ofap in k. Let

Up =
{

λ ∈ a∗c

∣∣∣∣
(

Re

〈
w(λ −ρm)+

(
1
p
− 1

p′

)
ρ,ω1

〉
, . . . ,

Re

〈
w(λ −ρm)+

(
1
p
− 1

p′

)
ρ,ωl

〉)
∈ (−∞,0)l for all w∈W(br)

}
,

whereρm is theρ-function for the root-systemΣ(m,b∩ k) andp′ the dual index that is

1
p′

= 1− 1
p
,

and set

Ũp = {λ −ρm;λ ∈Up}.
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THEOREM 2. If Mψ is a LLLp-multiplier thenψ(λ ) has a partial holomorphic extension to
the setŨp.

PROOF. The idea of the proof is the same as in the Riemannian setting. Assume1< p< 2.
First we prove that if the operator is bounded onLLLp then it is also bounded onLLLp′ , then we show
that there is a function inLLLp′ , which is holomorphic in the given strip and such that the operator
acts by multiplication withψ on it. For Riemannian symmetric spaces we can use spherical
functions, in the present situation we use Eisenstein integrals.

Let ηw be thew-component ofη ∈CCCW . Using this we define a function onX by setting

η̃λ (x) =

{
aiλ−ρ ηw if x∈ HwP

0 if x /∈⋃
w∈W HwP

WhereP is the parabolic subgroup corresponding to the positive roots inΣ(a,g). TheK-invariant
Eisenstein integral is now defined by

E(η ,λ )(x) =
∫

K
η̃λ (x−1k)dk.

The normalized Eisenstein integral is obtained by a transformation ofη

E0(η ,λ ) = E(C(1,λ )−1η ,λ ),

whereC : W×a∗→End(CCCW ) is a certain meromorphic transformation corresponding to Harish-
Chandra’sc-function. It is normalized by its asymptotic behaviour

E0(η ,λ )(aw−1)∼ aλ−ρ ηw,

wherea∈A+(corresponding toΣ+(a,g)),w∈W and Reλ is strictly dominant. The normalized
Eisenstein integrals are regular along the imaginary axes but might have singularities outside.
To get rid of the singularities in a neighborhood of the imaginary axes one can multiply with a
suitable product of linear factors. Lemma 14 in [2] shows that we can choose a productp(λ )
such that the functioñE0 := p(λ )E0(η ,λ ) becomes holomorphic in a tube around the imaginary
axes containing̃Up and is also a joint eigenfunction ofDDD(G/H) with the same eigenvalue asE0.

The last step of the proof will be to show that we can solve forψ in a holomorphic way. In
the Riemannian case this is easy because the spherical functions take the value one at the origin,
in our case the space of eigenfunctions is not in general one-dimensional so it is not simple. Let
us begin with the first step, to show duality.

LEMMA 2. If a multiplier Mψ is bounded onLLLp then it is also bounded on the dual space

LLLp′ .

PROOF. We want to show that the dual of.∗F is ((.◦θ)∗F)◦θ . The result then follows
becausef ◦θ ∈ LLLp ⇔ f ∈ LLLp.

∫

Hd\Gd
f ∗F(x)1(x)dx=

∫

Gd

∫

A
f (a)F(a−1x)1(x)δ (a)dadx

Here we have written the convolution as an integral overHd andA. This in turn is equal to
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∫

A
f (a)

∫

Gd
F(x)1(ax)dxδ (a)da=

∫

A
f (a)((1◦θ)∗F)(θ(a))δ (a)da.

This equality follows easily usingθa = a−1. Finally as the convolution is rightK-invariant this
is just (asK is θ invariant)

∫

Hd\Gd
f (x)((1◦θ)∗F)(θ(x))dx. ¤

The next step is to prove thatMψ acts on the normalized Eisenstein integrals as multiplica-
tion by ψ.

LEMMA 3. Mψ(Ẽ0(η ,λ )) = ψ(λ −ρm)Ẽ0(η ,λ )

PROOF. By definition this is the same as(Ẽ0(η ,λ ))r ∗F = ψ(λ −ρm)(Ẽ0(η ,λ ))r . We
write the convolution as

(Ẽ0)r ∗F(x) =
∫

Kd

∫

Br
(Ẽ0)r(xkb−1)F(b)dbdk.

The K-invariant Eisenstein integrals are joint eigenfunctions ofDDD(G/H) and hence by duality
we see that(Ẽ0)r is a joint eigenfunction ofDDD(Gd/Kd) with the same eigenvalue:γq(D;λ ) =
γ(D;λ −ρm), whereγ is the Harish-Chandra isomorphismγ : DDD(Gd/Kd)→ S(br)W(br ) andγq is
the corresponding algebra homomorphism fromDDD(G/H) to S(a)W, see Part II, lecture 4 in [11].
Using this fact we obtain, by Proposition IV.2.4 in [12],

(Ẽ0)r ∗F(x) =
∫

Br
φλ−ρm(b−1)F(b)db(Ẽ0)r(x),

which is what we wanted to show. ¤

LEMMA 4. For λ ∈ Up the regularized normalized Eisenstein integrals,Ẽ0, are LLLp′ -
functions.

PROOF. As the Eisenstein integrals are eigenfunctions ofDDD(G/H) with eigenvalue
γ(D;λ −ρm) the same is true for the regularized version and it follows from Oshima [15], Corol-
lary 4.3, that forλ in the given set they belong toLLLp′ , because withλ in that set condition 2 of
that Corollary is trivially satisfied. ¤

REMARK 4. The corresponding set for spherical functions on the non-compact Rieman-
nian form is

Vp =
{

λ ∈ (br)∗c

∣∣∣∣
(

Re

〈
wλ +

(
1
p
− 1

p′

)
ρ, ω̃1

〉
, . . . ,Re

〈
wλ +

(
1
p
− 1

p′

)
ρ, ω̃l

〉)

∈ (−∞,0)l for all w∈W(br)
}

.

This clearly poses more conditions on the set ofλ ’s, but in the definition ofUp we only take
λ ∈ a∗c. Even so, forp = ∞ the setŨp is contained inVp. This explains why Theorem 1 is valid.
For other values ofp the Riemannian set,Vp will not contain the set̃Up unless we haveρm = 0,
which happens for example ifG/H = SL(3,CCC)/SL(3,RRR).
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EXAMPLE 1. An example where the sets differ is the spaceSO(4,1)/SO(2)×SO(2,1).
In the figure below the dotted polygon indicates the boundary of the setVp and the horizontal
line segment represents the setŨp. So, we can seẽU∞ ⊂V∞ but Ũ4 is not contained inV4. The
problem is that the shiftρm does not vary withp.

If we differentiateẼ0 with respect toλ it is clear from the definition that this will only
give some additional polynomial factor which does not affect the exponential decay. Hence, the
derivative will also belong toLLLp′ and asMψ is continuous we find thatMψ(Ẽ0(η ,λ )) too is
holomorphic. If we use lemma 3 it follows that to finish the proof of the theorem we would like
to divide by Ẽ0, at least evaluated at some point. The problem is that we needẼ0(η , .) to be
non-zero in a neighborhood of the point we are interested in.

EXAMPLE 2. To illustrate the problem let us consider a simple example, the real hyper-
boloidsSO(p,q)/SO(p−1,q), with q > 1. TheK-invariant Eisenstein integrals are joint eigen-
functions ofDDD(G/H), especially of the Laplace-Beltrami operator. Hence, the restriction toA+

is also an eigenfunction of the radial part of the Laplace-Beltrami operator. This eigenequation
might be transformed into a hypergeometric equation by a change of variables and this, together
with the normalization, can be used to determine the normalized Eisenstein integrals, see [11]
example 8.1. The result is

E0(λ )(t) =
Γ ((1/2)(λ +ρ))Γ ((1/2)(λ −ρ +q))

Γ (λ )Γ (q/2)
2λ−ρF

(
ρ +λ

2
,

ρ−λ
2

;
q
2

;−sinh2 t

)
.

The hypergeometric functionF takes the value 1 at the origin, just like the spherical functions
in the Riemannian case. But theΓ -factors in the numerator might give poles and theΓ -factor
in the denominator might give zeroes. The point is that both the poles and the zeroes might be
cancelled in a neighborhood of the origin by multiplying with a suitable factor only depending
on λ .

The reason that we restrict ourselves toq > 1 above is that in those cases the relative Weyl
group is trivial,W = {e}. Whenq = 1 we obtainW = {±1} and the hypergeometric equation
has a two dimensional set of regular solutions at the origin given by

c1F

(
ρ +λ

2
,

ρ−λ
2

;
q
2

;−sinh2 t

)
+c2sinht F

(
p+λ

2
,

p−λ
2

;
4−q

2
;−sinh2 t

)
.
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If c1 = 0 the function will be zero at the origin hence it is important to have the full basis.
In general rank the equation for the radial part of the Laplacian-Beltrami is no longer a

classical hypergeometric equation but following the recipe in Part III, Sect 2, of [11] to change
the root-system it can be turned into a subsystem of a generalized hypergeometric system. It
shows that Eisenstein integrals become linear combinations of generalized hypergeometric
functions for that system. At least for generic values ofλ , using Corollary 4.1.8 in [11] Part
I, this would give an alternative proof, but the argument following this example is simpler. The
situation is particularly simple ifW = {e} and the symmetric space is basic in the sense of
Oshima & Sekiguchi, see [17] definition 6.4, i.e. thatm+

λ ≥ m−
λ for any λ ∈ Σ(a,g) such that

(1/2)λ /∈Σ(a,g). In that case the Eisenstein integral will be given by a constant(depending onλ )
times the generalized hypergeometric function and, as the spherical function in the Riemannian
case, this function takes the value one at the origin, see [11] Corollary 4.4.6. Thus, the situation
would be as in the case withq > 1 above.

Arguing as in the first part of the proof of Proposition 4.2 in [16], we see that for generic
values ofλ (more precisely forλ ’s such that2〈λ ,α〉 is not an integer multiple of〈α,α〉) the
Eisenstein integrals, for the standard basis ofCCCW , are linearly independent as functions onG/H.
For singular values ofλ it is possible to modify the functions, to make them linearly independent
as functions onG/H and holomorphic as functions ofλ , by taking suitable linear combinations
with meromorphic coefficients as in the proof of proposition 3.9 in the same paper, see also
the example above. Thus we might assume that we are in the situation that we have a function
f (λ ,x) holomorphic inλ , real-analytic inx and not identically zero as a function ofx for any
fixed λ , that satisfies the identity in lemma 3. (For genericλ one could use the boundary values
instead, as in the example above.) Givenλ0 we want to show that there is a pointx0 such that
for λ in a neighbourhood ofλ0, we havef (λ ,x0) 6= 0. Because we could then divide byf (λ ,x0)
and conclude thatψ(λ ) is holomorphic in a neighbourhood ofλ0. As the functionx 7→ f (λ0,x)
is real-analytic and not identically zero, it cannot be identically zero in a neighbourhood of the
origin e. (For genericλ ’s the argument in the example gives a precise characterization of the set
of such points.) Letx0 be such thatf (λ0,x0) 6= 0. Since f is continuous as a function ofλ , the
set ofλ ’s such thatf (λ ,x0) 6= 0, is open. Hence, there is an open neighbourhood ofλ0 such that
f (λ ,x0) 6= 0 for λ ’s in that neighbourhood as claimed. This concludes the proof. ¤

REMARK 5. We have seen that for genericλ ’s the Eisenstein integrals corresponding to
the standard basis ofCCCW are linearly independent and they all satisfies the identity in lemma 3.
Thus it would be natural to consider diagonal matrix multipliers that would act in the different
directions independently.

REMARK 6. In lemma 4 we only used Corollary 4.3 in [15] in a trivial way. Oshima’s
result shows that the Eisenstein integrals might belong toLLLp for other values as well. Of course,
the multiplier has to be defined also at those points. There is the discrete series for example. By
Flensted-Jensen [8] we can determine the discrete series in the case when the rank is one. Set
α = (m+−1)/2 andβ = (m−−1)/2. The discrete series consists of the points{iη |η = |β |−
(α +1+2m) > 0,m∈ NNN}. Hence it is nonempty if and only ifm− > ρ +1. This shows that for
symmetric spaces of that kind, there exists(p, p)-multipliers forGd/Kd which are not multipliers
for G/H, if 2≥ p≥ ρ/β . For example we have the hyperbolic spacesSOo(r,1)/SOo(r −1,1)
with r > 3.
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